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ABSTRACT: Solvation effects on the O—H homolytic bond dissociation energies (BDEs) of substituted phenols
were studied. It was demonstrated that the BDEs measured in solution in general do not equal the BDEs in the gas
phase. Detailed theoretical analyses indicated that a long-range solvation effect (i.e. the interaction between the
solvent and the overall dipole moment of the solute) and a short-range solvation effect (i.e. the hydrogen bonding
between the solute and solvent) were both important for the O—H BDEs in water and in DMSO. Neither one of these
two factors by itself could fully explain the experimentally observed solvation effect. However, a combination of these
two factors, estimated through a semi-continuum solvation model, was shown to be reasonably successful in
explaining the experimental results. Copyright # 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


The O—H bond dissociation energies (BDEs) of phenols
are important descriptors to characterize the radical-
scavenging activity of phenolic antioxidants.1 Therefore,
a number of experimental studies have been conducted in
an attempt to measure the O—H BDEs of various
substituted phenols.2 A few theoretical studies have
also been performed in order to elucidate the quantitative
structure–activity relationship behind these BDEs.3 One
key finding from these studies is that substituent effects
on the O—H BDEs of phenols can be described using the
conventional Hammett equation:


BDEðX--C6H4--OHÞ�BDEðC6H5--OHÞ ¼ �þ�þ ð1Þ


Both the experimental and theoretical BDEs can be
used to calculate the �þ value as shown in Eqn (1)
(Table 1). Using Bordwell et al.’s BDEs, the �þ value
for the O—H BDEs of phenols was calculated to be
8.1 kcal mol�1 (1 kcal¼ 4.184 kJ).2e This value is in
agreement with the �þ value (8.3 kcal mol�1) calculated
using the experimental O—H BDEs reported by Lind
et al.2d However, using the B3LYP/6–31G* method, Wu
and Lai obtained a �þ value of 5.9 kcal mol�1.3a Using
B3LYP/6–31G**, Brinck et al. obtained a �þ value of


5.7 kcal mol�1.3b Our �þ value, calculated using the
UB3LYP/6–311þþG(2df,p) method is 5.6 kcal mol�1.


The noteworthy disagreement between the experimen-
tal and theoretical �þ values might indicate that density
functional theory cannot precisely predict the substituent
effects. However, it is also possible that the experimental
results are problematic. At this point, it should be noted
that BDE is normally defined as the gas-phase enthalpy
change of the reaction X—Y!X�þY�. However,
Bordwell et al.’s experimental O—H BDEs were esti-
mated from the one-electron reduction potential of the
phenoxyl radical measured by cyclic voltammetry and
the pKa of the phenol in DMSO using Hess’s law. Lind
et al.’s experimental O—H BDEs were estimated from
the one-electron reduction potential of the phenoxyl
radical measured by pulse radiolysis and the pKa of the
phenol in aqueous solution, again using Hess’s law.


An assumption in both Bordwell et al.’s and Lind
et al.’s studies is that the difference in the solvation free
energy between the phenol and phenoxyl radical is
independent of substitution. However, it was shown by
Pedrielli and Pedulli4 that phenolic O—H BDEs in
benzene and in tert-butyl alcohol are different by
1–2 kcal mol�1. After a detailed examination of their
results, one can also see that the difference in BDEs is
not independent of substitution. On the basis of Pedrielli
and Pedulli’s observations, it is evident that the �þ value
estimated using Bordwell et al.’s or Lind et al.’s BDEs
contains substantial contributions from solvation effects.


The problem of solvation effects on BDEs has also been
mentioned in a recent review by Laarhoven et al.5


Certainly the involvement of solvation effects does not
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mean that Bordwell et al.’s or Lind et al.’s measurements
are flawed. As long as one keeps in mind that Bordwell
et al.’s or Lind et al.’s BDEs are solution-phase BDEs
whose values may be different from those in the gas phase,
there will be no controversy between the theory and
experiment. It is worth noting that for practical purposes,
most chemical processes of interest to chemists and
biochemists usually occur in solution and therefore direct
measurement of BDEs in solution is sometimes more
important. Nevertheless, when one talks about the intrinsic
bond strength, one has to use the gas-phase BDE.


The purpose of this work was to acquire a clear
understanding about how the solvation process affects
the O—H BDEs using theoretical approaches. There are
two major questions to answer in the study: (1) what
factors are responsible for the change of the �þ value
from the gas phase to the solution? and (2) can we
quantitatively calculate the solvation effects on the �þ


value? The results from this study may be valuable for
those who try to use solution-phase thermodynamics to
derive the intrinsic bond strengths (i.e. BDE of an
isolated molecule in the gas phase). The same results
may also be valuable for those who try to use the intrinsic
bond strength to interpret the equilibrium or kinetics of a
radical reaction in solution.


EXPERIMENTAL


All the calculations were carried out using the Gaussian
98 suite of programs.6 The geometry of each species was
optimized using the UB3LYP/6–31G(d) method. For
those molecules or complexes which have more than
one possible conformation, the conformation with the


lowest electronic energy was singled out and used for the
following calculations. Each final optimized geometry
was confirmed by the UB3LYP/6–31G(d) frequency
calculation to be a real minimum on the potential energy
surface without any imaginary frequency.


Harmonic vibrational frequencies were calculated
using the UB3LYP/6–31G(d) method for the optimized
geometries. Zero-point vibrational energy corrections
were obtained using unscaled frequencies. The enthalpy
of each species in the gas phase at 298 K was calculated
using the UB3LYP/6–311þþG(2df,p) method using the
following equation within the rigid rotor and harmonic
oscillator approximation:


H298 ¼ E þ ZPE þ�H298�0 ð2Þ


The gas-phase BDE of each phenol molecule (X—
C6H4—OH) was calculated as the enthalpy change in the
gas phase at 298 K of the following reaction:


X--C6H4--OH ! X--C6H4--O� þ H� ð3Þ


Because the UB3LYP method usually underestimates the
BDEs (for an authoritive study on the performance of the
B3LYP method, see Ref. 7) (higher level methods such as
G3 or CBS are too demanding for the phenols), in the
present study we only report the relative BDEs [i.e.
BDE(X—C6H4—OH)�BDE(C6H5—OH)]. According to
recent studies,7,8 these relative BDEs should be reason-
ably reliable owing to the error cancellation from C6H5—
OH to X—C6H4—OH.


Two approaches were used to model the solvation
effects. In the first approach, an explicit complex between
the substrate and a solvent molecule was constructed. For


Table 1. BDE(X—C6H4—OH)�BDE(C6H5—OH) values from experimental measurements and from theoretical calculations
(kcalmol�1)


Exp. Exp. B3LYP/6–31 B3LYP/ UB3LYP/
Substituent �þa


p (DMSO)b (H2O)c G*d 6–31G**e 6–311þþG(2df,p)f


p-NH2 �1.30 �12.6 �12.7 �9.1 �8.6 �8.7
p-OH �0.92 �8.3 �8.0 �6.3 �5.4 �5.2
p-OCH3 �0.78 �5.3 �5.6 �6.0 �5.5 �5.7
p-Me �0.31 �1.1 �2.1 �1.9 �1.8 �2.2
p-Cl 0.11 0.4 �0.6 �1.0 �0.7 �1.3
H 0.00 0.0 0.0 0.0 0.0 0.0
p-CF3 0.61 5.5 — 2.4 2.6 2.7
p-CN 0.66 4.4 4.7 1.9 2.3 2.1
p-NO2 0.79 4.5 6.0 4.1 4.4 4.2
�þg — 8.1 8.3 5.9 5.7 5.6
rh — 0.980 0.989 0.988 0.990 0.986


a Taken from Ref. 20.
b Taken from Ref. 2e. It is noteworthy that Bordwell et al. reported a ‘revised’ reaction constant (7.14 kcal mol�1) in 1994.2f However, this ‘revised’ reaction
constant was calculated from a plot containing a few dubious data such as the O—H BDE of 4-Me2N—C6H4—OH.
c Taken from Ref. 2d.
d Taken from Ref. 3a.
e Taken from Ref. 3e.
f This study.
g �þ values are calculated as the slope of Eqn (1).
h Correlation coefficient.
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a phenol substrate and water or DMSO solvent, this
complex is likely to be stabilized by a hydrogen bond.
The hydrogen bonding energy was calculated as the
enthalpy change of the following reaction in the gas
phase at 298 K:


substrate þ solvent ! complex ð4Þ


The basis set superposition error (BSSE) was considered
for the hydrogen bonding energy using the full counter-
poise procedure.9


In the second approach to model the solvation effects,
we used a continuum description of the solvent based on
the SCRF method at the UB3LYP/6–311þþG(2df,p)
level. The gas-phase geometry was used. The polarized
continuum model (PCM) developed by Tomasi and co-
workers10 was employed. With this method, the mean
error with respect to the experimental absolute solvation
energies in water was reported as about 0.2 and
1 kcal mol�1 for neutral molecules and ions, respectively.
Although radicals were not considered in Tomasi and co-
workers’ parameterization work, a recent study indicated
that the PCM method may work well for open-shell
species.11


It is worth noting that Tomasi and co-workers did not
parameterize their PCM model for DMSO. Fortunately,
Pliego and Riveros recently reported a parameterization
of the PCM model for calculating solvation free energies
of anions in DMSO.12 Their scale factor for the atomic
radii is f¼ 1.35. Our own examination on the basis of
Bondi radii13 also provided a scale factor of 1.35 for both
anions and neutral molecules (Y. Fu, L. Liu, Q.-X. Guo,
unpublished results). It should be mentioned that this
scale factor does not work well for cations in DMSO.12


The PCM method provides the solvation free energy.
(The gas-phase enthalpies correspond to a standard state of
1 atm and 298 K. The solvation free energy of PCM


corresponds to a standard state of 1 mol l�1 and 298 K.
Although the states are different, for relative values the
state correction term from 1 atm to 1 mol l�1 is cancelled.)
However, one can assume that the entropy contribution for
X—C6H4—OH homolysis equals that for C6H5—OH
homolysis.4 On the basis of this assumption, [BDE(X—
C6H4—OH)�BDE(C6H5—OH)]solution phase should equal
the sum of [BDE(X—C6H4—OH)�BDE (C6H5—OH)]gas


phase and change of solvation free energies. Therefore, in
the following only the enthalpy changes will be considered
for both the gas and solution phases.


RESULTS AND DISCUSSION


Fully implicit method


In Table 2 are shown the BDE(X—C6H4—OH)�
BDE(C6H5—OH) values in the gas phase, in H2O and
in DMSO calculated using the UB3LYP/6–
311þþg(2df,p)-PCM method.


According to Table 2, an electron-donating substituent
usually reduces the phenolic O—H BDE more signifi-
cantly in the solution than in the gas phase. For example,
p-NH2 lowers the O—H BDE by 8.7 kcal mol�1 in the gas
phase. In comparison, p-NH2 lowers the O—H BDE by
11.0 kcal mol�1 in H2O and by 9.6 kcal mol�1 in DMSO.
On the other hand, an electron-withdrawing substituent
increases the phenolic O—H BDE more significantly in
the solution that in the gas phase. For instance, p-CN
increases the phenolic O—H BDE by 2.1 kcal mol�1 in
the gas phase. In comparison, p-CN increases the phe-
nolic O—H BDE by 3.5 kcal mol�1 in H2O and by
4.1 kcal mol�1 in DMSO.


The larger BDE reduction effects seen for the donor
groups and larger BDE increase effects seen for the
acceptor groups can be understood using the Bell


Table 2. BDE(X—C6H4—OH)�BDE(C6H5—OH) values calculated using the UB3LYP/6–311þþg(2df,p)–PCM method in the
gas phase, H2O, and DMSO (kcalmol�1)


Substituent �þ
p Vacuum H2O DMSO �c


X�C6H4�OH �d
X�C6H4�O� ��2e


p-NH2 �1.30 �8.7 �11.0 �9.6 2.048 6.841 42.605
p-OH �0.92 �5.2 �6.5 �5.7 0.001 4.870 23.717
p-OCH3 �0.78 �5.7 �6.9 �5.6 0.575 5.722 32.411
p-Me �0.31 �2.2 �3.6 �2.3 1.360 4.798 21.171
p-Cl 0.11 �1.3 �1.2 �0.6 2.306 2.808 2.567
H 0.00 0.0 0.0 0.0 1.336 4.023 14.400
p-CF3 0.61 2.7 2.8 3.6 3.442 1.160 �10.502
p-CN 0.66 2.1 3.5 4.1 5.297 0.357 �27.931
p-NO2 0.79 4.2 4.5 5.7 5.364 0.899 �27.964
�þa — 5.6 7.0 6.8 — — —
rb — 0.986 0.991 0.994 — — —


a �þ values are calculated as the slope of Eqn (1).
b Correlation coefficient.
c Dipole moment of X—C6H4—OH (D).
d Dipole moment of X—C6H4—O� radical (D).
e ��2 ¼ �2


X�C6H4�O� � �2
X�C6H4�OH.
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model.14 According to this model, the solvation free
energy of a ball which contains a point dipole � at the
center follows Eqn (5), where " is the dielectric constant
of the solvent, � is the dipole moment and R is the radius
of the ball:


�G ¼ � "� 1


2"þ 1


�2


R3
ð5Þ


According to the Bell model, one can expect a larger
solvation free energy with a larger �2 when other para-
meters such as " and R are similar. From Table 2, it is
evident that when X is a donor substituent, �2 increases
from X—C6H4—OH to X—C6H4—O�. This is not a
surprising observation because O� is strongly electron
withdrawing whereas OH is modestly electron donating.
Therefore, X—C6H4—O� should have a larger solvation
free energy than X—C6H4—OH when X is the donor.


Notably, from C6H5—OH to C6H5—O�, �2 also in-
creases by 14.400 D2. Therefore, only those donor sub-
stituents which can cause a larger increase in �2 than H
can bring about a larger reduction of O—H BDE in the
solution than in the gas phase. According to Table 2, NH2,
OH, OCH3 and CH3 increase �2 by 42.605, 23.717,
32.411, and 21.171 D2 from X—C6H4—OH to X—
C6H4—O�. These values are larger than 14.400, and the
corresponding groups indeed reduce the O—H BDE
more significantly in the solution than in the gas phase.
An exceptional donor group is Cl, which increases the
dipole moment only by 2.567 D2 from Cl—C6H4—OH to
Cl—C6H4—O�, a value smaller than 14.400. Therefore,
Cl should cause a smaller reduction of O—H BDE in the
solution than in the gas phase. This prediction agrees with
the calculated results.


Unlike the donor groups, an acceptor group decreases
�2 from X—C6H4—OH to X—C6H4—O� due to the
electron-withdrawing nature of O�. The consequence of
this reduction of �2 is that the solvation free energy of
X—C6H4—O� is smaller than that of X—C6H4—OH.
Compared with the unsubstituted case, it is clear that an
acceptor group should cause a larger increase of the
O—H BDE in the solution than in the gas phase.


The fact that a donor causes a larger BDE reduction
and an acceptor causes a larger BDE increase in solution
than in the gas phase means that �þ for the O—H BDEs
in solution should be larger than that for the gas phase.
Indeed, the calculated �þ values are 7.0 kcal mol�1 for
H2O and 6.8 kcal mol�1 for DMSO. Both values are
larger than the �þ value for the gas phase
(5.6 kcal mol�1). These results substantiate the argument
that the solvent should not be neglected for the BDEs
measured using a solution-phase method. However, com-
pared with Bordwell et al.’s (8.1 kcal mol�1) and Lind
et al.’s (8.3 kcal mol�1) �þ values, the theoretical �þ


value obtained using the PCM method is still lower by
1.1–1.3 kcal mol�1.


Hydrogen bonding with solvent molecules


As an implicit solvation model, PCM cannot fully de-
scribe the first solvation shell interactions, such as hydro-
gen bonding between the solute and solvent molecules.15


However, it is well established that hydrogen bonding
may considerably affect a BDE value (for some recent
examples, see Ref. 16). Therefore, the difference between
the experimental and theoretical �þ values obtained in
the previous section might be due to the incomplete
consideration of the solute–solvent hydrogen bonding
effects.


To model the solute–solvent hydrogen bonding effect,
we focused our attention on the complexes between
phenol (or phenoxyl radical) and one H2O (or DMSO)
molecule. Certainly one can consider more solvent mo-
lecules and construct a larger solute–solvent hydrogen-
bonded cluster. However, using this approach one might
end up with a large number of complexation conforma-
tions that are local minima. The necessity to average over
the many possible conformations makes this large-cluster
approach unwieldy, especially under the present condi-
tions where a number of substituted phenols and phe-
noxyl radicals will be studied.


The optimized structures of the phenol–H2O, phenol–
DMSO, phenoxyl radical–H2O, and phenoxyl radical–
DMSO complexes are shown in Fig. 1. As shown in Fig. 1,
phenol is a hydrogen bond donor. The O—H � � �O dis-
tance in the phenol–H2O complex is 1.831 Å. This value
is slightly longer than the O—H � � �O distance (1.743 Å)
in the phenol–DMSO complex. In agreement with these
geometric features, the hydrogen bonding energy of
phenol–H2O (�3.8 kcal mol�1) is smaller than that of
phenol–DMSO (�7.1 kcal mol�1).


In comparison, phenoxyl radical is a hydrogen bond
acceptor in the phenoxyl radical–H2O complex. The
hydrogen bonding energy for this complex is
�3.4 kcal mol�1, a value not much lower than that for
the phenol–H2O complex. Interestingly, in the phenoxyl


Figure 1. Structures of the hydrogen-bonded complexes
between phenol or phenoxyl radical and H2O or DMSO
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radical–DMSO complex the phenoxyl radical is both a
hydrogen bond donor and acceptor, as two C—H � � �O
hydrogen bonds17 can be identified. Because a C—
H � � �O hydrogen bond is much weaker than an O—
H � � �O hydrogen bond, the hydrogen bonding energy
for the phenoxyl radical–DMSO complex
(�2.7 kcal mol�1) is much lower than that for the phe-
nol–DMSO complex.


Because phenol is the hydrogen bond donor in X—
C6H4—OH � � �H2O, it is understandable that an electron-
withdrawing substituent brings about a larger hydrogen
bonding energy than an electron-donating substituent (see
Table 3). This means that the �þ value for the hydrogen
bonding energy of X—C6H4—OH � � �H2O is negative
(�1.1 kcal mol�1). In comparison, because phenoxyl
radical is the hydrogen bond acceptor, the �þ value for
the hydrogen bonding energy of X—C6H4—O�� � �H2O
should be positive (þ0.7 kcal mol�1). Therefore, for the
gas-phase reaction X—C6H4—OH � � �H2O!X—
C6H4—O�� � �H2Oþ H�, one may predict the correspond-
ing reaction constant as �þ¼ 5.6þ 0.7�(�1.1)¼
7.4 kcal mol�1. This prediction is in good agreement with
the actual calculated result, 7.6 kcal mol�1 (see Table 4).


Because phenol is the hydrogen bond donor in X—
C6H4—OH � � �DMSO, the �þ value for the hydrogen
bonding energy of X—C6H4—OH � � �DMSO should be
negative (�1.2 kcal mol�1). In comparison, because phe-
noxyl radical is both the hydrogen bond donor and
acceptor, the �þ value for the hydrogen bonding energy
of X—C6H4—O�� � �DMSO should be close to zero
(�0.2 kcal mol�1). For the gas-phase reaction X—C6


H4—OH � � �DMSO!X—C6H4—DMSO � � �H2O þ H�,
, one may predict the corresponding reaction constant as
�þ¼ 5.6� 0.2�(�1.2)¼ 6.6 kcal mol�1. This prediction
is also in good agreement with the actual result of the
calculation, 6.7 kcal mol�1 (Table 4).


It is worth noting that the X—C6H4—OH � � �H2O and
X—C6H4—O�� � �H2O complexes may be regarded as a
microsolvation model of X—C6H4—OH and X—
C6H4—O�. As a result, the gas-phase reaction
X—C6H4—OH � � �H2O!X—C6H4—O�� � �H2O þ H�


tells us how the microsolvation effects change the O—H
BDEs. According to Table 4, the �þ value for the gas-
phase BDEs of X—C6H4—OH � � �H2O complexes is
7.6 kcal mol�1. The �þ value for the gas-phase BDEs of
X—C6H4—OH � � �DMSO complexes is 6.7 kcal mol�1.


Table 3. Hydrogen bonding energies in X—C6H4—OH � � �H2O, X—C6H4—O� � � �H2O, X—C6H4—OH � � �DMSO, and
X—C6H4—O� � � �DMSO complexes calculated using the UB3LYP/6–311þþg(2df,p) method in the gas phase (BSSE corrected)
(kcalmol�1)


X—C6H4—OH X—C6H4—O� X—C6H4—OH X—C6H4—O�


Substituent �þ
p � � �H2O � � �H2O � � �DMSO � � �DMSO


p-NH2 �1.30 �3.1 �4.5 �6.6 �2.8
p-OH �0.92 �3.6 �4.1 �6.9 �3.2
p-OCH3 �0.78 �3.5 �4.0 �6.8 �2.5
p-Me �0.31 �3.6 �3.6 �6.8 �2.7
p-Cl 0.11 �4.4 �3.3 �7.8 �2.9
H 0.00 �3.8 �3.4 �7.1 �2.7
p-CF3 0.61 �4.8 �2.9 �8.4 �3.1
p-CN 0.66 �5.3 �3.1 �8.9 �3.4
p-NO2 0.79 �5.5 �3.0 �9.3 �3.3
�þ — �1.1 0.7 �1.2 �0.2
r — 0.932 0.986 0.906 0.569


Table 4. Relative O—H BDEs of X—C6H4—OH � � �H2O and X—C6H4—OH � � �DMSO complexes calculated using the UB3LYP/
6–311þþg(2df,p)-PCM method in the gas phase and in solution (kcalmol�1)


X—C6H4—OH � � �H2O X—C6H4—OH � � �DMSO


Substituent �þ
p Vacuum H2O Vacuum DMSO


p-NH2 �1.30 �10.4 �12.5 �9.6 �10.1
p-OH �0.92 �6.0 �6.5 �5.9 �5.8
p-OCH3 �0.78 �6.4 �7.8 �5.9 �6.3
p-Me �0.31 �3.2 �4.9 �2.4 �2.5
p-Cl 0.11 2.1 1.0 �0.9 �0.7
H 0.00 0.0 0.0 0.0 0.0
p-CF3 0.61 4.2 4.5 3.6 3.8
p-CN 0.66 4.0 4.6 3.2 4.3
p-NO2 0.79 6.5 6.9 5.7 7.0
�þ — 7.6 8.5 6.7 7.4
r — 0.990 0.987 0.991 0.989
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These values are higher than the �þ value
(5.6 kcal mol�1) for the isolated X—C6H4—OH mole-
cules in the gas phase. This means that the microsolvation
model can also be used to interpret the experimental
observations. Nevertheless, compared with Bordwell
et al.’s (8.1 kcal mol�1) and Lind et al.’s (8.3 kcal mol�1)
�þ values, these �þ values are lower by about
1 kcal mol�1. Therefore, the microsolvation model is
not adequate either.


Semi-continuum solvation


Better descriptions of solvation effects can often be
achieved when one combines the implicit solvation
model with the explicit solute–solvent complexation
model (for some recent applications of the semi-
continuum solvation model, see Ref. 18). Using this
‘semi-continuum’ approach, one can describe the long-
range solvation effects using the computationally less
demanding continuum solvation model. At the same
time, one can also take some of the first solvation shell
interactions into account.


Using the semi-continuum approach, one can design
the following reaction to model the real events happening
in the aqueous solution for the phenol homolysis:


X--C6H4--OH � � �H2O ðin solutionÞ
! X � C6H4--O� � � �H2O ðin solutionÞ þ H�ðin solutionÞ


ð6Þ


In this model, the free energy of X—C6H4—OH � � �H2O
(in solution) or X—C6H4—O�� � �H2O (in solution) can
be calculated using the B3LYP–PCM method for the
whole complex in a certain solution without any problem.
However, currently we are not sure about how to calcu-
late the solvation energy of H� radical in an ab initio
fashion. (Certainly one can use theoretical results from
Eqn (6) and solution-phase experimental results for the
O—H BDE of phenol to ‘calculate’ the solvation free
energy of H�. Using this particular solvation energy and
results in Table 4, one can also easily calculate the O—H
BDEs for all the substituted phenols in the solution.)
Fortunately, only the substituent effect on the reaction of
Eqn (6) is needed in the present study. As a result, we can
still easily calculate the relative O—H BDEs of the X—
C6H4—OH � � �H2O complexes in water. The results are
given in Table 4. Similar results for the relative O—H
BDEs of the X—C6H4—OH � � �DMSO complexes in
DMSO are also shown in Table 4.


According to Table 4, the �þ value for the solution-
phase BDEs of X—C6H4—OH � � �H2O complexes is
8.5 kcal mol�1. This value is in good agreement with
Lind et al.’s �þ value (8.3 kcal mol�1) obtained from
aqueous-phase measurements. Also, the theoretical �þ


value for the solution-phase BDEs of X—C6H4—OH � � �


DMSO complexes is 7.4 kcal mol�1. This value is lower
than Bordwell et al.’s �þ value (8.1 kcal mol�1) by only
0.7 kcal mol�1. At this point, it is pleasing that the
experimental observations have finally been reasonably
reproduced using the theoretical approach.


CONCLUSION


We have shown the importance of solvation effects on the
O—H BDEs of substituted phenols. We demonstrated
that the BDEs measured in solution do not in general
equal the BDEs in the gas phase. A detailed theoretical
analysis indicated that a long-range solvation effect (i.e.
the interaction between the solvent and the overall dipole
moment of the solute) and a short-range solvation effect
(i.e. the hydrogen bonding between the solute and sol-
vent) are both important for the O—H BDEs in water and
in DMSO. Neither of these two factors by itself can fully
explain the experimentally observed solvation effect.
However, a combination of these two factors using a
semi-continuum solvation model is reasonably successful
in doing so.
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ABSTRACT: We made use of four methods for determining the hydrogen-bond (HB) basicity of lindane
(�-hexachlorocyclohexane): (i) experimental Fourier transform IR measurement of a sum of individual 1:1
equilibrium constants for the formation of 1:1 4-fluorophenol-lindane hydrogen-bonded complexes in CCl4; (ii)
calculation of the overall HB basicity from octanol–water partition coefficients; (iii) correlation of the HB basicity of
chloroalkanes with the electrostatic potentials around chlorine atoms; and (iv) correlation of the HB basicity of
chloroalkanes with the computed enthalpy of their complexes with hydrogen fluoride. It is consistently found that
lindane remains a weak HB base because multifunctionality cannot fully compensate for the electron-withdrawing
inductive effects that chlorine atoms exert over one another. Actually, only five chlorine atoms behave as HB
acceptors, one axial chlorine being deactivated by inductive effects. Stereoelectronic effects lead to the formation of
three-centered hydrogen bonds. Copyright # 2003 John Wiley & Sons, Ltd.


KEYWORDS: hydrogen bonding; basicity; chloroalkanes; lindane; Fourier transform infrared spectrometry; octanol–water


partition coefficient; electrostatic potential


INTRODUCTION


A growing body of experimental and theoretical evidence
confirms that weak hydrogen bonds (HBs) can play
important roles in chemistry and biology.1,2 Weak HBs
are obviously formed between weak HB donors and weak
HB acceptors, but might also occur when only one
partner is weak. This second category includes the inter-
action between fairly strong HB donors such as phenols
and weak HB acceptors such as haloalkanes.3–5 In the
present context, hydrogen-bond strength will be mea-
sured from 1:1 hydrogen-bond complexation constants6


(and, whenever possible, HB complexation enthalpies6).
We have recently measured7,8 these thermodynamic
properties for a number of chloroalkanes against 4-
fluorophenol in tetrachloromethane solution:


R--Cl þ 4-FC6H4OH Ð 4-FC6H4OH � � �Cl--R ð1Þ


Kx ¼ xcomplex=ðxchloroalkane � xphenolÞ ð2Þ
Kc ¼ Ccomplex=ðCchloroalkane � CphenolÞ ð3Þ


�H� ¼ RT2ð@lnKx=@TÞP ð4Þ


The mole-fraction equilibrium constant, Kx, the correct
one9 for obtaining the standard state-infinite dilution
enthalpy �H �, is used10 in the calculation of the hydro-
gen-bonding term contributing to the octanol–water parti-
tion coefficient11 (see below). The molar-concentration
equilibrium constant, Kc, is generally used for defining the
Taft’s pKHB scale12 of hydrogen-bond basicity as log Kc.


Because of the strong inductive electron-withdrawing
effect of the chloro substituent,13 polychloroalkanes form
even weaker hydrogen bonds than monochloroalkanes,
and their HB acceptor strength becomes more difficult to
measure experimentally by the usual IR method.6 Addi-
tional methods must be employed in order to assess the
reliability of IR results. In this work, we shall calculate
the equilibrium constants of reaction (1) for polychlor-
oalkanes from their relationships with (i) octanol–water
partition coefficients,10 (ii) electrostatic potentials around
the chlorine atoms and (iii) computed enthalpies for
hydrogen-bonding complexation of hydrogen fluoride.14


These studies allow the issue of polyfunctionality in
hydrogen bonding to be addressed. Two extreme
situations, which we explain using the example of
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Techniques, Université de Nantes, 2, rue de la Houssinière, BP 92208,
44322 Nantes, Cedex 3, France.
E-mail: Christian.Laurence@chimie.univ-nantes.fr
yPresent address: Centre for Theoretical and Computational Chemistry,
University College London, 20 Gordon Street, London WC1H 0AJ,
UK.







1,2,3-trichloropropane, are often encountered in solution
studies. In the first one, trichloroalkane is in excess [in
order to shift equilibrium (1) towards the hydrogen-
bonded complex] so that neither 2:1 nor 3:1 complexes
(phenol: trichloroalkane) can be significantly formed.
Three different 1:1 complexes (as shown from the elec-
trostatic potential map; see below) are mainly formed
according to the following equilibria of equilibrium
constants Kx,1–Kx,3:


In the usual IR method,6 one measures the equilibrium
mole fraction of hydrogen-bonded 4-fluorophenol, i.e.
the sum of the mole fractions of the three 1:1 complexes.
Therefore, the observed (measured) equilibrium constant
is the ratio


P
i xcomplex=xArOH � xClCH2CHClCH2Cl, which is


equal to the sum of the individual constants Kx,i:


KxðobservedÞ ¼ xcomplex 1 þ xcomplex 2 þ xcomplex 3


xArOH � xClCH2CHClCH2Cl


¼ Kx;1 þ Kx;2 þ Kx;3 ¼
X


i


Kx;i ð8Þ


We must point out that log
P


i Kx;i ðlog
P


i Kc;iÞ has no
thermodynamic meaning. Thus, the pKHB scale,12 and its
linear transform15 �H


2 , are ill-defined quantities for poly-
functional bases. However, in the case of n equivalent
basic functions, the statistically corrected quantity16


log ð
Pn


i Kx;iÞ � log n [i.e. an RTln(n) correction to the
Gibbs energy calculated from the measured equilibrium
constant] can be used for comparison with monofunc-
tional bases. In polychloroalkanes with equivalent chlor-
ine atoms, these statistically corrected quantities refer to
the hydrogen-bond basicity per chlorine atom.


In the second situation, the 1,2,3-trichloropropane is
surrounded by a large excess of HB donor molecules and
takes part in multiple hydrogen bonding. If the 3:1


complex is the major species, the overall equilibrium
constant17 is the product of three individual constants
corresponding to the stepwise formation of 1:1, 2:1 and
3:1 complexes.10,17 Since log �Ki¼� log Ki, the sum-
mation of the logarithm of the individual constants might
have some physical meaning.18 In neat water or neat
octanol, it is possible that each site of polyfunctional HB
acceptor solutes will be fully utilized. We have found10


that the hydrogen-bonding term contributing to the octa-
nol–water partition coefficient Pow of these multifunc-
tional solutes in linear solvation energy relationships19–24


is fairly well correlated with the sum of the log Kx values.
Provided that care is taken regarding family-dependent
behavior,10 we can use the Kx,i values [Eqns (2) and (5)–
(7)] corresponding to the 1:1 association in CCl4 of 4-
fluorophenol on each site.


The aim of this work was to determine the hydrogen-
bond basicity of lindane, a weak and multifunctional HB
acceptor. Lindane [1a,2a,3a,4e,5e,6e-hexachlorocyclohex-
ane or �-hexachlorocyclohexane (�-HCH)], is a well-
known insecticide used in agriculture25 and human ther-
apeutics.26 We also wanted to elucidate the structural basis
of its lipophilicity (i.e. octanol–water partition coefficient)
and hydrogen-bonding basicity, which are important prop-
erties of its transport to its target, its bioaccumulation and
its docking to receptors.27–29 Lastly, we wanted to revisit
the recent surprising finding that hexachlorocyclohexanes
are strong hydrogen-bond bases.30


EXPERIMENTAL


Chemicals and spectra


Tetrachloromethane, 4-fluorophenol, lindane, 1,2-di-
chloropropane, 1,2,3-trichloropropane, trans-1,2-dichlor-
ocyclohexane, 1,4-dichlorobutane, and 2-chloropropane
were commercial compounds purified as described else-
where.7,31 The Fourier transform (FT) IR spectrometer,
the cell and the method of measuring the IR wavenumber
shifts, upon hydrogen bonding, of the �(OH) band of
4-fluorophenol were described previously.7 The overlap
of the �(OH) bands of the free and hydrogen-bonded
4-fluorophenol was corrected using the Bruker Curve Fit
software, which enables overlapping bands to be mathe-
matically resolved into their Gauss–Lorentz components.


Determination of equilibrium constants and
enthalpies


Kx (at 25 �C) and �H � [Eqns (2) and (4)] were measured
from variations in the absorbance of the �(OH) band of
free 4-fluorophenol at 3614 cm�1, with base mole frac-
tion (Kx) and with temperature (�H �), as described
previously.7,8 Kx was calculated as illustrated in Table 1
for the example of lindane. The mean of four determina-
tions gave �Kx,i¼ 12.8� 1.1 (95%confidence level).


Kx;1 ¼ xcomplex 1=xArOH � xClCH2CHClCH2Cl ð5Þ


Kx;2 ¼ xcomplex 2=xArOH � xClCH2CHClCH2Cl ð6Þ


Kx;3 ¼ xcomplex 3=xArOH � xClCH2CHClCH2Cl ð7Þ
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Computational methods


Theoretical calculations were performed at the IDRIS
(Orsay) and CINES (Montpellier) supercomputer centers
using the Gaussian 98 suite of computer programs.32


The structures of the monomers HF and chloroalkanes
and the HF–chloroalkane complexes were optimized at
the B3LYP density functional theory level using the split-
valence plus polarization 6–31G(d,p) basis set. Harmonic
vibrational frequencies were computed at the same level
of theory, to distinguish equilibrium structures from
stationary point structures with imaginary vibrational
frequencies and to evaluate vibrational energies. In order
to obtain more accurate energies, single-point calcula-
tions were finally carried out by augmenting the basis set
with diffuse functions on non-hydrogen atoms, i.e. at the
B3LYP/6–31þG(d,p) level.


The enthalpies of complexation were calculated as the
difference between the quantity of the complex, treated as
a supermolecule, and the sum of the quantities of the
monomers.33 The enthalpy of complexation at 298.15 K,
given by


�H� ¼ �Eel þ�Etr þ�Erot þ�Evib � RT ð9Þ


includes contributions arising from electronic (el), trans-
lational (tr), rotational (rot) and vibrational (vib) ener-
gies, and the �PV��RT correction.


The binding energies of the complexes (�Eel) were
calculated without correcting the basis set superposition
error (BSSE), a spurious error introduced by the super-
molecule approach.33 The BSSE was assumed to be
almost constant in the series of closely related HF–
chloroalkane complexes.


The electrostatic potentials of chloroalkanes were
calculated on the molecular surface, around each chlorine
atom, with the HS95 program,34–36 using the Gaussian
archive file, and illustrated by means of the Molden
program.37 The molecular surface was defined by the
0.001 electron bohr�3 contour of the electronic density.38


RESULTS AND DISCUSSION


FTIR determination of hydrogen-bond basicity


Table 2 presents the observed Kx (�Kx,i), the enthalpies
�H � and the entropies �S � for the complexation of
chloroalkanes with 4-fluorophenol in CCl4 [reaction (1)]
and the IR shifts ��(OH) of the 3614 cm�1 band of 4-
fluorophenol. These new data are consistent with (and of
equivalent precision to) those of chloroalkanes measured
in our previous studies.7,8 They do indeed obey the
�G(pKHB)/��(OH) and �H �/��(OH) (Badger–Bauer
relationship) found previously.7,8 Figure 1 shows that the
correlation between the hydrogen-bond basicity per
chlorine atom, i.e. log (Kx/n), and the IR shifts ��(OH)
is obeyed by mono-, di- and trichloroalkanes.


The addition of these new data to those of Ref. 8
enables the existence of a relationship:


�H� ¼ ��S� þ constant ð10Þ


between �H � and �S � (the compensation effect)39 to be
studied on a sample of eight mono- and dichloroalkanes.
However, since �H � and �S � are obtained from the
temperature dependence of log Kx, they are loaded with


Table 2. Equilibrium constants Kx, thermodynamic functions �H � (kJmol�1) and � S�x (J K
�1 mol�1) and IR frequency shifts


��(OH) (cm�1) for hydrogen bonding of chloroalkanes to 4-fluorophenol in CCl4 at 25 �C (FTIR determination)


Compound Kx,observed Kx,observed/na ��H � ��S�
x;298 ��ðOHÞ


2-Chloropropane 5.15 5.15 7.57� 0.78 12.1� 2.5c 72
1,4-Dichlorobutane 7.26 3.63 6.25� 0.26 4.4� 0.9c,d 57
trans-1,2-Dichlorocyclohexane 6.52 3.26 5.75� 0.15b 3.6� 0.5c,e 50
1,2-Dichloropropane 5.00 2.50 —f —f 41
1,2,3-Trichloropropane 5.31 1.77 —f —f �29
Lindane 12.8 —f —f �12


a n is the number of (assumed) equivalent chlorine atoms.
b Error limits of the slope in the regression analysis of the Van’t Hoff plot.
c Error limits of the intercept in the regression analysis of the Van’t Hoff plot.
d 10.2 when statistically corrected by �R ln 2.
e 9.4 when statistically corrected by �R ln 2.
f Too weak for a significant determination to be made.


Table 1. Mole fraction equilibrium constants for the 1:1
complexation of 4-fluorophenol with lindane in CCl4 at
25 �C (four determinations)a


0 1 2 3 4


x�a 4.41 4.53 4.41 4.45 4.41
x�b 0 227.3 226.5 230.1 224.0
Absorbance A 1.066 0.854 0.813 0.838 0.830
xa ¼ A="lb 3.53 3.36 3.47 3.44
xc ¼ x�a � xa 0.99 1.05 0.98 0.97
xb ¼ x�b � xc 226.3 225.5 229.1 223.1
% complexc 21.8 23.8 22.0 22.0
� Kx;i 12.4 13.8 12.3 12.7


a All mole fractions are multiplied by 104. x�a, x�b; xa, xb and xc are
respectively the initial and equilibrium mole fractions of 4-fluorophenol
(acid a), lindane (base b) and complex (c).
b "¼ 2416 cm�1, l¼ 1 cm.
c xc=x�a � 100. Percentage of hydrogen-bonded 4-fluorophenol.
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correlated errors, which might cause the apparently good
relationship in Fig. 2 (squared correlation coefficient
r2¼ 0.947 for eight data points). We checked, by the
statistically correct method of Exner and Beranek,40 with
the program written by Ouvrard et al.,41 that there is a
true chemical dependence between �H � and �S �. We
find for chloroalkanes an isoequilibrium temperature
�¼ 615 K. This � value satisfactorily stands within the
confidence interval (529–701 K) of the value (592 K)
found previously8 for a mixed sample of fluoro-,
chloro-, bromo- and iodoalkanes. The existence of
Eqn (10) indicates that the variation of �G (i.e. log Kx)
is enthalpy dependent. Hence values of log Kx might be
calculated from energy-based descriptors of hydrogen-
bond basicity (see below).


The Kx value of lindane seems fairly precise:
Kx¼ 12.8� 1.1 at the 95% confidence level. However,
the low solubility of lindane in CCl4 (ca 0.25 dm3 mol�1),
and hence the low quantity of hydrogen-bonded 4-fluor-
ophenol (Table 1), and the overlap of the free and
hydrogen-bonded �(OH) bands [��(OH) is only ca
12 cm�1], make the mathematical decomposition of the
two bands rather hazardous and the correctness of our
result ill-defined. This requires the determination of the
hydrogen-bond basicity of lindane by other approaches.


Hydrogen-bond basicity from octanol–water
partition coefficients


The equilibrium constant Pow for a solute partitioning
between wet octanol and water is known for a large
number of solutes.42 Fundamentally, �RTlnPow measures
the differential of solute–octanol and solute–water mole-
cular interactions on the Gibbs energy scale. Attempts to
unravel and quantify the various interactions encoded in
the differential between wet octanol and water phases are
numerous. They all conclude19–24 that the two main terms
governing the partitioning are a hydrophobic volume term
and an opposing hydrophilic hydrogen-bond basicity term.
They also generally agreed22–24 that the HB acidity term
cancels out in the octanol–water solvation differential. We
have recently proposed10 the simple equation


log Pow ¼ 3:827V � 0:988��log Kx þ 0:046 ð11Þ


for which the number of points n¼ 266, r2¼ 0.986 and
the standard deviation from the regression s¼ 0.20. In
this equation, the first term gathers contributions assumed
to be roughly collinear with volume V, i.e. the endoergic
solute cavity creation and the exoergic solute–solvent
dispersion and induction energies.43 The molecular vo-
lume V for any solute is calculated according to the
Abraham and McGowan algorithm.44 The second term
corresponds to the effective hydrogen-bond basicity. It
sums the HB basicities of the various HB acceptor sites of
the solute. We have found10 that this term can be
measured by the log Kx values of reaction (1). � is a
family-dependent term, which is required for employing
the simple log Kx values for 1:1 complexation in CCl4
towards a phenol to describe the solute hydrogen bonding
with bulk water and octanol, which is a much more
complex phenomenon. For haloalkanes, �¼ 1.07 (Ref.
10) and the hydrogen-bond basicity of chloroalkanes can
be calculated from


� log Kx ¼ ½�log Pow þ 3:827V þ 0:046�=1:057 ð12Þ


Table 3 illustrates the application of Eqn (12) to a
training set of 20 mono- and dihaloalkanes, for which
reliable values of both Pow


41 and �log Kx
7 have been


measured. For dihaloalkanes, we assume the equivalence
of the two halogens and �log Kx can be calculated from
Kx(observed) by means of the equation


� log Kx ¼ n½log KxðobservedÞ � log n� ð13Þ


The differences (Table 3) between the values of
� log Kx calculated from log Pow and those calculated
from Kx measured by FTIR spectrometry, assuming the
equivalence of halogens in dihaloalkanes [Eqn (13)],
range from þ 0.22 (relative error 34%) to � 0.16 (relative
error 15%), and are fairly well distributed around zero


Figure 1. Relationship between the thermodynamic
[log(Kx/n)] and the spectroscopic [��(OH)] hydrogen-bond
basicity scales for one trichloro- (&), six dichloro- (*) and six
monochloroalkanes (*) (n¼13, r¼0.983)


Figure 2. Compensation law for the hydrogen-bonding
complexation of chloroalkanes with 4-fluorophenol in CCl4.
Data from Table 2 (*) and Ref. 8 (^)
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(with a mean of þ 0.03). These differences arise from
measurement errors of Pow and Kx(observed), model
errors [see above for the assumptions included in Eqn
(11)], and also the influence, not taken into account, of
stereochemical factors on the partition coefficient.45 Most
haloalkanes of the training set can exist in several conf-
ormations46 with different dipole moments, so the most
stable conformation(s) in the apolar solvent CCl4 may not
be the same as in water and octanol, which have much
higher dielectric permittivities.


Nevertheless, the results from the training set are
sufficiently encouraging that we may apply Eqn (12) to
lindane and other stereoisomers of known Pow.47 The
results are presented in Table 4. For lindane, the compar-
ison of �log Kx¼ 2.24, calculated from log Pow, with
�Kx¼ 12.8, measured by FTIR spectrometry, is not


possible without making assumptions. Assuming six
equivalently basic chlorines, we calculate [Eqn (13)]
�log Kx¼ 1.97. With five equivalently basic chlorines
and one inert chlorine (see below), we have
�log Kx¼ 2.04. Clearly, the two different thermody-
namic methods (octanol–water partition and hydrogen
bonding with a phenol in CCl4) give macroscopic values
of similar magnitude for the hydrogen-bond basicity of
lindane. However, a deeper view of the basicity of each
chlorine of lindane is needed at the molecular level. To
achieve this, we chose in the following to calculate the
electrostatic potentials around each chlorine atom of
lindane, its �, � and � isomers and, for comparison, a
training set of chloroalkanes.


Hydrogen-bond basicity from electrostatic
potentials


The electrostatic potential V(r) created in the space around
a molecule by its nuclei and electrons is defined by


VðrÞ ¼
X


A


ZA


jRA � rj �
ð
�ðr0Þdr0
jr0 � rj ð14Þ


where ZA is the charge on nucleus A, located at RA, �(r)
is the electronic density function of the molecule and r0 is
a dummy integration variable. V(r) gives the interaction
energy between a proton located at r and the unperturbed


Table 3. Comparison of the hydrogen-bond basicity of haloalkanes towards 4-fluorophenol in CCl4 calculated from log Pow
and measured by FTIR spectrometry


� log Kx


Solute Log Pa
ow Vb From log Pc


ow From FTIRd Difference


1-Fluoropentane 2.33 0.931 0.85 0.95 þ0.10
2-Chloropropane 1.90 0.654 0.61 0.71 þ0.10
1-Chlorobutane 2.64 0.795 0.42 0.60 þ0.18
Bromocyclohexane 3.20 1.020 0.71 0.75 þ0.04
2-Bromopropane 2.14 0.706 0.58 0.71 þ0.13
1-Bromobutane 2.75 0.847 0.51 0.67 þ0.16
1-Bromopentane 3.37 0.988 0.43 0.65 þ0.22
1-Bromopropane 2.10 0.706 0.61 0.63 þ0.02
Bromoethane 1.61 0.565 0.57 0.61 þ0.04
Iodoethane 2.00 0.649 0.50 0.54 þ0.04
Iodomethane 1.51 0.508 0.45 0.54 þ0.09
1,4-Dichlorobutane 2.24 0.917 1.24 1.08 �0.16
1,3-Dichlorobutane 2.00 0.776 0.96 0.98 þ0.02
1,2-Dichloropropane 2.02 0.776 0.94 0.80 �0.14
1,2-Dichloroethane 1.47 0.635 0.95 0.80 �0.15
trans-1,2-Dichlorocyclohexane 3.21 1.090 1.00 1.03 þ0.03
1,3-Dibromopropane 2.37 0.881 0.99 0.96 �0.03
1,2-Dibromoethane 1.96 0.740 0.87 0.76 �0.11
1,3-Diiodopropane 3.02 1.048 0.98 0.98 0
1,2-Diiodoethane 2.71 0.907 0.76 0.72 �0.04


a From Ref. 42.
b (cm3 mol�1)/100.
c From Eqn (12).
d This work and Ref. 7. The pKHB (log Kc) in Ref. 7 are converted into Kx by the equation log Kx¼ pKHBþ 1.013, since Kx and Kc are related, for dilute CCl4
solutions, by Kx � Kc� 1000 d/M � Kc� 1000� 1.58439/153.82 � 10.3 Kc, where d and M are respectively the density and the molecular weight of CCl4.


Table 4. Calculation of the hydrogen-bond basicity of four
stereoisomers of 1,2,3,4,5,6-hexachlorocyclohexane from
the octanol–water partition coefficient


Isomer Configuration Log Pa
ow Vb � log Kc


x


�-HCH a,a,e,e,e,e 3.80 1.580 2.17
�-HCH e,e,e,e,e,e 3.78 1.580 2.19
�-HCH (lindane) a,a,a,e,e,e 3.72 1.580 2.24
�-HCH a,e,e,e,e,e 4.14 1.580 1.85


a Ref. 47.
b (cm3 mol�1)/100.
c Eqn (12).
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charge distribution of the molecule. A (partially) positive
hydrogen to be shared in a hydrogen bond will be
attracted to those regions where V(r) is negative, which
are usually associated with the lone pairs of the more
electronegative atoms, such as N, O, F and Cl.


The hydrogen-bond basicity has been shown48 to be
quantitatively related to the magnitudes of the most
negative electrostatic potentials computed on the mole-
cular surface, Vs,min, for a group of 33 HB acceptors of
various types. Better correlations have been obtained by
treating different chemical classes separately, e.g. aro-
matic N-heterocycles,49 nitriles50 or amines.51 A ratio-
nale for these good family-dependent correlations
between the Gibbs energy of complexation (i.e. pKHB


or log Kx) and electrostatic potential is (i) the family-
dependent relationship between the enthalpy and entropy
of association (see above), (ii) the dominant part of the
energy of association is in most cases the electrostatic
contribution52 and (iii) other contributing terms may
fortunately cancel out53 or be constant or be related to
the electrostatic term for a family of structurally homo-
geneous HB acceptors.


We calculated Vs,min at the B3LYP/6–31þG(d,p)//
B3LYP/6–31G(d,p) level for 11 chloroalkanes that have
either a single chlorine HB acceptor or two equivalent
chlorine HB acceptors. We added 1,2-dichloropropane to
this sample because we calculate almost equal Vs,min


values on each chlorine (� 48.33 and � 48.07 kJ mol�1).
). We could not add 1,2,3-trichloropropane, which shows
three different Vs,min values (� 70.16, � 48.87 and
� 44.77 kJ mol�1; see Table 6). It should be noted that
most studied compounds are conformationally flexible.
We did not fully explore the potential energy surface but,
where it was deemed necessary, we optimized the geo-
metries of various input conformations. The most stable
geometries found always agree with the experimental


conformations known for chloroalkanes.46,54,55 We
checked that the electrostatic potential is not generally
greatly affected by changes in molecular conformation.56


However, when a conformation brings two chlorines into
spatial proximity, a significantly more negative Vs,min is
found in the region between the two atoms. We chose to
report in Table 5 the electrostatic potentials calculated
from the most stable (from electronic energy) conforma-
tion. This choice is somewhat arbitrary, but dictated by
our ignorance of the population of various conformers in
CCl4. Also reported are (i) the log Kx for hydrogen
bonding to 4-fluorophenol, statistically corrected by
log 2 when two equivalent (quasi-equivalent in the case
of 1,2-dichloropropane) chlorine atoms are present, and
(ii) the directionality of the Vs minimum on the molecular
surface. This Vs,min directionality agrees fairly well with
the directionality of the hydrogen bond to chlorine atoms
found in theoretical calculations31,33,57 or in hydrogen-
bonded contacts in crystal structures.1,31,58


Using the data set of Table 5, we find a good linear
relationship between Vs,min and log Kx, given in Fig. 3 and


Table 5. Hydrogen-bond basicity, log Kx, minimum electrostatic potential on the molecular surface, Vs,min (kJmol�1), most
stable conformer, and directionality ( �) of the spatial minimum of electrostatic potential, for chloroalkanes


Chloroalkane Log Kx �Vs,min Directionalityc Conformerd


1-Chloroadamantane 0.84 82.47 113.1
2-Chloro-2-methylpropane 0.74 77.28 114.4 THHH


Chlorocyclohexane 0.74 78.66 112.3 SCC


(axial)
2-Chloropropane 0.71 75.14 113.2 SHH


1-Chloropentane 0.64 74.43 112.2 PC


1,5-Dichloropentane 0.63a 67.78 110.5 PH0 PH0


1-Chlorobutane 0.60 73.93 111.9 PC


1,4-Dichlorobutane 0.54a 62.01 111.3 PH0PH0


trans-1,2-Dichlorocyclohexane 0.51a 56.19 111.2 SH0Cl0SH0Cl0


(axial–axial)
1,3-Dichloropropane 0.50a 64.35 108.9 PH0PH0


1,2-Dichloroethane 0.40a 43.85 110.5 PCl(PCl)
1,2-Dichloropropane 0.40a 48.20b 111.9 PCl0SHCl


a Log Kx,observed �log 2.
b Mean of two close values (see text).
c Defined by the Min—Cl—C angle. Min is the point of the molecular surface where Vs is minimum.
d Mizushima notation: type of substitution of the carbon atom is specified by P (primary), S (secondary) or T (tertiary). The subscript indicates the atom(s) in
antiperiplanar position towards the chlorine atom.


Figure 3. Correlation of the hydrogen-bond basicity scale,
log(Kx/n), with the minimum electrostatic potential, Vs,min, on
the molecular surface, located on the chlorine atoms


HYDROGEN-BOND BASICITY OF LINDANE 61


Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 56–64







Eqn (15), where numbers in parentheses are standard
deviations on the slope and intercept, respectively:


logðKx=nÞ ¼ 1:06ð�0:12Þð�Vs;min=100Þ � 0:11ð�0:08Þ
n ¼ 12; r2 ¼ 0:893; s ¼ 0:05 ð15Þ


This correlation can be used to predict the hydrogen-
bond basicity of polychloroalkanes with equivalent chlor-
ine acceptors (e.g. �-HCH) and, most importantly, with
inequivalent chlorine acceptors. In this case, Vs,min is
computed on the molecular surface around one chlorine
acceptor, or between two chlorine acceptors when their
spatial proximity creates a zone of high electron density
(as illustrated in Plate 1). The log Kx,i values predicted by
Eqn (15) are then summed to give a prediction for the
overall hydrogen-bond basicity, �log Kx,i. The results of
these calculations for �-, �-, �-, and �-HCH, and 1,2,3-
trichloropropane are given in Table 6. Agreement with
�log Kx,i calculated from octanol–water partition coeffi-
cients (as illustrated in Table 4) is good, with relative
differences between values predicted by the two methods
ranging from 0 to 7% for all compounds except �-HCH,
for which the difference is higher (22%).


Advantages of the electrostatic potential method are the
possibility of calculating individual complexation con-
stants and of obtaining molecular knowledge about the
electrostatic origin of hydrogen-bond basicity, through an
analysis of the electrostatic potential map. For example,


the map for lindane (Plate 1) shows well the subtle
stereoelectronic interactions between the six negative
chlorine and the six positive hydrogen atoms situated
around the carbon ring. These interactions produce (i)
one axial chlorine with Vs,min� 0, i.e. without the ability to
attract the positive hydrogen of the hydroxyl of water,
octanol or 4-fluorophenol, and (ii) five negative relative
minima situated between the five remaining chlorines,
because of the overlap of lone-pair electron densities.


Hydrogen-bond basicity from similarities
between HF and 4-fluorophenol
hydrogen-bonded complexes


Lamarche and Platts14 have recently shown, on a set of 40
HB acceptors including one chloroalkane, that the pKHB


scale (i.e. log Kx) could be correlated with the hydrogen-
bond binding energy, enthalpy, and Gibbs energy (�Eel,
�H � and �G �) of their hydrogen-bonded complexes with
hydrogen fluoride (r2¼ 0.906, 0.910 and 0.927 respec-
tively), calculated at the B3LYP/6–31þG(d,p)//B3LYP/6–
31þG(d,p) level. As a last approach to the HB basicity of
lindane, we also use in the following the model of HF
complexes for calculating �log Kx,i of lindane.


For this purpose, we first established a relationship
between the experimental Gibbs energies (i.e. log Kx) of
4-fluorophenol complexes and the computed enthalpies
of HF complexes for the family of chloroalkanes. As
shown by Lamarche and Platts,14 the best correlation (i)
comes from computed �G � and (ii) seems family-in-
dependent. However, it must be taken into account that,
through the entropy, �G �s are affected by an error of
calculation. This is because, for weak hydrogen bonds,
such as in chloroalkanes–HF complexes, there are a
number of vibrational modes of very low frequency,
hence very anharmonic.59 Since vibrational frequencies
are computed under the harmonic approximation,60 the
error affecting the vibrational entropy may be large.
The error in the computed enthalpies must be smaller
since, unlike the vibrational entropy, low frequencies
contribute little to the zero-point vibrational energy.33


In any case, we restricted the relative comparison be-
tween experimental �G � (4-fluorophenol complexes)
and computed �H � (HF complexes) to the family of
chloroalkanes and, according to the similarity principle,
model and/or calculation errors are expected to be fairly
small and/or constant.


Table 7 gives the results of B3LYP/6–31þG(d,p)//
B3LYP/6–31G(d,p) calculations of the enthalpies of
complexation of five chloroalkanes with HF. The geome-
try of these complexes is illustrated in Plate 2. The
equilibrium complex can be described as a cyclic struc-
ture with a predominant F—H � � �Cl hydrogen bond
distorted by secondary C—H � � �F hydrogen bonds (si-
milar structures were found at the MP2/6–31þG(d,p)
level for the complexes of HF with chloromethanes57).


Table 6. Calculation of individual (logKx,i), and overall
(�logKx,i) hydrogen-bond basicities of polychloroalkanes,
from electrostatic potentials Vs,min (kJmol�1); comparison
with the overall hydrogen-bond basicity calculated from the
octanol–water partition coefficient


Polychloroalkane �Vs,min Na Log Kx,i �log Kx,i �b


�-HCH 60.71 1 0.53
57.03 2 0.49
40.50 2 0.31 2.11 0.06


�-HCH 48.42 6 0.39 2.35 �0.17
�-HCH (lindane) 63.30 2 0.56


55.60 2 0.47
34.50 1 0.24 2.29 �0.05


�-HCH 54.27 2 0.46
50.17 2 0.41
41.76 2 0.32 2.37 �0.53


1,2,3-Trichloro- 70.17c 1 0.64
propane 48.87d 1 0.41


44.77e 1 0.37 1.42 �0.27f


a Number of equivalent (relative) minima on the electrostatic potential
surface.
b Difference between �log Kx,i calculated from log Pow (Table 4) and from
Vs,min.
c Absolute minimum located between Cl1 and Cl2 in Cl1CH2CHCl2CH2Cl3.
d Minimum located on Cl3 atom.
e Minimum located on Cl1 atom.
f From a measured log Pow value of 2.27 (A. J. Leo, personal communica-
tion) and the volume V¼ 89.9 cm3 mol�1/100, Eqn (12) yields �log
Kx,i¼ 1.15.
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Plate 1. Molecular electrostatic potential maps of lindane (�-HCH) and �-HCH. The isodensity surface of 0.001 e bohr�3


shows five relative minima [Vs,min¼�63.30 (a), �55.60 (b), and �34.50 (c) kJ mol�1] for lindane and six equivalent minima for
�-HCH (Vs,min¼�48.42 kJ mol�1). The electrostatic potential is colour coded from red (Vs,min<0) to blue (Vs,min>0)
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Plate 2. B3LYP/6–31G(d,p) geometries of hydrogen-bonded complexes of hydrogen fluoride with 1-chloroadamantane (1),
2-chloro-2-methylpropane (2), 2-chloropropane (3), 1-chlorobutane (4) and 1,2-dichloroethane (5)


Plate 3. Superimposed B3LYP/6–31G(d,p) geometry of the five 1:1 three-centered hydrogen-bonded complexes of lindane
with hydrogen fluoride. Only three 1:1 complexes (a, b, c) have different geometries (in agreement with the electrostatic
potential map of Plate 1)
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These computed enthalpies correlate well with log Kx,
according to the equation


log Kx ¼ �0:060ð�0:005Þ�H� þ 0:016ð�0:051Þ
n ¼ 5; r2 ¼ 0:982; s ¼ 0:03 ð16Þ


This correlation can be used to predict the HB basicity of
lindane. In the optimized structures of 1:1 HF–lindane
complexes, we find only five stable complexes (the axial
chlorine of Vs,min � 0 does not give any complex, as
expected), of which only three are different. These
complexes are three-centered as shown in Plate 3. These
observations are coherent with the electrostatic potential
map of lindane, which shows five relative minima, each
situated between two proximal chlorines. The log Kx,i


values predicted by Eqn (16) are then summed to give a
prediction for the overall HB basicity, � log Kx,i. The
results of these calculations are given in Table 7.


CONCLUSION


As shown in Table 8, this last method gives a lower
basicity for lindane than previous ones. However, all four


methods give fairly concordant results since �Kx,i ranges
from 12 to 15 and �log Kx,i between 1.6 and 2.3 (see
Table 8). We cannot conclude, as in a recent study,30 that
lindane ‘can be regarded as a reasonably strong HB base,
comparable in strength to aliphatic amines, and not far
short of amides,’ because the log Kx values of ethylamine,
triethylamine and N,N-diethylacetamide (3.18, 2.99, and
3.48, respectively) are higher by an order of magnitude.


According to our results, lindane can be described as a
weak HB acceptor. Each chlorine of lindane is individu-
ally a weaker acceptor than the chlorine of monochlor-
ocyclohexane (comparing the values 0.24–0.56 in Table 6
or 0.06–0.40 in Table 7 with the value 0.74 of c-C6H11Cl
in Table 5), because of the electron-withdrawing induc-
tive effect that chlorine atoms exert over one another. The
overall HB basicity of lindane is raised to 1.6–2.3 by
virtue of its multifunctionality (five active chlorine ac-
ceptors), but still does not attain the values of common
strong monofunctional HB bases.
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ABSTRACT: The fragmentation of 2-(1-hydroxybenzyl)thiamine in neutral solution (to cleave the pyrimidine and
thiazolium) has been shown to compete very effectively with elimination of benzaldehyde to produce thiamine
in neutral solution. The fragmentation is believed to involve protonation competing with C—N bond cleavage in
the C2� conjugate base as a rate-determining step. We report that proton removal from C2� of N10-methyl-2-
(1-hydroxybenzyl)thiamine (MHBnT) is rate-limiting in low concentrations of pH 6 phosphate buffer: reprotonation
competes with the subsequent fragmentation step (cleaving the pyrimidine–thiazolium bridge derived from thiamine)
at higher buffer concentrations. Comparison of the observed rates of reaction of protio and C2�-deutero MHBnT
reveals a non-linear variation of the kinetic isotope effect that fits precisely to a ratio derived from the Keeffe–Jencks
rate law formulation for E1CB reactions. The fragmentation step is clearly distinct from the proton removal step and
the isotope sensitivity is limited to the initial step. The variation of the isotope effect is a result of changes due
to differing contributions from the hydroxide and buffer-catalyzed reaction mechanisms. Copyright # 2004
John Wiley & Sons, Ltd.


KEYWORDS: fragmentation; protonation; isotope effect; thiamine; Keeffe–Jencks equations


INTRODUCTION


The base-catalyzed addition of thiamine to benzaldehdye
produces 2-(1-hydroxybenzyl)thiamine (HBnT), an inter-
mediate in the thiamine-catalyzed benzoin condensation.
The reaction requires loss of the proton from C2 of the
thiazolium ring, generating the ylide.1,2 This elusive
species was definitively studied by Washabaugh and
Jencks.3–5 In the benzoin condensation, the C2� proton
of HBnT is transferred to a base, with the resulting anion
adding to the carbonyl carbon of a second benzaldehyde.
In alkaline solution (pH> 9) in the absence of benzalde-
hyde, HBnT reverts to thiamine and benzaldehyde.
However, in neutral and acidic solutions HBnT does
not revert to thiamine and benzaldehyde but instead
fragments to the alternative set of products, dimethyla-
minopyrimidine (DMAP) and phenyl thiazole ketone
(PTK)6 (Scheme 1).


The reaction is catalyzed by hydroxide and other anio-
nic Brønsted bases, promoting the loss of the proton from
C2�. At pH 7, the rate of conversion of HBnT to the
fragmentation products is about 1000 times greater than
the rate of formation of thiamine and benzaldehyde. The
proportion of fragmentation relative to elimination reflects
the extent to which HBnT is protonated at N10.7 Jencks
noted that such a result does not require that the kinetically
active species be that which involves the thermodynamic
site of protonation. He suggests that producing a compound
with an alkyl group in place of the proton can simplify the
problem: ‘Model Compounds. The problem with the pro-
ton is that it is mobile, and its position on one or another
atom in the transition state cannot be decided from the rate
law of a reaction. Now if one substitutes a methyl group for
the proton, the position of a group which differs only
slightly from the proton in its polar charge is known and
from the behavior of the model compound the behavior of
the corresponding protonic compound may be inferred.’8


Thus, the N10 methylpyrimidinium species (MHBnT),
prepared from HBnT and dimethyl sulfate, fragments
without competition from the elimination reaction (even
in alkaline solutions where HBnT releases benzaldehyde).
The rate is consistent with that observed for the proto-
nated species.7 The N10-benzylpyrimidinium compound
(BHBnT) also follows the same reaction patterns.9


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 507–510


*Correspondence to: R. Kluger, Davenport Chemistry Laboratory,
Department of Chemistry, University of Toronto, Toronto, Ontario,
Canada M5S 3H6.
E-mail: rkluger@chem.utoronto.ca
Contract/grant sponsor: Natural Sciences and Engineering Council of
Canada.
ySelected paper part of a special issue entitled ‘Biological Applications
of Physical Organic Chemistry dedicated to Prof. William P. Jencks’.







Extensive kinetic analysis of phosphate-catalyzed frag-
mentation of HBnTand its alkylated analogues showed that
the rate-determining step in the fragmentation of proto-
nated or alkylated HBnT changes from removal of the
proton from C2� at low buffer concentrations towards
fragmentation of the conjugate base at higher buffer con-
centrations.10 The resulting dependence of the observed
rate on buffer concentration was analyzed by the methods
used by Keeffe and Jencks for E1CB reactions.11,12 This
yielded the surprising result that the rate constant for the
fragmentation step is very large, competitive with that for
protonation of the carbanion (which can be drawn as an
enamine). A mechanistic scheme that is consistent with the
observed kinetics is shown in Scheme 2.


This mechanism requires that there be a primary (H/D)
kinetic isotope effect under all conditions. Thus, we have
investigated the kinetic isotope effect as a function of buf-
fer concentration in the fragmentation of MHBnTand have
found that the results are consistent with this expectation.


EXPERIMENTAL


Potassium phosphate buffer solutions were kept in a
jacketed beaker maintained at 40 �C. A pH electrode
was standardized against reference solutions at the
same temperature. Ionic strength was maintained at 1.0
by the addition of potassium chloride. The dependence of
observed rates on buffer concentration was measured in
solutions at pH 6.1, where [H2PO4


�]¼ 2[HPO4
2�].


Synthesis of MHBnT and C2a-deutero-MHBnT


HBnT was synthesized by the procedure of Doughty
et al.13 followed by methylation by dimethyl sulfate


according to the method described by Zoltewicz.14


MHBnT was recovered as a white solid in 18% overall
yield. 1H NMR (300 MHz, DMSO-d6): � 9.3 (s, 1H), 8.5
(s, 1H), 7.7 (s, 1H), 7.4–7.3 (m, 5H), 6.8 (s, 1H), 6.3
(s, 1H), 5.3 (s, 2H), 3.8 (m, 2H), 3.5 (s, 3H), 3.1 (m, 2H),
2.5 (s, 3H), 2.3 (s, 3H). ESI-MS (high resolution)
[C20H25N4O2S]2þ: calcd 385.1692; found 385.1679.


For 2�-deutero-MHBnT, benzaldehyde-1-d was used
with a similar work-up substituting deuterium chloride
and deuterium oxide in place of hydrogen chloride and
water. The incorporation of deuterium was confirmed by
the lack of the C2� proton signal in the proton NMR
spectrum and the exact mass and fragmentation pattern
observed by electron ionization mass spectrometry. Over-
all yield 26%. 1H NMR (300 MHz, DMSO-d6): � 9.3 (s,
1H), 8.5 (s, 1H), 7.7 (s, 1H), 7.4–7.3 (m, 5H), 6.8 (s, 1H),
5.4 (s, 2H), 3.8 (m, 2H), 3.6 (s, 3H), 3.1 (m, 2H), 2.5 (s,
3H), 2.3 (s, 3H). ESI-MS (high resolution)
[C20H24DN4O2S]2þ: calcd 386.1754; found 386.1755.


Kinetic measurements


The fragmentation of MHBnT was followed by monitor-
ing the increase in absorbance at 328 nm (�max for PTK).
Data were collected on an interfaced computer and
analyzed with a curve-fitting program. After establishing
that the observed kinetics fit a first-order rate law, we used
the method of initial rates to obtain additional rate data.
In the case of the deuterated reactant, this is necessary
because the isotope exchange competes with the overall
reaction, converting the remaining deutero-MHBnT to
the unlabeled form in direct competition with fragmenta-
tion. Reactions were followed to conversion of 2% of the
reactant, transferred to vials and incubated at 40 �C in a
water-bath. After 10 half-lives the final absorbance was
measured to determine the total PTK that was formed (to
provide accurate concentration measurements in each
sample).


RESULTS


The variation in the rate of fragmentation of MHBnT in
0.01–0.4 M potassium phosphate buffer at pH 6.1 is
concave downwards, consistent with a change in rate-
determining step with increasing buffer concentration.
Although the rate does not become independent of buffer
concentration in this range, the change is sufficient to
provide accurate data analysis to determine the rate
constants and ratios that generate the curvature.


Application of the steady-state approximation to
Scheme 2 gives the equation


kobs ¼
ðkB½B� þ kOH½OH��Þkf


kBH½BH� þ kH2O þ kf


ð1Þ


Scheme 1


Scheme 2
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which describes a rectangular hyperbola. The data points
in Fig. 1 are fitted to this equation, which is based on a
mechanism with the rate-determining step changing from
proton transfer to fragmentation with increasing buffer
concentration. From this plot, the following values were
obtained by fitting the data graphically according to
the Keeffe–Jencks procedure:12 k1¼ 7.7� 10�5 s�1 and
k0¼ 1.1� 10�5 s�1 for MHBnT; k1¼ 2.2� 10�5 s�1 and
k0¼ 2.4� 10�6 s�1 for MHBnT-C2�-d.


Further application allows the determination of impor-
tant rate constants and ratios (Table 1) using the extra-
polated values for k0 (¼ kobs at [B�]¼ 0) and k1 (¼ kobs


where the rate is independent of buffer concentration).
The ratio of the curves generated from the data in Fig. 1


yields the kinetic isotope effect as a function of buffer
concentration (Fig. 2). The ratio of the two rate equations
for the protio- and deutero-substrates yields a function
that describes the buffer dependence of the isotope effect.
This relationship can be simplified by the assumption that
both the second step (kf) and reprotonation of the enam-
ine (by water or buffer) are isotope-independent as they
are subsequent to removal of the proton or deuteron. This
leads to the equation


kobs ¼
kH


B ½B� þ kH
OH½OH��


kD
B ½B� þ kD


OH½OH�� ð2Þ


which describes the relationship between the data points
in Fig. 2. From this relationship, it is apparent that the
isotope effect is on the hydroxide-or buffer-catalyzed
proton removal step (Table 2). At low buffer concentra-
tion, the isotope effect on proton removal due to hydro-
xide is observed. As buffer is increased, the isotope effect
on buffer catalysis becomes the dominant contributor.
Exchange-out of the deuterium from C2� in H2O must be
considerably faster than deuteration of the protio com-
pound in D2O. The solvent isotope effect on the overall
fragmentation is inverse because the intermediate is more
rapidly protonated in H2O.


DISCUSSION


The values for kB� indicate that the rate of fragmentation
is largely dependent on the basic component of the buffer.
The fitted values that give kBH/kf establish that fragmen-
tation competes with the kinetically significant rate
of protonation of the C2� conjugate base. In the case
of N10-benzyl-2-(1-hydroxybenzyl)thiamine (BHBnT),9


kBH/kf¼ 56� 4 M
� 1. Therefore, fragmentation may


compete more effectively with protonation in MHBnT
than in BHBnT. This would cause saturation of buffer
catalysis to require a higher effective concentration for
MHBnT, as we report here. The result is consistent with
protonation of MHBnT being slower than protonation of
BHBnT, fragmentation being faster in MHBnT, or a
combination of both.


The rate constant for buffer-catalyzed proton removal
is about the same in the two compounds (based on kB�). If
we make the reasonable assumption that the pKa for


Figure 1. Dependence of the observed first-order rate
coefficient on buffer concentration for MHBnT (*) and
MHBnT-C2�-d (~) at 40 �C, I¼1.0. Curves are fitted to
the Keeffe--Jencks equation for a mechanism with a buffer-
dependent change in rate-determining step


Table 1. Derived rate constants and ratios for fragmenta-
tion of MHBnT (H/D) and BHBnT


Substrate kB� (M
�1 s�1) kBH/kf (M


�1)


MHBnT (1.1� 0.1)� 10�3 6.6� 0.3
MHBnT-C2�-d (1.9� 0.1)� 10�4 4.1� 0.2
BHBnT (7.4� 0.5)� 10�3 56� 4


Figure 2. Observed KIE on fragmentation as a function of
hydrogen phosphate buffer concentration


Table 2. Derived isotope effects on rate constants for the
fragmentation of MHBnT (H/D)


Ratio (H/D) Isotope effect


k0 4.4
kB� 5.8
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proton loss at C2� is independent of the group on N10,
then the rate constant for protonation of the intermediate
is different in the two intermediates. Alternatively, the
observation could result from the fragmentation step or
steps being faster in MHBnT. At this point we must note
the possibilities rather than choose among them.


Estimating the pKa for the two compounds leads to the
values of kBH and kf. We estimate the pKa of the N0-
alkylated HBnT to be 14.9. This is derived from the
measured pKa of 15.7 for the related methoxybenzyl
methylthiazolium salt,15 taking into account the inductive
effect of the N10-alkylated pyrimidine ring and the
methoxy substituent at C2�.16 MHBnT and BHBnT
are likely to have similar pKas for their respective C2�
carbon acids as there is significant distance between N10


and C2�. Assuming similar pKas for both compounds
gives kBH¼ 2.1� 106


M
�1 s�1 and kf¼ 3.8� 104 s�1 for


BHBnT versus kBH¼ 3.2� 105
M
�1 s�1 and kf¼ 4.8�


104 s�1 for MHBnT. Therefore, it becomes apparent that
the smaller kBH/kf ratio measured for MHBnT is probably
a consequence of reprotonation being slower and frag-
mentation being slightly faster. Whereas kBH differs by an
order of magnitude, kf is similar for both compounds.
This suggests that the fragmentation step is not driven by
interactions with the pyrimidine substituents. Thus, dif-
ferences in kBH would contribute a larger perturbation to
the differing rate constant ratios (kBH/kf).


The KIEs observed in this study are large, consistent
with proton removal being involved in the rate-limiting
step at low buffer concentrations. The magnitude of the
KIEs are in the range of Jordan and co-workers’ reported
values of 4–6 for the hydroxide-catalyzed removal of a
proton from substituted 2-(1-methoxybenzyl)-3,4-di-
methylthiazol-3-ium salts.15,17 The theoretical maximum
for a PKIE involving a carbon–hydrogen bond being
broken in the rate-determining step at room temperature
is �7.18 A more reactant-like or product-like transition
state decreases this value. Therefore we conclude that
within this buffer range, a carbon–hydrogen bond is being
broken in the transition state of the rate-determining step,
with the proton being centrally located between the
Brønsted base and substrate. In the absence of buffer,
the KIE of 4.4 involves rate-determining transfer of a
proton or deuteron to hydroxide. An increase in the
isotope effect is observed where the introduction of buffer
begins to increase the partitioning between the deuterio
and protio substrates. This is a consequence of the term
due to buffer catalysis (kB�) being subject to a larger
isotope effect.


The isotope effect on kB� is 5.8, approaching the upper
limit for the conditions, whereas that on k0 is only 4.4. A
simple comparison of the magnitudes of the isotope
effects on k0 and kB� might indicate that the proton is
more symmetrically positioned in the transition state of


the buffer-catalyzed process. However, MHBnT has two
localized positive charges that might affect the geometry
of the encounter with the phosphate ion with its multiple
negative charges. The solvation of hydroxide will also
be very different so that the isotope effect will need to
be determined in more examples in order to establish if
these comparisons are general.


Decarboxylation of the conjugate of thiamine
diphosphate and benzoylformate in the mechanism of
benzoylformate-decarboxylase generates the conjugate
base at C2� of the diphosphate of HBnT. The enzyme
appears to function without fragmentation of the cofactor.
Our results show that fragmentation competes very effec-
tively with protonation. Since the decarboxylation should
lead to an intermediate that is relatively long-lived, the
enzyme does not rely on the addition of a proton from a
Brønsted acid to avoid the destructive reaction.19,20
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epoc ABSTRACT: A series of C2-symmetrical aza-analogous 1,4-distyrylbenzenes were synthesised via two-fold PO-
activated olefinations or Heck reactions. Pyridine, pyrimidine and quinoline were used as terminal rings, and the 2,5-
positions of the central benzene ring were substituted with H, alkoxy, or alkylsulfonyl groups. These strongly
fluorescent compounds are freely soluble in common solvents such as toluene or chloroform. Whereas the electronic
spectra of the pyridine and pyrimidine chromophores were very similar to those of the parent compound 1,4-
distyrylbenzene, the spectra of the former were altered considerably in the presence of trifluoroacetic acid. Depending
on the concentration of the acid, protonation of the ground state and/or the excited state caused bathochromic shifts of
the absorption and the emission spectra, accompanied by reductions in the fluorescence efficiencies. Copyright #
2004 John Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience
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INTRODUCTION


Over the last decade, organic molecules with extended
conjugated systems have received considerable attention
as a consequence of their semiconducting, luminescent
and non-linear optical properties.1–4 The main classes of
compounds of interest are polyarylenes, poly(arylenevi-
nylene)s and poly(aryleneethynylene)s. The prototype of
the arylene subunit is a benzene ring, but a large variety
of these materials contain aromatic heterocycles. Thio-
phene is the most important hetarene in electrically
conducting polymers, but oxazoles, oxadiazoles and
other azoles play a dominant role in organic luminescent
materials such as scintillators or optical brighteners.5


Donor groups have been widely used to tune the optical
properties of the fluorophors, with dialkylamino groups
being very efficient donors but diarylamino groups have
proved to be superior in terms of photostability.6


Conjugated systems with higher electron affinity are
obtained with N-heterocycles such as pyridine, quinoxa-
line, or 1,3,4-oxadiazole. Oligomers with well-defined
conjugated systems are interesting as model compounds


for the polymers and are also used as electronic7 or
scintillating6 materials. Oligo(phenylenevinylene)s with
terminal pyridines were investigated by Drefahl and co-
workers.8,9 As a result of exchanging phenyl for �- or �-
pyridyl, they observed small bathochromic shifts
(��< 11 nm) of the absorption maxima of corresponding
oligomers. Similar results were obtained in the oligo(phe-
nylene) series.10 Oligo(phenylene)s with a terminal pyr-
idine or benzimidazoles and their quarternary salts10–12


have been investigated by Kauffman and co-workers for
the development of new laser dyes and waveshifting
fluorophors. In these series, as with the stilbenes, an
increase in the length of the conjugated system shifted
the absorption maximum towards a long-wavelength
limit. Later Siegrist et al.,13 in work on optical brigth-
eners, used the ‘anil synthesis’ for the preparation of
intensively fluorescent stilbazole chromophores. During
our work on conjugated �-systems with quadrupolar
donor–acceptor–donor or acceptor–donor–acceptor sub-
stitution,14–16 we became interested in oligomers contain-
ing electron-deficient heterocycles such as 1,3,4-
oxadiazoles,17,18 pyridine, or quinoline. In addition to
the influence of solvent polarity on the fluorescence of
the former compounds, pyridine and related azines offer a
second mode of interaction with the surrounding medium.
Protonation at the heterocyclic portions of the chromo-
phore causes a significant electronic pertubation of the �-
system, thus allowing modulation of the optical properties
by changing the environment. This acidochromism of the
absorption as well as of the emission could also be
interesting in sensor technology.19–21
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SYNTHESIS


A successful route for the synthesis of C2-symmetrical
distyrylbenzenes (DSB) such as 1–7 and higher homo-
logues is the Horner olefination22 of a central bifunctional
component (dialdehyde 9 or bisphosphonates 10–12)
with two lateral monofunctional units 13–16, depending
on the availability of the starting materials. 2,5-
Dioctyloxydistyrylbenzene23 1 and aza-DSBs 2–6 were
prepared in good yields from benzaldehyde or pyridine
carbaldehydes 13–15 and bisphosphonates15,16 10–12,
whereas 7 was obtained by the condensation of dialde-
hyde24 9 with quinolylmethyl phosphonate 16
(Scheme 1). A short route to the chromophore with
terminal pyrimidines 8 is a sequence of two Heck reac-
tions, first with bromopyrimidine 17 and ethene at 30
bar,25 followed by the thus prepared aza-styrene26 18
with dibromobenzene 19. DSBs 1–8 were purified by
chromatography on silica gel with toluene–ethyl acetate
and recrystallisation from dichloromethane–methanol.
(All compounds were characterised by IR-, mass-, 1H-,
and 13C-NMR-spectra and gave satisfactory elemental
analyses.)


ELECTRONIC SPECTRA


The (aza-)distyrylbenzenes with side chains on the central
ring are freely soluble in solvents such as toluene or


dichloromethane, and the optical data are collected in
Table 1. The chromophores are divided into two groups,
donor-substituted DSBs 1, 3–5, 7 and 8 that give yellow,
and those with acceptors (6) or H (2) that give colourless,
but blue fluorescent solutions. [Electronic spectra were
recorded at ambient temperature, using an MCS320/340
UV/Vis spectrometer (Zeiss) (c: � 10�5 mol l�1) for
absorption and an LS 50B (PerkinElmer) for corrected
fluorescence spectra (c: � 10�7 mol l�1), solvents: spec-
troscopic grade, not degassed.] Within these groups, the
absorption and emission spectra are very similar in shape
and wavelength. Exchanging H for electron withdrawing
alkylsulfonyl groups on the central ring of aza-DSB 2
results in essentially identical absorption and emission
spectra for 2 and 6, the only visible effect being a red-shift
of 8 nm in the emission of 6, but even the vibrational
structure is preserved. Contrary to acceptors, electron
donating ether side chains in 5 considerably reduce the
energies for excitation (�max¼ 394 nm, ��¼ 44 nm) and
of the fluorescence (�F


max¼ 459 nm, ��F
max¼ 72 nm).


Although the electronegative nitrogen atoms at the ends
and the central alkoxy groups of chromophore 5 induce
some acceptor–donor–acceptor character in the �-system,
the electronic transitions are only slightly reduced in
energy compared with the isocyclic analogue 1
(�max¼ 390 nm; �F


max¼ 441 nm). Closely related to 5,
alkoxy-aza-DSBs 3, 4 and 8 show very similar spectra
(�max¼ 394–398 nm; �F


max¼ 447–454 nm), those of 7
are shifted about 20 nm to longer wavelengths, due to
the extension of the conjugated system by two-fold benzo-
annulation of 3. The sequences of bathochromism are
1< 8< 4< 5< 3< 7 in absorption and in the fluores-
cence 1< 4< 8< 3< 5< 7; hence this distinguishes aza-
DSBs 3, 5, 7 with N in ‘conjugated’ �- or �-positions
from those of 4, 8 with N in ‘non-conjugated’ �-positions.


In the absence of specific interactions, solvent polarity
slightly influences the absorption spectra of C2-
symmetrical OPVs with a quadrupolar donor–acceptor
substitution, but the dielectric constant of the solvent
could have strong effects on the fluorescence. Stabilisa-
tion of the excited state by reorientation of solvent
dipoles results in positive solvatochromism and often
greatly reduced quantum yields.15,16,18 As a result of
the exchange of benzene rings in OPVs with pyridine,


Scheme 1. Synthesis of Aza-OPVs: (i) THF, KOtBu, 0 �C,
30min; (ii) DMF, NEt3, Pd(OAc)2, P(o-tol)3, 110


�C


Table 1. Substitution pattern and properties of DSBs 1–8


DSB R Yield (%) m.p. ( �C) Colour �max (nm) log" �F
max (nm)


1 phenyl18 OC3H7 67 177 yellow 390 4.59 441
2 �-pyridyl6 H 87 262 off-white 352 4.57 390
3a �-pyridyl OC8H17 84 104 orange 396 4.45 454
4a �-pyridyl OC8H17 74 118 d.-orange 394 4.48 447
5 �-pyridyl OC8H17 62 133 yellow 396 4.44 459
6 �-pyridyl SO2R# 78 205 white 353 4.51 398
7 2-chinolyl OC6H13 79 179 d.-yellow 417 4.68 474
8 5-pyrimidyl OC6H13 45 182 orange 393 4.49 453


a 2-(2-Ethylhexylsulfonyl)-5-(propylsulfonyl); optical data: in 1,4-dioxane.
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Drefahl noticed only minor bathochromic shifts of the
absorption spectra, even though pyridine is the prototype
for a ‘�-electron deficient’ heterocycle.


An increasing solvent polarity27 (e.g. dioxane/
C6H5CH3/CH3COOC2H5/CH2Cl2/C2H5OH) has only a
slight effect on the electronic spectra of the aza-DSBs
2–8, with 5 and 6 being the most sensitive chromophores
[Dioxane: "¼ 2.209, ET(30)¼ 36.0; toluene: "¼ 2.379,
ET(30)¼ 33.9; ethyl acetate: ET(30)¼ 38.1; CH2Cl2:
"¼ 8.93, ET(30)¼ 40.7; ethanol "¼ 24.55, ET(30)¼
51.9]. In both compounds nitrogen occupies the terminal
conjugated positions. For 5, with donor-groups on the
central ring, positive solvatochromism in absorption is
shown (395 ! 405 nm) and emission (459 ! 470 nm),
whereas acceptors (6) provoke hypsochromic shifts (ab-
sorbance: 354 ! 350 nm; emission: 398 ! 403 !
397 nm). It should be noted that the fluorescence effi-
ciencies of 1–8 are virtually independent of the solvent.
The low solvatochromism and the virtually solvent-in-
dependent fluorescence efficiencies are remarkable, as
the emission of related fluorophors with quadrupo-
lar15,16,18 or dipolar11 donor–acceptor substitution ap-
pears to be strongly dependent on the solvent.


Solvatochromism is the result of different dipole mo-
ments of a chromophore in the ground state and the
excited states and their specific stabilisations by dipolar
solvent molecules. Pyridine-containing chromophores
exhibit a second mode of interaction with the solvent.
Protonation at the basic sites causes a significant electro-
nic pertubation of the �-system and strongly reduces the


relative energies of the HOMO and, even more pro-
nounced, of the LUMO resulting in a decreased band
gap. Free base and protonated species are in an equili-
brium, given by the concentrations and the specific
equilibrium constant K. Excitation changes the energy,
geometry and the wave functions of a chromophore; the
excited species can be regarded as a different molecule
with a specific equilibrium constant K* for the protona-
tion. Following the photophysical process, the thermo-
dynamic acid–base equilibrium is re-established. All of
these processes are combined in the Förster-cycle.29


As a general rule, excitation increases the acidity of
phenols and protonated anilines considerably, whereas N-
heterocyclic systems such as quinoline are much stronger
bases30 in their S1- or T1-states.


To study the influence of protonation on the electronic
transitions of aza-analogous OPVs 2–7, spectra were
recorded from solutions of 2–7 in pure dioxane and
dioxane with five concentrations of acid (10�3


M–5 M).
A compilation of the data from excitation and fluores-
cence is given in Table 2.


As with polarity, the acidity of solutions provokes
spectral changes, differentiating the chromophores into
two groups 2, 4, 6 and 3, 5, 7. Representative examples
for both types are given in Fig. 1. The two isomeric
chromophores 3 and 4 show entirely different spectral
responses towards increasing concentrations of protons.
Protonation of 3 generates a new species that absorbs at
longer wavelengths. The [Hþ]-concentration dependent
equilibrium between the chromophore and its protonated


Table 2. Optical data of aza-DSBs 2–7 in dioxane solution and increasing concentration of TFA


Dioxane 10�3
M TFA 10�2


M TFA 10�1
M TFA 1 M TFA 50% H2SO4/


in dioxane in dioxane in dioxane in dioxane dioxane: 1/1


DSB �max �F
max �F �max �F


max �F �max �F
max �F �max �F


max �F �max �F
max �F �max �F


max �F


2 352 (390) 353 (388) 352 (388) (352) 427 354 443 (353) 484
409 410 (363) 410 363 (363) 363
0.76 0.65 0.97 0.52 0.30 0.28


3 (333) 453 (333) 454 (341) 453 (364) 543 (364) 544 (364) 540
396 397 407 (530) 443 450 449


0.65 0.60 0.56 0.17 0.14 0.07
4 (327) 447 (327) 447 (327) 469 (328) 484 (335) 484 (337) —


393 393 396 408 412 414
0.96 0.90 0.48 0.04 0.05 —


5 (327) 459 (328) 460 (343) 517 (352) 527 (353) 538 (364) 568
396 401 422 (460) 433 447 452


0.77 0.48 0.53 0.29 0.17 0.06
6 353 398 352 398 353 (398) 353 430 354 431 358 433


(417) (417) 419
0.91 0.78 0.52 0.23 0.09 0.04


7 417 474 417 474 (398) 474 (394) (472) (394) (472) (394) (472)
(488) 488 497 593 499 593 503 594


0.77 0.78 0.27 0.07 0.02 0.01


Wavelength (nm), values in parentheses: second maximum or shoulder, fluorescence quantum yields (italics) by comparison with quinine sulfate.
(Fluorescence quantum yields were obtained by comparison with quinine sulfate in 0.1 M H2SO4 (�F¼ 0.577) and corrected for the refractive index according
to Ref. 28.)
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form is characterised by three isosbestic points. Proto-
nated excited 3 fluoresces at lower energy and with lower
efficiency compared with its neutral form.


The interaction of protons with the isomeric aza-OPV
4 results in an entirely different set of absorption and
emission spectra. With increasing TFA concentration, the
absorption spectra are gradually shifted to the red: the
maximum at 327 nm by about 10 nm and the long-
wavelength maximum by about 20 nm and accompanied
by hypochromism. The predominant effect of acid on the
fluorescence of 4 is that of quenching. As this is more
pronounced for the maximum (447 nm) than for the
shoulder (480 nm), the result is an apparent bathochro-
mism of the emission.


The spectroscopic behaviour of aza-OPVs 5 and 7 with
donors on the central ring and �-pyridyl- or �-quinolyl-
moieties is comparable to 3, with strongly red shifted
electronic spectra of the protonated species. The energy
required for the excitation of protonated 3, 5 and 7
corresponds to the energy of the light emitted by the


non-protonated chromophore. In the absence of donors
on the central ring (2, 6), the addition of acid provokes
successive bathochromism of absorption and reduced
fluorescence efficiency, a response similar to 4. In the
presence of 10�2


M trifluoroacetic acid, the absorption
maximum of 4 is shifted about 3 nm to the red—this
corresponds to 15% of the total shift from neutral solution
to 25% sulfuric acid. The fluorescence from the same
solution (10�2


M TFA), containing only minor amounts of
protonated 4 in the ground state, is reduced to �50%
of the efficiency and shifted about 22 nm to the red, 60%
of the total acidochromism. Aza-DSB 5, the �-pyridyl
isomer of 4, is more basic in its ground state. The
10�2


M TFA gives rise to 50% of the total change of the
absorption spectra, whereas the fluorescence of the neu-
tral form is reduced to a ‘‘notable’’ shoulder on the
fluorescence of protonated 5. Starting with 10�2


M TFA
the protonation of the third isomer 3 becomes visible.
Here, a value of 40% of the entire spectral response of the
excitation as well as of the fluorescence of the neutral
form indicates fairly similar basicities of the ground and
excited states. Replacing 2-pyridyl in 3 by 2-quinolyl
gives 7 and increases the basicity. TFA in only 10–3


M


solution protonates about 15% of 7, reaching 90%
in 10�2


M TFA. The fluorescence is less influenced, in
10�3


M TFA only the neutral form is visible and in
10�2


M TFA, even though 90% of 7 is protonated in the
ground state, the residual fluorescence of neutral 7
amounts to 30% of the initial intensity. Contrary to the
other aza-DSBs 2–6 and also to simple quinoline, the
basicity of 7 decreases upon electronic excitation.


Whereas protonation reduced the fluorescence efficien-
cies of these aza-OPVs, Kauffman et al.12 reported that
oligo(phenylene)s with pyridine or benzimidazole end
groups gave quaternary salts with excellent fluorescence
quantum yields (�F 0.8–1.0). Compared with the free
base, quaternisation as well as protonation caused sub-
stantial bathochromic shifts in their UV spectra, presum-
ably through the enhanced contribution of resonance
forms in which the donor releases non-bonding electrons
to the �-system. In the excited state, the negative charge
can be stabilised by the electron-attracting quaternised
heterocycle, resulting in highly efficient fluorescence.
The intramolecular protonation in the excited states
(ESIPT) of aza-oligo(phenylene)s has been used success-
fully for the design of fluorophors with large Stokes
shifts, e.g. with benzimidazoles as H-bond acceptors,12


but the fluorescence of chromophores containing the
much stronger basic pyridine was quenched completely
by the intramolecular proton transfer.10 Such a (inter-
molecular) proton transfer pathway could be responsible
for the quenching of the fluorescence of the aza-
distyrylbenzenes.


Oligo(phenylenevinylene)s are less rigid than their
oligo(phenylene) counterparts as the chromophore is
assembled via a higher number of single bonds. In
addition, the bond order of vinylene linkages can be


Figure 1. Electronic spectra of 3 and 4 dependence on acid
concentration
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reduced in the excited state.31 The fluorescence of OPVs
with a pronounced acceptor–donor–acceptor structure
has been reported to be influenced by the solvent.
Increasing polarity resulted in bathochromism and de-
creasing fluorescence efficiencies due to stabilisation via
intramolecular charge transfer in the excited state.15 The
UV-spectra of aza-DSBs 2–7 are only slightly shifted to
lower energies compared with the isocyclic 1, indicating
minor effects of the �-electron-deficient heterocycles. On
protonation, the electron-accepting ability of the hetero-
cyclic units increases greatly, thus facilitating stabilisa-
tion of the excited state via charge transfer and non-
radiative decay.


CONCLUSION


1,4-Bis(pyridylethenyl)benzenes with electron donating
or withdrawing side chains on the central ring were
prepared via Horner olefinations. Solvatochromism of
the electronic transitions is small but protonation en-
hances the electron-attracting power of the azines and
results in bathochromism of absorption and fluorescence
and reduced quantum yields. As for other N-heterocyclic
bases, the basicity of chromophores 2–6 that contain
pyridine rings increases upon excitation, whereas the
quinoline 7 is a stronger base in its ground state.
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ABSTRACT: The hydrogen bond linking His57-N�1 and Asp102-O�1 in chymotrypsin (Cht) at low pH and in
transition state analogue complexes of Cht with peptide trifluoromethylketones (peptide-TFKs) at pHs up to 12 has
been assigned as a low barrier hydrogen bond (LBHB). The hydrogen bonds in these species of Cht display the
physicochemical properties of LBHBs, as follows: 1) The proton NMR signals are far downfield, 18.1 ppm for Cht at
low pH and 18.6–18.9 ppm for peptide-TFK complexes. 2) The D/H fractionation factors are low, 0.3–0.4 for the
peptide-TFK complexes. 3) The deuterium and tritium isotope shifts (�D–�H, �T–�H) are negative. 4) The enthalpies of
activation for solvent exchange (�Hex) are high, 10–19 kcal mol�1. The LBHB is postulated to increase the base
strength of His57 in the transition state for the nucleophilic addition of Ser195 to the peptide acyl group of a substrate.
This property of His57 is displayed by His57 in the complexes of Cht with peptide-TFKs, in which its pKa lies
between 10.6 and 12 depending on the structure of the peptide. These values are optimal for an acid/base catalyst that
both abstracts a proton from Ser195 in the formation of the tetrahedral intermediate and donates a proton to the
leaving N-terminal amino group in the decomposition of the tetrahedral intermediate. Strong hydrogen bonds in
simple molecules can be studied in both aqueous and nonaqueous solutions, and the conditions for their existence are
discussed. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: Low barrier hydrogen bond; chymotrypsin; transition state analogue; nuclear magnetic resonance;


fractionation factor; isotope shift; deshielded proton; peptide trifluoromethyl ketone; peptide boronic acid


THE DOWNFIELD PROTON IN
CHYMOTRYPSIN


Until recently, all hydrogen bonds in biological systems
were thought to be of a single type, weak electrostatic
attractions between non-bonding electron pairs of het-
eroatoms and weakly acidic protons covalently bonded to
other heteroatoms. However, it became clear that a single
hydrogen bond in chymotrypsin (Cht) displayed physico-
chemical properties very different from those of hundreds
of other hydrogen bonds in the molecule.1,2 Similar
protons have been found in other serine proteases in the
class of Cht, and the unique protons bridge His57-N�1 and
Asp102-O�1 in the catalytic triads of these enzymes.3,4


The first sign of uniqueness was the observation that
this proton in Cht could be observed in the 1H NMR
spectrum, and the other unique feature was that the signal
assigned to this proton appeared far downfield from those


of all other protons in the molecule, at 18 ppm.2 The
observation of such a proton by NMR meant that its
chemical exchange with protons of the solvent must be
slow relative to rates for typical acidic and basic groups,
which undergo chemical exchange too rapidly to be
observed in an NMR experiment. In general, the slowly
exchanging protons in proteins are peptide-amide protons
engaged in �-helices and �-sheets, which are held in
place by highly cooperative hydrogen bonding networks.
In contrast, the catalytic triad is not an element of
secondary structure.


The downfield position of the NMR signal further
defines the uniqueness of the bridging proton in the
catalytic triad, in that it must reside in an unusual
magnetic environment. Downfield, protons can be found
in proteins that incorporate paramagnetic metal ions,
which induce contact shifts in neighboring protons.
Also, ring currents generated by neighboring aromatic
rings can shift a signal downfield, albeit not as far as
18 ppm. However, the structure of Cht does not include a
paramagnetic metal ion; nor are there aromatic residues
near the catalytic triad that might perturb its magnetic
environment. Something within the active site must
create the magnetic environment of the proton bridging
His57-N�1 and Asp102-O�1 in Cht. The simplest and
most obvious interaction that would shift the signal
downfield is the hydrogen bond itself.
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The unique 18 ppm proton in Cht appears in acidic
solutions, conditions under which His57-N"2 is proto-
nated.2 At pH> 7.5 the His-N�1 proton is found at
15 ppm in the NMR spectrum, still a low field for protons.
For many years the downfield proton in acidic solutions
was not considered mechanistically significant because of
the inactivity of Cht at low pH, and the fact that His57
must be in its neutral, basic form to function in catalysis.
However, in the reaction mechanism His57 becomes
protonated in the tetrahedral intermediate as the direct
result of its action as a base. The tetrahedral intermediate
is not normally observed because of its short lifetime.
However, transition-state analogues of this intermediate
can be prepared that have indefinite lifetimes, and they
incorporate both protonated His57 and the downfield
proton, even further downfield in the best mimics of the
tetrahedral intermediate than is found in Cht itself.


The first tetrahedral complexes of Cht to be studied
were those arising in the reactions of boronate, benzene
boronic acid, phenylethylboronic acid, and peptide boro-
nic acids with Cht according to Eqn (1):5,6


The proton generated in Eqn (1) is not released from
the enzyme but is transferred to His57-N"2. In these
complexes, His57 is in its protonated state at neutral pH,
but the NMR signal for the proton bridging His57-N�1
and Asp102-O�1 in boronate complexes is significantly
upfield from that for free Cht at low pH. This may be
because the boronate adducts are not strict analogues of
the tetrahedral intermediate; the negative charge of the
adduct resides on boron, as shown in Eqn (1). A hydroxy
group on boron occupies the oxyanion site that binds the
oxyanionic group of the tetrahedral intermediate in the
catalytic mechanism. The electrostatic attraction between
the boronide ion and the adjacent imidazolium ring of
His57 may weaken the hydrogen bond bridging His57-
N�1 and Asp102-O�1, and this would move the NMR
signal upfield.


Analogues more similar to the tetrahedral intermediate
are those resulting from the reaction of a peptide trifluoro-
methyl-ketone (peptide-TFK) with Cht according to the
equation.7–9


A hemiketal adduct of a peptide-TFK with Ser195 is
very similar to a tetrahedral intermediate, with the CF3


group in place of the leaving group NHR. The tetrahedral
carbon bears an oxyanion residing in the oxyanion bind-
ing site, similar to the oxyanionic tetrahedral intermedi-
ate in catalysis. His57-N"2 accepts the proton generated
in Eqn (2), and the proton bridging His57-N�1 and


Asp102 appears in the NMR spectrum at 18.6–
19.0 ppm, depending on the structure of the peptide
moiety. This proton appears well downfield from its
position in free Cht, and it persists in the NMR spectrum
at pHs well above neutrality.1,8–11


One way to conceptualize the relationship of the
downfield proton in Cht with well-studied hydrogen
bonds in chemistry is to consider the classes of hydrogen
bonds as defined by physical chemists and physical
organic chemists.


WEAK, LOW BARRIER AND DEEP
WELL HYDROGEN BONDS


Hydrogen bonds have been controversial through much
of the past century.12,13 Among the reasons may have
been their apparently ephemeral nature. One striking
aspect is the great difference in hydrogen bond strengths,
from 2 to 40 kcal mol�1 (1 kcal¼ 4.184 kJ), a 20-fold
range. In contrast, the energies of covalent bonds extend
from 25 to 120 kcal mol�1, only a 5-fold range. Another
initially confusing aspect was the question of whether a
weak attraction should be regarded as bonding. However,
by the mid-twentieth century the rules for weak hydrogen
bonding had been revealed, and the consequences for
molecular structure became known, and weak hydrogen
bonding was generally accepted.


The ultra-strong, 40 kcal mol�1 hydrogen bond in hy-
drogen difluoride [F� � �H� � �F]� was also discovered be-
fore mid-twentieth century, although there was a
tendency to regard it as an anomaly. In the second half
of the twentieth century, the spectroscopic and chemical
properties of the proton in hydrogen difluoride became
better known, and much new information about special
hydrogen bonds in many other molecules also appeared.
Consequently, other strong and very strong hydrogen
bonds were discovered. The physical properties of a large
number of molecules led naturally to the definition of the
three classes of hydrogen bonds, weak, strong and very
strong, in a comprehensive review.14


The key physical properties distinguishing weak,
strong and very strong hydrogen bonds are those in
Table 1.14 The NMR downfield chemical shifts are the
most universal single property of strong and very strong
hydrogen bonds. The downfield positions vary with the
size of the heteroatom and should be compared within
types, e.g. O� � �H� � �O, N� � �H� � �O, N� � �H� � �N, etc. The
entry> 16 ppm in Table 1 is somewhat arbitrary and
refers to the shortest of all hydrogen bonds, that in
hydrogen difluoride, in which the F� � �F distance is
2.26 Å. A very strong hydrogen bond between atoms
like O separated by 2.4 Å would appear at 21 ppm in the
NMR spectrum. Strong and very strong hydrogen bonds
are formed when the heteroatoms display comparable
proton affinities and are separated by less than twice the
sum of their van der Waals radii. For O� � �H� � �O systems


ð2Þ


ð1Þ
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the O� � �O distance must be<2.55 Å, and for N� � �H� � �O
systems the N� � �O distance must be<2.70 Å.


All of the parameters in Table 1 display analogous
behavior when plotted against the distance RAB separat-
ing the heteroatoms; they pass through either a minimum
f�; �AH=�ADg or a maximum f�H;�ð�D � �HÞg as the
distance between heteroatoms decreases.14 In the cases of
O and N the distance can never be as close as in hydrogen
difluoride, so that a 16 ppm signal in a hydrogen bond
involving O or N does not indicate extraordinarily strong
hydrogen bonding. In general, strong hydrogen bonds
involving only O and/or N display NMR chemical shifts
of 17–19 ppm, and very strong hydrogen bonds appear at
19–21 ppm.


The physical basis for the downfield signal is elonga-
tion of the covalent bond linking the proton to a het-
eroatom. Elongation decreases shielding of the proton


from the external magnetic field by the nonbonding
electrons of the heteroatom. Strong hydrogen bonding
lengthens the covalent bond much more than weak
hydrogen bonding and exerts a greater deshielding ef-
fect. Structural support for this concept is provided by an
analysis of the covalent bonds O—H and hydrogen
bonds H� � �O in a large number of O—H� � �O interactions
in small molecules. The structures unmask two impor-
tant relationships. The longer the covalent bond O—H
the shorter the hydrogen bond H� � �O, until the two
became equal at 1.2 Å in symmetrical, very strong
hydrogen bonds as O� � �H� � �O.13,15 Implicit in this rela-
tionship is the apparently counter-intuitive fact that
the shorter the distance ROO for O� � �O the longer the
covalent bond O—H. This makes sense because the more
the proton is shared between heteroatoms the less closely
it is held by either of them. Hence the stronger the
hydrogen bond the longer the covalent bond and the
further downfield the proton signal until symmetry is
attained. The relationship is not linear, as shown in a plot
of ROO against chemical shifts, but the values approach
22 ppm in the limit.16


It is worth noting that an unshielded, free proton
displays a chemical shift of 30 ppm. Thus, a proton in
the category of an LBHB or deep well hydrogen bond is
substantially deshielded relative to a typical, strictly
covalently bonded proton (�H 1–10 ppm).


Isotope effects on physical properties support the
correlations between crystal structures and NMR chemi-
cal shifts. The D/H fractionation factors �, the heavy
hydrogen isotope effects �(�D–�H) on the chemical shift,
and the ratios of hydrogen and deuterium stretching
frequencies �AH/�AD define three classes of hydrogen
bonds, as shown in Table 1. Each of these parameters


Figure 1. Zero point energy effects in three classes of hydrogen bonds. (A) In a weak hydrogen bond, the proton is bonded
covalently to heteroatom A in one side of a double well potential, with its zero point energy deeply below the barrier. The zero
point energy of deuterium is even lower. (B) In a strong hydrogen bond, the heteroatoms are closer together and the barrier in
the double minimum is lowered significantly to slighly below the zero point energy of hydrogen. Then the zero point energy of
deuterium (and tritium) are below the barrier, giving rise to substantial deuterium isotope effects on several physical parameters
(Table 1). Because the zero point energy of hydrogen is above the barrier, the proton is drawn toward heteroatom B and away
from heteroatom A but is not equally shared between them. Because the barrier is low but still influential, the strong hydrogen
bond has been called a low barrier hydrogen bond or LBHB.1 (C) In a very strong hydrogen bond, the heteroatoms are very close
together and the barrier is either not present or far below the zero point energies of hydrogen, deuterium and tritium. The
proton is similarly attracted to both heteroatoms and essentially between them. Zero point energy effects on physical constants
are absent because of the absence of a barrier effect. Because the proton is drawn away from the heteroatoms in both a strong
(LBHB) and a very strong hydrogen bond, it is deshielded from an external magnetic field, and its resonance appears far
downfield in an NMR spectrum (Table 1)


Table 1. Physical properties that distinguish weak, strong
and very strong hydrogen bonds


Strong Very strong
Property Weak (LBHB)a (DWHB)a


�H (ppm) 5–12 >16b >16b


�c 1.0–1.2 0.3–0.7 <1.0
�D–�H (ppm) 0 �0.2 to �0.8 þ0.2 to þ0.5
�AH/�AD


d 1.4 1.0–1.2 1.2–1.3


a LBHB refers to low barrier hydrogen bond and DWHB to deep well
hydrogen bond (see Fig. 1).
b The positions of downfield protons in LBHBs and DWHBs depend on the
heteroatoms. For O� � �H� � �O and N� � �H� � �O the range is 17–19 for LBHBs
and 19–21 for DWHBs, in which the hydrogen is equally shared.
c D/H fractionation factor, generally smaller for LBHBs than for DWHBs.
d The normal ratio is 1.4 and governed by the ratio of reduced masses of H
and D.
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distinguishes the strong class of hydrogen bonds from the
weak and very strong classes. The isotope effects signal
the intervention of zero point energies in the relationships
among the three classes and lead to the diagrams in Fig. 1.
According to this model, in a strong hydrogen bond the
zero point energy for the proton lies slightly above the
barrier in a double well potential, leaving the zero point
energy of deuterium (or tritium) below the barrier and
bringing about the isotope effects. For this reason, the
strong hydrogen bonds can be regarded as low barrier
hydrogen bonds, or LBHBs.1 In the very strong hydrogen
bond, the barrier is well below the zero point energies of
both hydrogen and deuterium or absent entirely, abolish-
ing the zero point energy effects. Because of the absence
of a barrier effect, the very strong hydrogen bonds can be
regarded as deep well hydrogen bonds.


The very strong hydrogen bonds have sometimes been
called single well hydrogen bonds.1 However, this des-
ignation is less useful than deep well hydrogen bonds
because of the implication of the absence of a double
minimum potential, a rare event. Most very strong
hydrogen bonds display double minima that lie well
below the zero point energies of hydrogen and deuterium,
and isotope effects attributable to zero point effects are
absent. In the case of weak hydrogen bonds, the zero
point energies of both hydrogen and deuterium lie well
below the barrier in the double well potential and no zero
point effects are observed.


The strengths of the three classes of hydrogen bonds
depend on the physical state. Reported strengths often
refer to the hydrogen bond in a vacuum and to the energy
difference with and without the hydrogen bond between
two heteroatoms at a given RAB. Quoted values under
these conditions are 2–12 kcal mol�1 for weak bonds,
12–24 kcal mol�1 for strong hydrogen bonds (LBHBs)
and >24 kcal mol�1 for very strong hydrogen bonds
(deep well hydrogen bonds).14 Transfer of a very strong
hydrogen bond from a medium of dielectric constant of


1.0—a vacuum—to a medium of dielectric constant 80
corresponding to water weakens it by 50%.17 The
strengths of the three classes in media of effective di-
electric constants between 10 and 80 would be relevant to
the action of enzymes.


THE LBHB IN THE CATALYTIC TRIAD


The assignment of the proton bridging His57-N�1 and
Asp102-O�1 as an LBHB in acidic solutions of Cht and in
adducts with peptide-TFKs1 has been further strength-
ened in other studies.10,11,18–22 The LBHB in chymo-
trypsinogen at low pH displays a low fractionation factor
and a high value of the activation enthalpy for exchange
with solvent protons, �Hex


z
.18 The NMR signal for the


downfield proton in serine proteases is broadened by the
influence of chemical exchange at a rate comparable with
spectrometer frequencies, so that temperature effects on
signal width can be employed to evaluate �Hex


z
.18,23


High values of �Hex


z
are regarded as indicative of


strongly bonded protons.
The LBHBs in peptide–TFK adducts of Cht are stron-


ger than that in Cht itself at low pH, as indicated by their
physical properties in Table 2. The inhibitors vary in
structure, from N-acetyl-L-phenylalanine (AcF-CF3), to
N-acetylglycyl-L-phenylalanine (AcGF-CF3), to N-
acetyl-L-valyl-L-phenylalanine (AcVF-CF3) and to N-
acetyl-L-leucyl-L-phenylalanine (AcLF-CF3). The down-
field chemical shifts, low H/D fractionation factors and
negative tritium isotope shifts all confirm the assignment
of LBHBs, as distinguished from either weak or very
strong hydrogen bonds. Further, the values of �Hex


z are
very large and point to strongly held protons. The rate
constants for chemical exchange with solvent protons
decrease with increasing strength of the LBHBs, as do the
inhibition constants for the four compounds. The inhibi-
tion constants refer to the hydrated compounds in water,


Table 2. Properties of the downfield proton in tetrahedral complexes of peptide trifluoromethyl ketones with chymotrypsin


Inhibitor


Physical property AcF-CF3 AcGF-CF3 AcVF-CF3 AcLF-CF3


�H (ppm)a 18.6 18.7 18.9 19.0
�b 0.32 0.34 0.38 0.43
�T–�H ppmc �0.63 — �0.65 �0.68
kex (s�1)d 282 123 — 12.4


�Hex


z
(kcal mol–1)e 15 16.0 — 19


KI (mM
�1)f 17, 30 18, 12 2.8, 4.5 1.2, 2.4


20, 40
pKa


g 10.7 11.1 11.8 12.1


a His57-H�1.11


b D/H fractionation factor of His57-H�1.19


c Tritium isotope shift for His57-H�1.22


d Rate constant for exchange of His57-H�1 with solvent protons at 25 �C.19


e Activation enthalpy for exchange of His57-H�1.19


f Inhibition constants reported.7–9


g pKa of His57-H"2 reported.10,11
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not to the dissociation constants for the ketone forms. The
hydration constant for AcLF-CF3 is 4500, so that the
value of Kd for the dehydrated, ketone form of this
inhibitior is 0.2 nM, indicative of a transition-state analo-
gue.9 The hydration constants for the other inhibitors are
likely to be similar.


The crystal structures of Cht with AcF-CF3 or AcLF-
CF3 bound to Ser195, at a resolution of 1.8 Å, supported
the assignment of an LBHB between His57-N�1 and
Asp102-N�1.24 The N�1� � �O�1 distances were 2.5–
2.6 Å, satisfying the criterion of<2.7 Å for an LBHB
of the type N� � �H� � �O. The spacing has been confirmed
at a resolution of 1.4 Å.21


The assignment of LBHBs in the catalytic triads of
serine proteases in general are further supported by
studies of mechanistically related enzymes. The LBHB
proton in the transition-state analogue complex of N-
acetyl-L-leucyl-L-leucine trifluoromethyl ketone with
subtilisin labeled with 15N�1 displays proton-15N coup-
ling, and the magnitude of this interaction indicates that
the proton is 20–30% transferred.25 This proton also
displays a value of 0.55 for the D/H fractionation factor.
Further, an atomic resolution (0.78 Å) crystal structure
of subtilisin allowed the electron density of hydrogen
atoms to be examined.26 The proton bridging His-N�1
and Asp-Od1 in the catalytic triad was modeled as an
LBHB, with an N�1� � �H distance of 1.2 Å and a H� � �O�1
distance of 1.5 Å. The N—H bond is clearly elongated,
and to the degree indicated by the NMR spectroscopy.
Ultrahigh resolution structures of elastase (0.95 Å) and
proteinase K (0.98 Å) gave similar results.27,28


The chemical shift values and fractionation factors
indicate that the LBHB in Cht at low pH is not as strong
as that in the peptide–TFK adducts. The 18 ppm signal of
free Cht is significantly upfield from the 18.6–19 ppm
signal of the Cht–peptide-CF3 complexes. The D/H frac-
tionation factor for chymotrypsinogen is 0.5,18 higher
than the 0.32–0.43 for Cht–peptide complexes.19


Moreover, the value of �Hex


z
for chymotrypsinogen is


10 kcal mol�1, significantly lower than the 14–
19 kcal mol�1 for the Cht–peptide-CF3 complexes. The
differences may be due to tightening of the contact
between His57 and Asp102 induced by the binding of
the transition-state analogue. Alternatively, the presence
of the transition-state analogue may decrease the effective
dielectric constant in the active site, thereby strengthening
the LBHB. In either case, the LBHB is a common feature
of Cht at low pH and Cht in the transition-state analogue.


THE LBHB IN CATALYSIS


The mechanism for acylation of chymotrypsin, including
the LBHB in the structure of the tetrahedral intermediate,
can be formulated as in Fig. 2. Upon reaction of a peptide
with Cht, His57-N"2 abstracts the proton from the 3-
hydroxy group of Ser195 as the oxygen undergoes


nucleophilic addition to the peptide carbonyl group.
The resulting tetrahedral intermediate incorporates the
LBHB between His57-N�1 and Asp102-O�1, an oxy-
anionic group in the oxyanion binding site and the
leaving group NHR adjacent to His57-N"2, which bears
a proton. In Fig. 2, the LBHB is flanked by the imidazole
ring of His57 and the �-carboxyl group of Asp102, which
are assigned charges of yþ and y�, respectively, where
1> y> 0.5.1 This notation signifies the partial depolar-
ization of the ionic bond by the LBHB. In the second step,
the intermediate eliminates the leaving group under the


Figure 2. Role of the LBHB in the catalytic triad of chymo-
trypsin. The acylation of Cht takes place in two chemical
steps following substrate binding to form the Michaelis
complex, addition of Ser185 to the acyl carbonyl group of
the substrate to form a tetrahedral addition intermediate
followed by elimination of the leaving group to cleave the
peptide and form the N-terminus of the product. In peptide
hydrolysis, the first step, formation of the tetrahedral adduct,
limits the rate. Proton transfer is essential in both steps, from
Ser195 to His57 in the first step and fromHis57 to the leaving
N-terminal amino group in the second. In the tetrahedral
intermediate, His57-N"2 is protonated. Structural analogue
of the tetrahedral intermediate that lack a leaving group
incorporate an LBHB between His57-N�1 and Asp102-O�1
(Table 2). It is postulated that the strength of the LBHB
facilitates the formation of the tetrahedral intermediate by
increasing the basicity of His57 in the transition state1
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driving force of the oxyanion and with catalysis by proton
transfer from His57-N"2 to the leaving group. The
scheme is Fig. 2 describes the process but does not give
information about the significance of the LBHB.


The structures of adducts formed between Ser195 of
Cht and peptide-TFKs are very similar to those of
tetrahedral intermediates in the catalytic mechanism;
they differ essentially by the replacement of the leaving
group (NHR) in an intermediate with the CF3 group in the
inhibition complexes. The groups NHR and CF3 are both
electronegative and electrostatically neutral, but the CF3


group cannot be protonated and is not a leaving group.
Because CF3 cannot leave, the peptide-TFK adducts can
be studied. The inhibition constants for the peptide-TFKs
in Table 1 are well correlated with the values of kcat/Km


for the Cht-catalyzed hydrolysis of the corresponding
methyl ester substrates; the higher the value of kcat for the
ester the lower in the value of KI for the trifluormethyl
ketone, and the two parameters obey a linear free energy
relationship.9 The same relationship extends to the values
of chemical shift and pKa of His57.11 There is every
reason to regard the peptide-TFK adducts as analogue of
the corresponding tetrahedral intermediates. It follows
that the LBHB is almost certainly an integral part of the
structure of the tetrahedral intermediate.


It has been pointed out that when the LBHB is
disrupted, either by methylation of His57 or mutation
of Asp102, the catalytic rate decreases by 104–105-fold.1


The kinetic consequences of methylating His57 is a 105-
fold decrease in rate,29 and mutation of His57 in trypsin
to Asn decreases the rate by 104-fold.30 These effects
offer a guide to the kinetic importance of the LBHB and
indicate that it can lower the activation energy by up to
5.5–7 kcal mol�1, provided that the kinetic mechanism
remains the same after methylation of His57 or mutation
of Asp102. Should the alterations change the rate-limit-
ing step, the effect of the LBHB could be larger. The
effect seems substantial in either case.


It has been suggested that the LBHB might decrease
the barrier to the formation of the tetrahedral intermediate
by increasing the basicity of His57-Ne2 in the transition
state.1 The test of this hypothesis would be a detailed
structure–function analysis varying the basicity of His57-
N"2 and the strength of the LBHB and correlating them
with the kinetic consequences. As a start on this, one can
consider that the Cht–peptide-TFK complexes are transi-
tion-state analogues. They are analogues of the tetra-
hedral intermediate, which based on the Hammond
postulate is similar to the transition state. Therefore, the
properties of tetrahdral inhibitor complexes can report on
the properties of the transition states for reactions of
analogous substrates.


The plot of �LBHB for the Cht–peptide-TFKs in Table 2
against log(kcat/Km) for the hydrolysis of the corres-
ponding peptide methyl esters is linear and displays a
positive slope.11 This indicates that the rate depends
on the strength of the LBHB. One measure of the


basicity of His57-N"2 in the transition state is the pKa


of His57 in the peptide-TFK complexes with Cht. These
pKas can be measured by observing the transition of
the downfield NMR signal for the LBHB from 19 ppm
for the adduct to 15 ppm with increasing pH. The pKas
are indeed high, in accord with the postulated role of
the LBHB, and they vary with the structure of the peptide
and plot as a line against log(kcat/Km), again with a
positive slope, showing that the rate increases with
increasing basicity of His57-N"2.11 Because of the nar-
row ranges of �LBHB and pKa in the available studies, the
results should be accepted with caution; however, it is
significant that the correlations are in the mechanistically
meaningful direction, that is, the slopes are neither zero
nor negative.


The pKa values for His57 in the peptide-TFK adducts
fit nicely into the mechanistic requirements for base
catalysis in the acylation of chymotrypsin, and also in
deacylation. The ideal base to catalyze acylation would
be strong enough to abstract the proton from Ser195
(pKa� 13) but not so strong as to be unable to donate a
proton to the leaving group, the N-terminal amino group
of a peptide (pKa� 9). The pKa values of 10.6–12 for the
peptide-TFK adducts lie well within the optimal range for
base catalysis in the action of chymotrypsin.


REACTION OF Cht WITH AcLF-CHO


An important question about the LBHB has to do with the
pKa of 7 for His57-N"2 in free Cht.5,6 If the LBHB
increases the basicity of His57-N"2 in catalysis, and
protonation of His57-N"2 leads to LBHB formation,
how does it happen that His57 in free Cht displays a
normal pKa? The properties of N-acetyl-L-leucyl-L-phe-
nylalanal (AcLF-CHO) as an inhibitor of Cht sheds light
on this issue.21 AcLF-CHO differs from the best TFK
inhibitor, AcLF-CF3, by the substitution of H for CF3,
which transforms the trifluoromethyl ketone into an
aldehyde. AcLF-CHO is also an inhibitor of Cht, and it
also forms a covalent adduct with Ser195; however, the
dissociation constant for the aldehyde is 8000 times that
for the trifluoromethyl ketone. Moreover, although the
structure of the Cht–AcLF-CHO complex is very similar
to that of the complex with AcLF-CF3, there are impor-
tant differences. There are also important chemical dif-
ferences, as revealed by 1H and 13C NMR spectroscopy
and biochemical analysis.


The high-resolution crystal structure of the Cht–AcLF-
CHO complex shows many similarities with and one
important difference from that of Cht–AcLF-CF3.21 The
overall structures are almost identical, including the
contacts between Cht and the peptide moiety. The spa-
cing between His57-N�1 and Asp102-O�1 is very similar
to that in Cht–AcLF-CF3, 2.6 Å, characteristic of an
LBHB. However, the hemiacetal oxygen originating with
the aldehyde carbonyl group does not reside exclusively
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in the oxyanion binding site of Cht. Instead, the adduct
consists of two epimers in a ratio of about 40:60, in
which the epimeric center is the hemiacetal carbon. The
epimer mixture arises through the addition of Ser195
to either face of the aldehyde group in AcLF-CHO. In one
epimer the hemiacetal oxygen is in the oxyanion site, and
in the other epimer the oxygen is within hydrogen
bonding distance of His57-N"2.21


NMR spectroscopy and the biochemical properties of
the Cht–AcLF-CHO complex revealed the reason for the
epimer mixture.21 The 1H NMR spectrum showed that in
neutral solution His57 was not protonated; the downfield
proton appeared at 15.1 ppm, and there was no LBHB.
His57 could be titrated with acid and became protonated
with a pKa of 6.5 to generate an LBHB between His-N�1
and Asp102-O�1 that appeared at 17.8 ppm in the 1H
NMR spectrum. The pH dependence of the 13C NMR
signal of the Cht complex with AcLF-13CHO showed no
evidence that the hemiacetal oxygen underwent an ioni-
zation between pH 6 and 13, suggesting that it was a
hydroxyl group with a pKa> 13. The NMR studies
suggested that both the hemiacetal and the imidazole
ring of His57 were neutral at pH� 7 and above. That is,
the addition of Ser195 to the aldehyde carbonyl pro-
ceeded with proton transfer from serine to the hemiacetal
oxygen and not to His57. If so, then the binding of AcLF-
CHO could not involve proton uptake or release, and this
was proved to be the case. The epimeric structure of the
complex could then be assigned as A and B in Fig. 3. The
structures show that the hemiacetal adducts of AcLF-
CHO with Cht are not transition-state analogues. The key
difference is the destination of the proton derived from
Ser195. Its placement on the hemiacetal oxygen neutra-
lizes both the tetrahedral adduct and His57.


The absence of electron withdrawal on the tetrahedral
carbon in the Cht–AcLF-CHO-complex makes the ad-
duct more basic than His57-Ne2, so that in the competi-
tion for the proton from Ser195 the hemiacetal wins. In
the tetrahedral intermediate, with NHR as the fourth
substituent of the central carbon, the intrinsic pKa of
the oxygen can be expected to be between 11 and 12, with
reference to ionization in water, similar to that of His57-
N"2 in the Cht–AcLF-CF3 complex. Then His57-N"2 can
be protonated and the tetrahedral intermediate negatively
charged, as in the mechanism of Fig. 2. The Cht–peptide-
TFK complexes are similar to the intermediate because
the pKa of a peptide-TFK hemiketal is �9.5, well below
that of His57-N"2, and the proton derived from Ser195
resides on His57-N"2. In contrast, the pKa of a hemiacetal
of AcLF-CHO is at least 13.8, well above that of His57-
Ne2, so that His57 cannot compete with the Cht–AcLF-
CHO adduct for the proton.21


The ionization properties of His57 in the Cht–AcLF-
CHO complex are similar to those of free Cht, with modest
differences in the values of pKa and �H for His56-N�1.
Therefore, the presence of the peptide and the tetrahedral
carbon do not affect the electrostatic properties of the
active site in an important way. The crucial difference
from the peptide-TFK complexes is brought about by the
presence of a hydrogen atom in place of the CF3 group,
which eliminates the electron-withdrawing inductive ef-
fect on the tetrahedral carbon. The consequences of this
difference reveal much about the properties of the transi-
tion-state analogue complexes with peptide-TFKs.


The pKa of His57-N"2 is governed by the overall
electrostatic charge in the active site, and it is remarkably
little affected by other contacts between Cht and peptide
tetrahedral adducts. The active site is here defined by
Ser195 and its substituents, His57 and Asp102. The site is
stable when it bears an overall charge of �1, and any
deviation from this charge presents a barrier that must be
overcome, either by perturbations in the ionization con-
stants at the active site or by some sort of stabilizing
interaction. The ionization behavior of the Cht–peptide-
TFKs are instructive. Consider the ionizations of the
hemiketal oxygen and His57, as illustrated in Fig. 4(A).
Both ionizations alter the preferred charge of �1, and the
price for this is a pKa altered by �5 units from the
standard aqueous value, corresponding to 7 kcal mol�1 in
terms of free energy at 25 �C.


The ionizing properties of His57 in free Cht and in the
Cht–AcLF-CHO complex are similar and dramatically
different from the transition-state analogue complexes.
The ionization of His57 proceeds with a change in net
charge of the active site, but with little apparent perturba-
tion in the pKa of His57 relative to values for histidine
peptides in aqueous solution, as shown in Fig. 4(B).21


How is the barrier to ionization in the active site over-
come? The simplest and most obvious rationale is the
interaction between His57 and Asp102, the LBHB. In a
thought experiment, the absence of an interaction can be


Figure 3. Epimeric structures of the tetrahedral adducts of
AcLF-CHO with Cht. The reaction of the peptide aldehyde
AcLF-CHO with Ser195 in Cht leads to an epimeric mixture
of hemiacetals. In both hemiactals, the 3-hydroxyl group of
Ser195 is added to the carbonyl group of the inhibitor and
the proton liberated from Ser195 is bonded to the hemi-
acetal oxygen. In epimer A, the hemiacetal OH group lies in
the oxyanion binding site of Cht and in epimer B it lies within
hydrogen bonding distance of His57-N"2. The spacing be-
tween His57-N�1 and Asp102-O�1 is similar to that in the
hemiketal complexes of peptide-TFKs with Cht and with that
in Cht at acidic pHs. However, there is no LBHB in the AcLF-
CHO complexes because His57-N"2 is not protonated. The
proton liberated upon hemiacetal formation with Ser195
resides in the hemiacetal hydroxyl group
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imagined. In such an experiment, protonation of His57
would lead to an unstable state where the net charge
would be zero, it would be difficult to protonate His57
and the pKa would be very low. However, in reality the
His–Asp interaction is stabilizing and eases the acquisi-
tion of a proton. Consequently, the pKa is brought into the
neutral range. In this framework, the His–Asp interaction
does elevate the pKa, but it elevates it into the neutral
range, where it is mechanistically significant.


HYDROGEN BONDING IN COMPLEXES
OF N-METHYLIMIDAZOLE WITH
CARBOXYLIC ACIDS


The foregoing rationalizes the ionizations at the active
site of Cht and transition-state analogue complexes, and
it explains the catalytic role of His57 as a strong base in
the transition state for tetrahedral intermediate forma-
tion. However, it does not explain the role of the LBHB.
Could not a simple ionic bond between His57-N�1 and


Asp-O�1 suffice? The LBHB is ionic, albeit depolarized
by the LBHB. Experiments prove the presence of the
LBHB, but they are essentially descriptive in nature and
do not explain its role. Studies of complexes between N-
methylimidazole and a series of carboxylic acids in
chloroform shed further light on the conditions for
LBHB formation.31,32


1H NMR and FTIR spectroscopic data show that the
formation of strongly hydrogen-bonded complexes
between 1-methylimidazole and carboxylic acids in
chloroform critically depends on the pKa of the car-
boxylic acid. Among carboxylic acids of varying
strength, pKa-0.23–4.8 in water, only 2,2-dichloropropio-
nic acid forms a strongly hydrogen-bonded complex with
1-methylimidazole. Weaker acids form exclusively neu-
tral complexes and stronger acids form exclusively ionic
complexes with 1-methylimidazole. The results show that
an acid with the pKa of the �-carboxyl group of aspartate
would form a neutral complex with 1-methylimidazole.
Therefore, the formation of an LBHB between a histidine
and an aspartate residue in a protein would require a


Figure 4. Ionizing properties of Cht and tetrahedral complexes with peptide derivatives. (A) The structures and ionizing
properties of the hemiketal adducts of Cht with peptide-TFKs are illustrated. The preferred overall charge in the active site is�1
and the ionization constants of His57 and of the hemiketal are correspondingly perturbed. (B) The structures and ionizing
properties of free Cht and its hemiacetal complex with a peptide aldehyde are illustrated. The ionizing properties of His57 and
the hemiacetal appear normal. The discussion in the text puts forward a hypothesis to resolve the apparently paradoxical
differences in ionizing properties of the structures in (A) and (B)
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special structural environment. The very close and stereo-
electronically favorable contact between His57 and
Asp102 might suffice. Alternatively, interactions that
would increase the acid strength of Asp57 would also
promote LBHB formation.


Enthalpy measurements complement the spectroscopic
characterization of strong hydrogen bonding in complexes
of 1-alkylimidazoles and 2,2-dichloropropionic acid.33


The enthalpies of complexation for 1-methyl-, 1-n-butyl-
and 1-tert-butylimidazole with 2,2-dichloropropionic acid
are 12.3, 11.5 and 14.9 kcal mol�1, respectively. These
heats of complexation are in the expected range for
LBHBs and are likely to represent the strength of the
LBHB bridging His57-N�1 and Asp102-O�1 in the cata-
lytic triad. If the enthalpy of the His–Asp hydrogen bond
prior to formation of the tetrahedral intermediate in Fig. 2
is 5–7 kcal mol�1, then the LBHB in the tetrahedral
intermediate would be stronger by 7–10 kcal mol�1. This
would account for the decrease in enzymatic activity upon
disruption of the LBHB by methylation of His57 or
mutation of Asp102.1,29,30 It would also account for the
high basicity of His57 in the tetrahedral adduct and the
transition state for its formation.


The results with N-methylimidazole and acids of
varying strength complemented the analogous results of
experiments with trifluoracetic acid and pyridines of
varying basicity, which gave comparable results.34,35


An elegant cryogenic NMR study of the structures of a
large number of hydrogen-bonded complexes formed
between amines and acids of varying basicity showed
the full range of hydrogen bond types, including symme-
trical hydrogen bonds.36


STRONG HYDROGEN BONDING IN
AQUEOUS MEDIA


Until recently, strong hydrogen bonding was not regarded
as compatible with an aqueous environment, which had
been thought to exert a leveling effect on hydrogen


bonding. However, LBHBs have been characterized in
Cht and other serine proteases, acetylcholinesterase37 and
�5-3-ketosteroid isomerase.38–40 In each case, the LBHB
was observed in a structural analogue of a metastable
reaction intermediate, which was thought to be similar to
the transition state. All of these LBHBs appeared in
aqueous solutions, suggesting that an aqueous medium
per se would not prevent LBHB formation. Actually, the
existence of strong hydrogen bonds in aqueous media
was anticipated by observations of the acid–base proper-
ties of proton sponges in aqueous-organic solvents.14 It
was suggested that certain dicarboxylic acids might
engage in strong hydrogen bonding in aqueous solutions,
and that this could in part explain the great differences in
the first and second ionization constants in acids such as
maleic and cis-caronic acids.41


To probe the question of possible strong hydrogen
bonding in aqueous media, the 1H NMR spectra of
hydrogen dicarboxylates were examined in 10% aqueous
acetone-d6 (0.31 mole fraction H2O). The experiments
were carried out at low temperature (�55 �C) to depress
the rate of chemical exchange with the solvent. Down-
field protons (19–21 ppm) were observed in hydrogen
2,2-dimethylmalonate, hydrogen cis-cyclohexane-1,2-di-
carboxylate, hydrogen maleate and hydrogen cyclopro-
pane-1,1-dicarboxylate.42,43


The D/H fractionation factor for the internal hydrogen
bond in hydrogen maleate had been shown to be low,
0.77, in water.44 The fractionation factor for hydrogen
cis-cyclohexane-1,2-dicarboxylate proved to be 0.69 in
water and 0.52 in 10% aqueous acetone.45


Further characterization of the strong hydrogen
bond in hydrogen maleate in aqueous acetone media
under cryogenic conditions showed the activation en-
thalpy for its exchange with solvent protons to be �Hex


z ¼
8 kcal mol�1, and the value for hydrogen cis-cyclohex-
ane-1,2-dicarboxylate was 7.3 kcal mol�1.45 The solvent
exchange proved to be specifically catalyzed by maleic
acid and stronger acids but not by weaker acids and not
by bases, which implied the mechanism in Fig. 5. In this


Figure 5. A mechanism for the exchange of the very strong hydrogen bond in hydrogen maleate. The exchange of the very
strongly hydrogen-bonded proton in hydrogen maleate is strictly acid catalyzed, and this allows a mechanism in which the very
strong hydrogen bond is partially but not completely broken in the transition state. This mechanism accounts for the high
activation enthalpy (8 kcalmol�1) for the exchange reaction. This value is much higher than the typical values of 1–2 kcalmol�1


for the exchange of weakly hydrogen bonded protons. It is not as high as the energy of the hydrogen bond itself because the
hydrogen bond is never completely broken in the mechanism. In the transition state, the very strong hydrogen bond in one
molecule is partially broken and a new, very strong hydrogen bond in the second molecule is partially formed
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mechanism the maleic acid generated by added hydro-
nium ion undergoes proton exchange with hydrogen
maleate by a mechanism in which hydrogen bonding is
retained in the transition state. While the internal, strong
hydrogen bond is weakened in the transition state, it is not
broken. The value of 8 kcal mol�1 for �Hex


z
represents


a substantial weakening of the strong hydrogen bond in
the transition state, but not a complete loss of hydrogen
bonding. In view of the low activation energies typical of
exchange between carboxylic acids, the values for hydro-
gen maleate and hydrogen cis-cyclohexane-1,2 carbox-
ylate indicate strong internal hydrogen bonding in
aqueous acetone solutions.


CONCLUSIONS


Predictions that strong hydrogen bonds would participate
in enzymatic catalysis46–48 have been realized in the
reactions of Cht, acetylcholinesterase, and �5-3-keto-
steroid isomerase. Of the strong hydrogen bonds origin-
ally postulated,46–48 a few have been excluded by
physicochemical or biochemical data. Others remain for
future experimental examination. The LBHB in Cht is
well characterized by standard physicochemical methods
in peptide-TFK complexes, which are structurally and
electrostatically similar to the tetrahedral intermediates in
catalysis. Similar characterizations of LBHBs in the
actions of acetylcholinesterase and �5-3-ketosteroid iso-
merase attest to an expanded role of LBHBs in enzymatic
catalysis. The catalytic effects of LBHBs seem to lower
the activation energy by 5–7 kcal mol�1, based on avail-
able data for Cht and trypsin. The effect may be buffered
by the likelihood that disruption of the LBHB results in a
change in the rate-limiting step.
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epoc ABSTRACT: Kinetic studies are reported for the reactions with aniline in acetonitrile of a series of X-phenyl 2,4,6-
trinitrophenyl ethers [X¼H, 2-, 3-, 4-CH3, 2,4-, 2,6-(CH3)2, 2-, 3-, 4-NO2, 2,4-, 2,6-(NO2)2]. X-ray crystal structures
for X¼H, 2,6-(CH3)2 and 2,6-(NO2)2 are reported and provide evidence for steric crowding around the 1-position of
these molecules. Nevertheless, the kinetic data show that increasing substitution does not sterically inhibit
nucleophilic attack by aniline and an ‘early’ transition state is likely. In general, the reactions are base catalysed;
interpreted as rate-limiting deprotonation of the zwitterionic intermediates. Only with the dinitro derivatives is an
uncatalysed reaction involving intramolecular proton transfer observed and when X¼ 2,6-(NO2)2 this pathway takes
all the reaction flux. Copyright # 2003 John Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience


KEYWORDS: leaving group effects; SNAr reactions; phenyl 2,4,6-trinitrophenyl ethers; aniline; crystal structures


INTRODUCTION


Many aromatic substitutions involving primary and sec-
ondary amines as nucleophiles are subject to general base
catalysis,1,2 and there is current interest in these reac-
tions.3–7 The overall mechanism is given in Scheme 1,
where EWG denotes a generalized substituent. Equation
(1) is the steady-state expression for the observed second-
order rate constant, kA, expressed in terms of the compo-
nent steps in Scheme 1.


kA ¼ k1 k2 þ kB B½ �ð Þ
k�1 þ k2 þ kB B½ � ð1Þ


In Scheme 1, B with a catalytic constant kB could be a
nucleophilic amine itself or an added base. The zwitter-
ionic intermediate 1 can proceed to products either
spontaneously (k2) or through base catalysis (kB[B]).
The base-catalysed pathway may involve rate-limiting
proton transfer from the zwitterionic intermediate to base
or general acid catalysis (by BHþ) of leaving group
expulsion from an anionic intermediate in equilibrium
with the zwitterion. The latter pathway, the SB–GA
mechanism, has been shown to be generally applicable
to reactions involving displacement of alkoxide groups


by amines in dimethyl sulfoxide (DMSO). This follows
the study of Orvik and Bunnett8 of the reactions of 1-
ethoxy-2,4-dinitronaphthalene with amines in DMSO.
They were able to observe in separate steps the formation
of intermediates of structure 2 and their acid catalysed
conversion into product. Related intermediates have been
observed during the reactions of several other ring-
activated alkyl aryl ethers and there is no doubt that in
these reactions the SB–GA mechanism applies.9–11


However, studies with phenyl 2,4,6-trinitrophenyl
ethers, involving the displacement of phenoxide groups,
have provided good evidence that in both DMSO12,13 and
acetonitrile14 the observation of base catalysis is attribu-
table to rate-limiting proton transfer from the zwitterionic
intermediates to base.


We have recently studied15 the reactions of some 30-
and 40-substituted phenyl 2,4,6-trinitrophenyl ethers with
aniline and with N-methylaniline in acetonitrile and
DMSO. In the former solvent the main reaction flux
was found to occur through the base-catalysed pathway
(kB[B] in Scheme 1), whereas in DMSO both catalysed
and uncatalysed (k2) pathways were important. In order
to assess the electronic and steric effects of ring


Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 65–70


*Correspondence to: M. R. Crampton, Chemistry Department,
Durham University, Durham DH1 3LE, UK.
E-mail: m.r.crampton@durham.ac.uk







substituents on the relative importance of these pathways,
we made kinetic measurements on the reaction with
aniline in acetonitrile of a series of mono- and di-
methyl-substituted phenyl 2,4,6-trinitrophenyl ethers, 3,
and the corresponding mono- and dinitro-substituted
derivatives, 4. The results show that there is a dramatic
change in behaviour from the 2,6-dimethyl derivative, 3f,
where the substitution is wholly base catalysed, to the
2,6-dinitro derivative, 4f, where only the uncatalysed
substitution is observed. The x-ray crystallographic struc-
tures of phenyl 2,4,6-trinitrophenyl ether, 3a, and also the
2,6-disubstituted derivatives 3f and 4f, are reported and
provide evidence for the increasing steric congestion at
the reaction centre with increasing substitution.


RESULTS AND DISCUSSION


The results are discussed in terms of Scheme 2. Kinetic
measurements were made spectrophotometrically using
the absorbance at 365 nm of the product 2,4,6-trinitrodi-
phenylamine, 7. With concentrations of aniline, 0.01–
0.5 mol dm�3, in large excess of the concentration of the
diphenyl ethers, 10�4 mol dm�3, first-order kinetics were
observed, and rate constants, kobs, were evaluated by
standard methods. For some reactions, 1,4-diazabicy-
clo[2,2,2]octane (DABCO) was added in large excess
of the substrate concentration. The UV–visible spectra
and, in more concentrated solutions, the 1H NMR spectra
at the completion of reaction corresponded exactly to
those of authentic samples of the substitution products in


the reaction medium. Division by the concentration of
aniline of values of kobs gave second-order rate constants
kA. The results are given in Tables 1 and 2. There was no
evidence either from the spectra or the kinetics for the
accumulation of intermediates 5 or 6 on the reaction
pathway.


The methyl series, 3a–f


Plots, not shown, of second-order rate constants, kA,
versus aniline concentration pass through the origin,
indicating that the uncatalysed pathway (k2 in Scheme
2) is unimportant, and curve with decreasing slope as the
aniline concentration is increased. Hence Eqn (1) reduces
to Eqn (2), where kAn represents catalysis by aniline, and
this in turn may be written as Eqn (3).


kA ¼ kobs


½An� ¼
k1kAn½An�


k�1 þ kAn½An� ð2Þ


kA ¼ K1kAn


1 þ kAn½An�
k�1


ð3Þ


The values in Table 1 were used to obtain the values of
K1kAn and kAn/k�1 given in Table 3. Combination of these
values yielded k1¼K1kAnk�1/kAn. Values of K1kAn could
be obtained with good precision but, because of the small
degree of curvature in the plots of kA vs [aniline], the
values of kAn/k�1 are subject to more error, hence leading
to higher errors associated in the k1 values. In the case of
the dimethyl derivatives 3e and 3f, the plots were essen-
tially linear so that only maximum values could be
assigned to kAn/k�1. Hence the values quoted here for
k1 are minimum values, and for the 2,6-dimethyl deriva-
tive it is possible that k1 has a value which is no lower
than that for its isomer.


Scheme 1


Scheme 2
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Rate constants measured in the presence of DABCO
are given in Table S2 as Supplementary Information
available at the epoc website at http://www.wiley.com/
epoc, and allowed the calculation of values of K1 kDABCO.


The nitro series, 4b–f


For the mononitro derivatives, 4b–d, the behaviour was
qualitatively similar to that for the methylderivatives; va-


lues of k2 were negligibly small and the data in Table 2
conform to Eqn (3) with the values summarized in Table 3.
However, the plot of kA versus aniline concentration for 4e,
the 2,4-dinitro derivative, had a distinct intercept indicating
the contribution of the uncatalysed pathway. Hence Eqn.
(4) applies, which may be written as Eqn (5):


kA ¼ k1 k2 þ kAn An½ �ð Þ
k�1 þ k2 þ kAn An½ � ð4Þ


Table 1. Kinetic results for the reactions of 3a–f with aniline in acetonitrile at 25 �C


kA/(10�2 dm3 mol�1 s�1)


[Aniline]/(mol dm�3) 4-H 2-CH3 3-CH3 4-CH3 2,4-CH3 2,6-CH3


0.01 0.47 0.14 0.33 0.47 0.14
0.02 0.93 0.25 0.63 0.95 0.23
0.03 1.38 0.36 0.91 1.42 0.33
0.04 1.71 0.48 1.21 1.90 0.44 0.0047
0.05 2.22 0.58 1.49 2.25 0.53
0.06 0.70 1.77 2.85 0.64 0.0081
0.07 0.81 2.04 3.23 0.73 0.0093
0.08 0.94 2.33 3.49 0.86 0.010
0.1 0.012
0.15 0.018
0.2 0.022
0.3 0.034
0.4 0.046
0.5 0.056


Table 2. Kinetic results for the reactions of 4b–f with aniline in acetonitrile at 25 �C


kA/(10�2 dm3 mol�1 s�1)


[Aniline]/(mol dm�3) 2-NO2 3-NO2 4-NO2 2,4-NO2
a 2,6-NO2


0.01 0.92 1.10 0.93 9.0 (9.0) 150
0.02 1.79 2.12 1.98 10.6 (10.7) 150
0.03 2.55 3.14 2.78 12.1 (12.3) 150
0.04 3.35 4.06 3.62 13.6 (13.9) 150
0.05 4.06 5.00 4.26 15.0 (15.3) 150
0.06 4.57 6.10 5.02 17.2 (16.8)
0.07 5.60 5.68
0.08 6.24 19.3 (19.4)


a Values in parentheses were calculated using Eqn (5) with the values given in Table 3.


Table 3. Summary of the rate data for the reactions of 3 and 4, X-phenyl-2,4,6-trinitrophenyl ethers, with aniline in
acetonitrile


K1kAn kAn/k�1 k1 K1kDABCO K1k2


Reactant X (dm6 mol�2 s�1) (dm3 mol�1) (dm3 mol�1 s�1) (dm6 mol�2 s�1) kAn/kDABCO (dm3 mol�1 s�1)


3f 2,6-(CH3)2 0.0011� 0.0001 <0.2 >0.0055 — — —
3e 2,4-(CH3)2 0.10� 0.005 <1 >0.1 — — —
3b 2-CH3 0.15� 0.01 1� 0.5 0.13� 0.05 — — —
3c 3-CH3 0.34� 0.02 2.6� 1 0.13� 0.05 — — —
3d 4-(CH3) 0.48� 0.02 1� 0.5 0.48� 0.20 1.5� 0.3 0.32� 0.10 —
3a 4-H 0.48� 0.02 2� 1 0.24� 0.10 1.6� 0.2 0.30� 0.05 —
4b 2-NO2 0.95� 0.03 3� 1 0.32� 0.10 — — —
4c 3-NO2 1.13� 0.05 3� 1 0.38� 0.10 3.2� 0.4 0.35� 0.10 —
4d 4-NO2 1.03� 0.03 4� 1 0.26� 0.08 3.4� 0.3 0.30� 0.05 —
4e 2,4-(NO2)2 2.2� 0.20 2.7� 0.5 0.8� 0.3 4� 0.5 0.50� 0.1 0.08� 0.01
4f 2,6-(NO2)2 — — 1.5� 0.2 — — Large
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kA ¼ K1k2 þ K1kAn An½ �
1 þ k2


k�1
þ kAn An½ �


k�1


ð5Þ


The values in Table 2 correspond to Eqn (5) with
the values K1kAn¼ 2.2 dm6 mol�2 s�1 and kAn/k�1¼
2.75 dm3 mol�1, leading to a value for k1 of
0.8 dm3 mol�1 s�1, and with K1k2¼ 0.08 dm3 mol�1 s�1


and k2/k�1¼ 0.1. Calculated values for kAn are given in
Table 2. DABCO catalysis was observed.


For 4f, the 2,6-dinitro derivative, the values of kA were
independent of aniline concentration, indicating that
either the condition k2þ kAn[An]>> k�1 applies so that
kA¼ k1, and/or that the condition k2>> kAn[An] applies
so that kA¼ k1k2/(k�1þ k2). Hence the minimum value
that can be assigned to k1 is 1.5 dm3 mol�1 s�1.


Before discussing these results, it is useful to consider
the x-ray crystal structures which have been determined
for 3a, 3f and 4f.


X-ray crystal structures


Selected bond lengths and angles for 3a, 3f and 4f are
given in Table 4 and perspectives of 3f and 4f are shown
in Fig. 1. In all of the three structures there is evidence of
steric crowding around the C(1) position. The shortened
O(1)—C(1) bond lengths indicate p–� conjugation with
the strongly electron-withdrawing trinitro-substituted
ring. There is also evidence of some conjugation with
the dinitro-substituted ring of 4f. The C(1)—O(1)—C(7)
bond angle is close to 120 � except for 4f, where it opens
to 130 �. The steric interaction of the two rings is
accommodated partly by rotation, by around 45 �, of the
o-nitro groups in the trinitro-substituted ring. There are
also small deviations of O(1) from the ring plane. How-


ever, major steric interactions between the ortho substi-
tuents in the two rings are avoided by twisting of the
planes of the two aromatic rings by an angle which
increases from 66 � in 3a to 76 � in 4f.


Although it is not, of course, possible to obtain x-ray
structures, it is expected that steric crowding around C(1)
will be reduced in the zwitterionic intermediates 5, as the
hybridization changes from sp2 to sp3.


Comparisons


In general, the values of K1kAn, in Table 3, increase
regularly as the X substituents become more electron-
withdrawing. Exceptions are 3f, the 2,6-dimethyl-substi-
tuted derivative, where the value is �100 times smaller
than for 3e, its 2,4-disubstituted isomer, and 4f, the 2,6-
dinitro-substituted compound, where base catalysis is not
observed. Similarly, values of k1 increase slightly, by a
factor of �6, from 3e to 4e. Significantly, the minimum
possible value for k1 for 4f is higher than for 4e, its 2,4-
disubstituted isomer. Also, the value of k1, in Table 3, for
3f is a minimum so that the value may be no lower than
for 3e. These results show that there can be little steric
hindrance to attack by aniline at the 1-position of the
parent molecules, even in the presence of di-ortho sub-
stitution. In fact, the crystal structure in Fig. 1(c) indi-
cates that a relatively unhindered trajectory exists for
approach of the aniline molecule. Similarly, Nudelman
and co-workers16,17 have noted the absence of a primary
steric effect in their work on the reactions of amines
with 4- and 6-substituted-2-nitroanisoles. The small in-
creases in k1 observed in the present work are consis-
tent with increasing electron withdrawal by the X
substituents at the reaction centre and, as argued pre-
viously,15 with an ‘early’ transition state for nucleophilic
attack.


Base catalysis will involve rate-limiting proton transfer
from the zwitterions, 5, to amine.14,15 In previous work, it
has been shown14,15,18,19 that in reactions involving
trinitro-activated compounds, this proton-transfer process
is thermodynamically favoured. In the present systems,
values of kAn/kDABCO are 0.4� 0.1, showing that despite
the differences in basicity (Coetzee and Padmanabhan20


give pKa values of DABCO-Hþ 18.29 and aniline-Hþ


10.56), the abilities of aniline and DABCO to catalyse the
reaction are similar. Hence steric effects are dominant in
determining the values of the rate constant kAn; for the
range of compounds 3e to 4e, the results in Table 3
provide no evidence for increases in steric hindrance to
proton transfer with increasing substitution. Thus, the
increases in K1kAn are reasonably attributed to increases
in K1 as the electron withdrawal at the 1-position in-
creases. Similarly, increases in kAn/k�1 will reflect de-
creases in k�1. The low value observed for K1kAn for 3f
and the absence of base catalysis in 4f may then be
attributed to decreases in kAn. Thus 2,6-disubstitution


Table 4. Selected bond lengths and angles


3a 3f 4f


O(1)—C(1) (Å) 1.350 1.343 1.359
O(1)—C(7) (Å) 1.406 1.423 1.373
C(1)—O(1)—C(7) ( �) 120.3 119.4 130.4
2-Nitro (twist) ( �) 45 53 45
6-Nitro (twist) ( �) 46 58 36
4-Nitro (twist) ( �) 14 10 2
Deviation of O(1) from 7 6 12
trinitro ring plane ( �)
Angle between aromatic 66 74 76
rings ( �)
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inhibits the approach of aniline to the zwitterions 5 so that
intermolecular proton transfer is inhibited.


The importance of the uncatalysed decomposition, the
k2 pathway, is expected to depend markedly on the acidity
of the phenolic leaving group.2 In water21 the pKa values
are 3f 10.6, 3a 10.0, 4e 4.1 and 4f 3.7, and in acetonitrile
these differences are expected to be magnified.22 Our
results indicate that it is only with 4e and 4f derived from
the most acidic phenols, i.e. the least basic phenoxides,
that the uncatalysed reaction can compete with the base-
catalysed pathway. With 4f, the 2,6-dinitro derivative, the
steric hindrance to intermolecular proton transfer to base
is sufficient to make the base-catalysed pathway insig-
nificant relative to the k2 pathway. Since the latter
involves intramolecular proton transfer, steric effects
are unlikely to be important. It is worth noting that also


with benzene as solvent the reaction of 4f with aniline is
uncatalysed.23


CONCLUSION


Our results provide an interesting example of how sub-
stituents in the leaving phenoxy group may give rise to a
change in the nature of the rate-determining step in the
substitution pathway. Steric effects appear to be unim-
portant in determining the value of k1, the rate constant
for nucleophilic attack. However, they can, in the 2,6-
disubstituted compounds, slow rate constants for inter-
molecular proton transfer to a catalysing base. Values of
k2 for the uncatalysed process are expected to vary
depending on the acidity of the leaving group. The


Figure 1. X-ray structures: (a) 3f and (b) and (c) two perspectives of 4f
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result is a change from the 2,6-dimethyl compound
where substitution is wholly base catalysed to the 2,6-
dinitro compound where the uncatalysed reaction is
observed.


EXPERIMENTAL


Diphenyl ethers 3 and 4 were prepared by the reaction of
picryl chloride with 1 equiv. of base in the presence of an
excess of the appropriate phenol in aqueous ethanol.
Recrystallization was from ethanol. 2,4,6-Trinitrodiphe-
nylamine, 7, was prepared by reaction of picryl chloride
with excess aniline in ethanol. All substrates had m.p.s in
satisfactory agreement with published values15,23,24 and
1H NMR spectra consistent with the expected structures.
DABCO and acetonitrile were the purest available com-
mercial samples and aniline was redistilled before use.


1H NMR spectra were measured with a Varian Mercury
200 MHz or Varion Unity 300 MHz instrument. UV–
visible spectra and kinetic measurements were made at
25 �C with a Perkin-Elmer Lambda 2 or a Shimadzu UV
PC spectrophotometer. First-order rate constants were
measured with aniline concentration in large excess of
substrate concentration, (0.5–1)� 10�4 mol dm�3, and
were evaluated using standard methods. Values are pre-
cise to � 3%.


X-ray crystallography. The x-ray diffraction experiments


were carried out on SMART three-circle diffractometers


with a 6K (for 3f and 4f) and 1K (for 3a) CCD area detector,


using graphite monochromated Mo K� radiation. A hemi-


sphere of reciprocal space was covered by a combination of


four and five sets of ! scans for the 6K and 1K CCD area


detector, respectively, each set at different ’ and 2� angles.


Crystals were cooled using a Cryostream (Oxford Cryosys-


tems) open-flow N2 gas cryostat. Absorption corrections


were performed by a semi-empirical method based on Laue


equivalents and multiple scans of reflections. The structures


were solved by direct methods and refined by full-matrix


least squares against F2 of all data, using SHELXTL25


software. Hydrogen atoms were located in all three struc-


tures and refined freely with isotropic displacement para-


meters. Crystal data and the details of data collections,


structure solutions and refinements are summarised in Table


S1, which is available as Supplementary Material at the


epoc website on Wiley Interscience.
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ABSTRACT: Laser-flash photolysis techniques were applied to investigate the dependence of the rotational barrier
about the N-2—N-3 bond of symmetrically 4,40-disubstituted cis-1,3-diphenyltriazenes on substituents and solvents.
The increase in the rotational barrier with increasing ability of the 4-substituent to withdraw electrons implies the
intramolecular process to be more susceptible to the electronic character of the aryl group attached to N-1 than of that
bonded to N-3. Furthermore, the increase in the rotational barrier with decreasing solvent polarity implies an increase
in dipole moment on rotation from the ground state to the transition state. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: triazenes; restricted rotation; rotational isomerism; rotational barrier; substituent effects; solvent effects


INTRODUCTION


Unsaturated compounds able to undergo reversible
changes in double-bond configurations are subjects of
interest for potential applications, among others, in mo-
lecular electronic devices.1 Recent investigations from
our laboratory have focused on the (reversible) isomer-
ization mechanism of symmetrically 4,40-disubstituted
1,3-diphenyltriazenes. Laser excitation of trans-1,3-
diphenyltriazenes in aqueous media has been shown to
lead to the instantaneous formation (i.e. within the time
response of the nanosecond laser-flash photolysis system
used) of the corresponding cis-1,3-diphenyltriazenes,
which subsequently revert to the thermodynamically
more stable trans-forms.2,3 The thermal cis-to-trans iso-
merization is found to be catalyzed by general acids and
general bases (Scheme 1). Acid catalysis (attributed to
rate-limiting proton transfer to N-1) becomes more pre-
dominant as the electron-donating character of the aryl
group increases, while base catalysis (attributed to rate-
limiting base-promoted ionization of N-3) becomes
dominant as the electron-withdrawing character of the
aryl group increases.3 The photoinduced trans-to-cis
isomerization renders indeed a non-equilibrium mixture
of s-cis and s-trans conformers of the corresponding cis-
1,3-diphenyltriazene. Interestingly, the process ascribed
to hindered rotation about the N-2—N-3 bond in cis-1,3-


diphenyltriazenes (i.e. s-cis to s-trans conversion in
Scheme 1) becomes rate controlling when working in
aqueous NaOH solutions,2,3 and preliminary kinetic data
seem to indicate an increase in the rotational barrier with
increasingly stronger electron-withdrawing aryl groups,
and with decreasing solvent polarity.3


Restricted rotation about the N-2—N-3 bond of the
triazeno (diazoamino) group is attributed to its partial
double-bond character, as represented by the two reso-
nance forms shown in Scheme 2. Hindered rotation of
triazenes has been the subject of both experimental and
theoretical studies.4–12 However, with the exception of
one theoretical study of triazene (H2NNNH) and its
methyl derivatives in the gas phase,12 these conforma-
tional studies refer exclusively to restricted rotation in
trans-triazenes; experimental data on hindered rotation in
cis-triazenes were indeed unprecedented prior to our
investigations. In the present paper, we report the results
of a study of the influence of substituents and solvents on
the energy barrier corresponding to the hindered rotation
in cis-1,3-di(4-X-phenyl)triazenes (X¼CH3O, CH3, H,
Cl or CF3) dissolved in aqueous media.


RESULTS AND DISCUSSION


Rate constants for hindered rotation in cis-1,3-di(4-X-
phenyl)triazenes were determined upon laser excitation
(at �¼ 355 nm) of trans-1,3-di(4-X-phenyl)triazenes in
aqueous NaOH solutions. In agreement with previous
preliminary data, rate constants for hindered rotation are
found to diminish (i) as the electron-withdrawing char-
acter of the 4-substituent increases, (ii) with decreasing
polarity/hydrogen-bond donor (HBD) ability of the
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organic co-solvent and (iii) with increasing co-solvent
concentration (Table 1).


In order to obtain the activation parameters corre-
sponding to N-2—N-3 restricted rotation, rate constants
for hindered rotation were determined at different tem-
peratures. From the data shown in Fig. 1 for 30% THF–
H2O solutions, it is found that the activation free energy
and activation enthalpy both increase with increasing
electron-withdrawing character of the 4-substituent
(Table 2). While no study exists on the effects of
disubstitution at N-1 and N-3 in trans-triazenes, a pro-
gressive decrease in the rate of hindered rotation for a
number of trans-1-aryl-3,3-dialkyltriazenes with increas-
ing electron withdrawal of the aryl group has indeed been
reported.4,10a With respect to solvent effects on hindered
rotation, from the data displayed in Fig. 2 for THF–H2O
solutions of 1,3-diphenyltriazene (i.e. X¼H) of different
co-solvent composition, it is found that the activation free
energy and activation enthalpy both increase with in-
creasing organic co-solvent concentration (Table 3, first


three entries). Likewise, for a given co-solvent percen-
tage (i.e. 30% v/v), the activation free energy is found to
decrease with increasing solvent polarity (Fig. 2 and
Table 3, last three entries), although the dependence of
activation enthalpy on the type of solvent is not clear. It
should be pointed out here that a similar solvent effect
(i.e. increase in activation energy with decreasing solvent
polarity) has been reported for a number of trans-1-aryl-
3,3-dialkyltriazenes; values for �Gz in CDCl3 are found
to be smaller than in CS2.6 Finally, the activation entropy
(if at all significant) is in all cases consistently small
(Tables 2 and 3), indicating that the rotation process is not
associated with considerable entropy changes between
the transition state and the ground state in any case.


The increase in activation free energy and in activation
enthalpy, observed experimentally with increasingly
stronger electron-withdrawing groups, correlates very
well with the shortening of the N-2—N-3 bond of the s-
cis conformer predicted by means of AM1 semiempirical


Scheme 1


Scheme 2


Table 1. Rate constants for N-2—N-3 restricted rotation in cis-1,3-di(4-X-phenyl)triazene in aqueous solutions of different co-
solvent composition


krot (105 s�1)a


Substituent MeOH DMSO AN 2-PrOH THF


CH3Ob 4.4� 0.1 2.94� 0.08 2.8� 0.1 2.54� 0.08 1.00� 0.02
Hb 3.4� 0.2 1.94� 0.09 1.62� 0.04 1.59� 0.06 0.56� 0.02
Hc,d n/a 2.5� 0.1 2.25� 0.06 2.44� 0.09 1.26� 0.08
Hc,e 3.54� 0.07 2.8� 0.1 2.8� 0.1 3.0� 0.1 2.7� 0.2
CFc


3 0.54� 0.05 0.31� 0.01 0.28� 0.01 0.166� 0.002 0.098� 0.006


a Values correspond to averages from at least five independent kinetic runs. Aqueous solution contains 30% organic co-solvent, unless indicated otherwise;
T¼ 21 �C; �¼ 0.5 M (NaCl).
b Values taken from Ref. 3.
c This work.
d Aqueous solution contains 20% organic co-solvent.
e Aqueous solution contains 10% organic co-solvent.


Figure 1. Eyring plot for N-2—N-3 restricted rotation in cis-
1,3-di(4-X-phenyl)triazene in 30% THF–H2O solution
[X¼CH3O (O), CH3 (�), H (&), Cl (r), and CF3 (^)]
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calculations (Table 2). Two ab initio studies of conforma-
tions of triazene (H2NNNH) in the gas phase reported two
possible transition states for rotation around the N-2—N-
3 bond.8,12 In these structures the hydrogens on N-3 are
bisected by the symmetry plane, and the lone pair on N-3
is either anti or syn to the N-1——N-2 double bond.
Similarly, AM1 semiempirical calculations predict two
possible transition states for rotation about the N-2—N-3
bond of the s-cis conformer of cis-1,3-diphenyltriazene,
i.e. the unshared pair of electrons at N-3 being syn (TS1)


or anti (TS2) to the diazo group (Scheme 3). As shown in
Table 2, essentially no change in the N-2—N-3 bond
length in TS is predicted with 4-substitution at the AM1
level, thus changes in the rotational barrier with
4-substitution reflect a change in the N-2—N-3 bond
length in the s-cis conformer.


The increase in activation energy observed experimen-
tally with decreasing polarity/HBD ability of the organic
co-solvent, and with increasing organic co-solvent con-
centration, clearly indicates the involvement of a transi-
tion state more polar than the ground state s-cis
conformer. A theoretical study on amide transition states
has shown a general correlation between dipole moment
and solvation,13 and differential solvation has been in-
voked to interpret the increase in the rotational barrier of
amides with solvent polarity,14 and the lack of solvent
effects in the rotational barrier of carbamates.15 Future
theoretical (ab initio) studies will be aimed at describing
the solvation effects on hindered rotation in cis-1,3-
phenyltriazenes.


In summary, this is the first documented example of a
systematic study on the influence of medium and struc-
ture on the rotational barrier of cis-1,3-di(4-X-phenyl)-
triazenes. The increase in the rotational barrier about the
N-2—N-3 bond observed experimentally with increas-
ingly stronger electron-withdrawing groups implies the
intramolecular isomerization process to be more suscep-
tible to the electronic character of the aryl group attached
to N-1 than of that bonded to N-3. Furthermore, the
increase in the rotational barrier about the N-2—N-3
bond observed experimentally with decreasing polarity/
HBD ability of the organic co-solvent, and with increas-
ing organic co-solvent concentration, clearly indicates an


Table 2. Activation parameters for N-2—N-3 restricted rotation in cis-1,3-di(4-X-phenyl)triazene in 30% THF–H2O solution,a


and N-2—N-3 bond lengths calculated by AM1


Substituent �Hz (kcal mol�1)b �Sz (e.u.) �Gz (kcal mol�1)c Bond length (pm)d


CH3O 9.1� 0.1 �5.0� 0.4 10.6� 0.1 134.8 (139.8, 138.1)
CH3 9.6� 0.4 �5� 1 11.1� 0.3 134.3 (139.7, 138.4)
H 9.9� 0.5 �4� 2 11.1� 0.8 134.2 (139.7, 138.1)
Cl 11.2� 0.2 �1.8� 0.7 11.7� 0.2 134.0 (139.7, 138.1)
CF3 11.3� 0.4 �2� 1 11.9� 0.3 133.4 (139.6, 137.9)


a �¼ 0.5 M (NaCl).
b 1 kcal¼ 4.184 kJ.
c 21 �C.
d Bond length for s-cis conformer. Values in parentheses correspond to TS1 and TS2, respectively.


Figure 2. Eyring plot for N-2—N-3 restricted rotation in
cis-1,3-diphenyltriazene in aqueous solutions of different
co-solvent composition: 30% MeOH (^), 30% AN (&),
15% THF (O), 20% THF (r), and 30% THF (�)


Table 3. Activation parameters for N-2—N-3 restricted
rotation in cis-1,3-diphenyltriazene in aqueous solutiona


Co-solvent �Hz (kcal mol�1) �Sz (e.u.) �Gz (kcal mol�1)b


15% THF 9.1� 0.1 �3.6� 0.4 10.2� 0.2
20% THF 9.2� 0.1 �4.4� 0.3 10.5� 0.1
30% THF 9.9� 0.5 � 4� 2 11.1� 0.8
30% AN 11.1� 0.3 2� 1 10.5� 0.4
30% MeOH 9.9� 0.4 �0.6� 0.5 10.1� 0.4


a �¼ 0.5 M (NaCl).
b 21 �C.


Scheme 3
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increase in dipole moment on rotation from the ground
state s-cis conformer to the transition state.


EXPERIMENTAL


Symmetrically 4,40-disubstituted trans-1,3-diphenyltria-
zenes employed were existing samples from a previous
study.3 Kinetic studies were carried out in aqueous NaOH
solutions (typical NaOH concentrations ranged from 0.01
to 0.2 M) having an organic co-solvent; the ionic strength
of these solutions was kept constant at 0.5 M using NaCl
as the compensating electrolyte. Solutions were prepared
using analytical-reagent grade salts, water purified in a
Millipore apparatus, and spectrophotometric grade
organic solvents (EM Science, Omnisolv grade).


Laser experiments were carried out using a Nd:YAG
laser (Continuum, Surelite I-10) operated at �¼ 355 nm
(4–6 ns pulses, <15 mJ per pulse) for excitation. Samples
were contained in quartz cells constructed of 7� 7 mm2


Suprasil tubing. Further details on the time-resolved
laser-flash photolysis system employed in this study are
reported elsewhere.16 All measurements were carried out
at 21� 1 �C.


Observed rate constants were obtained by first-order
fittings using the general curve-fitting procedure of
Kaleidagraph 3.0.5 software from Abelbeck Software.
Molecular modeling calculations were carried out using
the AM1 method as implemented in the Gaussian 03M
program.17
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ABSTRACT: The effect of the bulkiness of the amide group vicinal to the ether bond on the acid hydrolysis rate of
substrates 1b–d was investigated. The kinetic data showed that increased bulkiness of the acyl group has a
considerable effect on the reaction rate, accelerating the anchimerically assisted hydrolytic process of the ether
bond. A different mechanism is proposed for 1d, which is supported by the thermodynamic activation parameters
values. The hydrolysis rate of 1d is about 3� 105-fold higher than that of the reference compound. Copyright # 2004
John Wiley & Sons, Ltd.


KEYWORDS: anchimeric assistence; amides; ether cleavage; acid hydrolysis


INTRODUCTION


In a continuation of our program aimed at the acid-
induced ether cleavage anchimerically assisted by a
vicinal amide group,1–6 we have investigated the effect
on the hydrolytic process induced by the change of the R
acyl group of the substrate 1 (Scheme 1).


The compounds previously studied, i.e. 1 [R——CH3


(Ref. 1) or Ph (Ref. 3)], showed that the proton concen-
tration does not have a constant effect on the reaction
rate. In fact, at all the temperatures investigated the plots
of the pseudo-first-order rate constant (kobs) vs [HCl]
showed two practically linear regions with different
slopes. Below 5 M HCl the acidity increase causes a
relatively small increase in kobs, while a clearly greater
reaction sensitivity to [Hþ] is observed above 5 M HCl.
We deduced that the greater slope of the plot of kobs vs
[HCl] at acidity values higher than 5 M HCl, is ascribable
to a strong increase in the activity coefficient ratio
( fSHþ=f 6¼ ) at ionic strengths I> 5 M.3,6


To investigate the effect of the bulkiness of the amide
group vicinal to the ether bond on the acid hydrolysis
rate, we have extended the kinetic studies to the sub-
strates 1b–d synthesized following the procedure de-
scribed previously for analogous compounds.1,3


RESULTS AND DISCUSSION


We report the kinetic measurements accomplished at
various temperatures and in the acidity range 4.9–


8.6 M HCl, where the plot of the rate constant (kobs) vs
[HCl] is practically linear, as previously observed also for
similar substrates.1,3


From the rate constants (kobs), calculated by measuring
the optical density vs time, for the acid-catalysed hydro-
lysis of 1b–d under various experimental conditions
(Table 1), the thermodynamic activation parameters
were calculated at 50 �C (Table 2) from the linear rela-
tionship of ln kHþ vs 1/T, where kHþ is obtained from the
slope of the plot of kobs vs [Hþ] for each temperature
(Table 1). The relative rates, calculated at 57.8 �C from
kHþ values, for 1a, 1b, 1c and 1d are 1:3.5:12:137,
respectively. Thus, the point which clearly emerges is
that increased bulkiness of the acyl group has a consider-
ably effect on the reaction rate, accelerating the anchi-
merically assisted hydrolytic process, which is
unexpectedly high for the substrate 1d.


In order to realize the effect of the acyl substituent on
the reaction rate, the logarithm of the second-order rate
constants at 57.8 �C were plotted against the �* values
calculated by Charton,7 these parameters taking into
account the steric effect of the branching of the alkyl
group. For the substrate 1d we observed a meaningful
positive deviation from the expected value calculated
from the equation log kHþ ¼ (2.38� 0.02)�*� (5.47�
0.02), which fits very well (r¼ 0.9999 and F¼ 14 260)
the other substrates (Fig. 1). A similar linear correlation
for 1a–c, but with a negative slope, was found also
between log kHþ and the Taft parameter �* (not re-
ported). Further, it should be emphasized that an analo-
gous very good linear correlation between the pKSHþ


values (determined as reported in the Experimental
section) and �* was found for 1a–c, whereas the pKSHþ


of 1d showed a considerable deviation also in this case
(Fig. 2).
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We believe that the rate increase observed on going
from 1a to 1d is not ascribable to the steric acceleration
effect (found, for instance, in elimination reactions8)
because, from the ground state to the transition state, a


crowding effect occurs at the carbonyl carbon atom. In
fact, in the course of the reaction, the electronic character
of the carbonyl carbon changes from sp2 to sp3, hence the
increasing bulkiness of the amide function should reduce
its reactivity owing to the increased crowding in the
transition state. In contrast, for the investigated amides
1a–d the reverse is true, i.e. the more crowded substrate
(1d) showed a higher reactivity. We believe that the rate
decrease on going from 1d to 1a is probably due to the
hyperconjugative effect9 of �-hydrogens to the carbonyl,
i.e. an increase in the number of these hydrogens causes a
decrease in the observed rate constant. Actually, the
replacement of a hydrogen atom with a CH3 group has
a destabilizing effect on the protonated substrate with
respect to the transition state giving rise to a decrease in
the activation energy.


By plotting �H 6¼ vs �G 6¼ of 1a–d in a statistical
weight-meaningful form, for 1d a significant positive
deviation from the linear regression concerning the iso-
kinetic relationship (IKR) was observed (Fig. 3). Because
a linear relationship between �H 6¼ and �G 6¼ generally
means that only one reaction mechanism is present, the
observation of significant scattering could suggest that 1d
reacts by a different mechanism10,11 to the other sub-
strates investigated.


Similarly, the rate increase (about 3.2-fold) for 1d with
respect to the expected value suggests the same hypoth-
esis. This is in agreement with the lower acidity of the
conjugate acid of 1d (pKSHþ¼�3.35) compared with the
value extrapolated from the correlation in Fig. 2
(pKSHþ¼�4.22). This suggests that the protonation
mainly occurs at the ether position, probably owing to
the increased steric interference of the tert-butyl group
with solvation.12


With this mechanistic hypothesis, the carbonyl oxy-
gen atom would perform a nucleophilic attack on the
carbon adjacent to the protonated —OCH3 fragment.
This would lead to the expulsion of a CH3OH molecule
(Scheme 2). This attack should occur with a higher rate,
as indicated by the activation parameters in Table 2. We
believe that this mechanism gives a sterically less
strained transition state. In fact, the intermediate II is
a five-membered cyclic carbocation where the angle
between the tert-butyl carbon atom and N is 120�, i.e.
greater than in the five-membered cyclic oxonioun
intermediate I proposed in the mechanism described in
Scheme 1.


Scheme 1. R¼ (1a) CH3; (1b) C2H5; (1c) CH(CH3)2; (1d) C(CH3)3


Table 1. Rate constants and experimental conditions for the
acid hydrolysis of 1b–d


T� 0.1 [HCl] 103kobs(s�1)
(�C) (mol dm�1)


(a)a 1b 1c 1d


31.1 5.95 0.61
7.52 1.62
8.71 2.56


36.6 4.97 0.50
5.94 1.27
7.50 3.28
8.69 4.98


45.5 4.95 0.06 1.78
5.92 0.25 3.63
7.46 0.64 9.54
8.65 0.90 13.00


50.2 4.93 2.67
5.90 7.56
7.45 14.00
8.63 19.30


52.3 4.93 0.126
5.90 0.222
7.31 0.389
8.57 0.558


55.5 4.96 0.33
6.20 0.80
7.40 1.80
8.64 2.54


57.8 4.92 0.275 0.364 6.70
5.89 0.51 1.20 15.30
7.43 0.865 2.10 27.00
8.60 1.07 3.20 38.30


60.1 4.96 0.33 0.60
6.19 0.55 1.23
7.39 1.00 2.47
8.61 1.30 3.83


65.1 4.94 1.06
6.17 1.82
7.37 4.14
8.58 5.93


70.2 4.89 1.06
5.86 1.42
7.24 3.24
8.49 3.36


79.2 4.87 2.19
5.83 2.96
7.21 5.71
8.46 7.10


a Values corrected at the various temperatures.1
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This hypothesis is strengthened by the �S value of 1d
in comparison with 1c. The �G 6¼ decrease for 1d with
respect to 1c is due to an increase in both �H 6¼


(0.9 kcal mol�1) and T�S 6¼ (0.8 kcal mol�1) (l kcal¼
4.184 kJ). In contrast, the �G 6¼ decrease on going from
1a to 1c is exclusively due to the �H 6¼ increase, the
T�S 6¼ increase (from �2.5 to 5.1 kcal mol�1) being
unfavourable.


The reaction path in Scheme 2 should be favoured over
that in Scheme 1 because in the former case the inter-
mediate II which forms in the rate-determining step is
clearly stabilized by resonance. The intermediate II can
be described by three resonance structures which indicate
that the positive charge is delocalized among sp2 carbon,
oxygen and nitrogen atoms and that the intermediate has
a tertiary carbocation character. Conversely, a similar
stabilization cannot be recognized in intermediate I,
where the positive charge is frozen on the oxygen atom.


The cross-over from the mechanism in Scheme 1 to
that in Scheme 2 can be ascribed at least in part to the
different protonation of substrate 1d in comparison with
1a–c. However, we do not exclude the possibility that the
mechanism in Scheme 2 can operate also with the 1c
derivative, at least in part.


In conclusion, we believe that the relevant rate in-
crease observed on going from 1a to 1d can be reason-
ably ascribed to the hyperconjugative effect on the
protonated substrate (i.e. the reacting species). For 1d
the increase in the steric hindrance near to the C——O is
an important factor which favours the change in the
reaction mechanism.


We emphasize that the effectiveness of the neighbour-
ing amide group assistance in the acid hydrolysis of 1d is
remarkable. In fact, the ratio between the second-order
rate constants (kHþ) of 1d, calculated at 69.9 �C from
thermodynamic activation parameters, and of the refer-
ence compound without the amide function, already
reported,1 is about 3� 105.


EXPERIMENTAL


General


1H and 13C NMR spectra were recorded with a Varian
Gemini 300 (300 MHz) instrument using CDCl3 as sol-
vent. Chemical shifts are in ppm relative to CDCl3 and
the coupling constants (J) are in hertz. UV spectra and
kinetic measurements were recorded on a Perkin-Elmer
Lambda 6 spectrophotometer. IR spectra were recorded
on a Nicolet 210 spectrophotometer.


The products were analysed by using a Hewlett-
Packard Model 1100 liquid chromatograph–single-
quadrupole mass-selective detector system, with an
atmospheric pressure chemical ionization–electrospray
interface, using a Zorbax Eclipse XDB-C8 column.


Products


General procedure for the synthesis of 1b–d. The pro-
ducts were obtained starting from 6-ethyl-o-toluidine and


Table 2. Thermodynamic activation parameters for the acid hydrolysis of 1a–da


Substrate 1 �G 6¼ (kcal mol�1) �H 6¼ (kcal mol�1) �S 6¼ (cal mol�1 K�1) T�S 6¼ (kcal mol�1)


(1a) R¼CH3
b 25.8� 1.5 23.3� 1.0 �7.6� 3.2 �2.5� 1.0


(1b) R¼C2H5 24.9� 0.7 20.5� 0.5 �13.5� 1.6 �4.4� 0.5
(1c) R¼CH(CH3)2 24.1� 0.5 19.0� 0.4 �15.7� 1.1 �5.1� 0.4
(1d) R¼C(CH3)3 22.4� 0.7 18.1� 0.5 �13.4� 1.6 �4.3� 0.5


a Calculated at 50�C from the kHþ values.
b From kinetic data reported in Ref. 1.


Figure 1. Log kHþ (mol�1 s�1) vs �* for the acid hydrolysis of
1a–c at 57.8 �C Figure 2. pKSHþ of 1a–c, at 25 �C vs �*
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(�)-ethyl 2-bromopropionate and following the proce-
dure already used to synthesize the analogous substrate
1a.3 After purification by silica gel chromatography,
eluting with hexane–ethyl acetate, the pure products
were isolated as an oil in 65–70% overall yield.


N-(2-Ethyl-6-methylphenyl)-N-(methoxyprop-2-yl)propa-
namide (1b). 1H NMR, � 1.0 (t, 3H, J¼ 7.4); 1.05–1.15
(2d, 3H, J¼ 5); 1.25 (t, 3H, J¼ 7.5); 1.8 (m, 2H); 2.2 (2s,
3H); 2.5 (m, 2H); 3.3 (2s, 3H); 3.45 (2dd, 1H, J¼ 7.2,
9.3); 3.65–3.8 (2dd, 1H, J¼ 3.9, 9.3); 4.25 (m, 1H); 7.12
(m, 3ArH). 13C NMR, � 8.9, 13.6, 13.9, 15.3, 15.5, 18.5,
23.2, 23.5, 27.5, 27.6, 53.7, 53.9, 58.1, 74.9, 126.1, 126.2,
127.7, 128.2, 136.5, 136.6, 138.3, 142.1, 142.2, 174.1. IR
(thin film): �¼ 1659.8 cm�1 (C——O). HPLC–MS: m/z
264.2 (Mþþ 1), 286.2 (MþþNa).


N-(2-Ethyl-6-methylphenyl)-N-(methoxyprop-2-yl)-2-
methylpropanamide (1c). 1H NMR, � 0.95 (m, 6H); 1.05–
1.15 (2d, 3H, J¼ 7); 1.23 (m, 3H); 2.1 (m, 1H); 2.2 (2s,
3H); 2.55 (m, 2H); 3.25–3.3 (2s, 3H); 3.5 (dd, 1H,
J¼ 8.7, 9.3); 3.65–3.8 (2dd, 1H, J¼ 3.9, 9.3); 4.1 (m,
1H); 7.1 (m, 3ArH). 13C NMR, � 13.6, 14, 15.4, 15.7,
18.7, 18.9, 19, 19.5, 19.6, 19.7, 19.8, 23.3, 23.5, 32, 54.3,
54.6, 58.3, 75.1, 126, 126.2, 127.7, 127.8, 128.4, 136.5,
136.7, 138.7, 142.2, 142.3, 178.4. IR (thin film):
�¼ 1655.8 cm� 1 (C——O). HPLC–MS: m/z 278.2
(Mþþ 1), 300.2 (MþþNa).


N-(2-Ethyl-6-methylphenyl)-N-(methoxyprop-2-yl)-2,2-
dimethylpropanamide (1d). 1H NMR, � 0.92 (s, 9H);


1.08–1.15 (2d, 3H, J¼ 7); 1.25 (2t, 3H, J¼ 7.2); 2.2–2.3
(2s, 3H); 2.6 (m, 2H); 3.3 (2s, 3H); 3.55 (2dd, 1H, J¼ 7.4,
9.3); 3.7 (2dd, 1H, J¼ 3.6, 9.3); 3.95 (m, 1H); 7.1 (m,
3ArH); 13C NMR, � 13.4, 13.8, 15.3, 15.6, 19.2, 19.4,
23.7, 29, 29.1, 41.6, 41.7, 56.9, 57.5, 58.4, 75.5, 75.6,
125.7, 125.8, 127.7, 127.8, 128, 128.1, 136.9, 137.3, 140,
140.1, 142.5, 142.7, 178.7, 178.8. IR (thin film):
�¼ 1634.6 cm� 1 (C——O). HPLC–MS: m/z 292.2
(Mþþ 1), 314.2 (MþþNa).


3-(2-Ethyl-6-methylphenyl)-2-ethyl-2-hydroxy-4-methy-
loxazolidine (2b). This it was obtained by subjecting 1b to
hydrolysis in 5 M HCl at 80 �C. After about 1 h, the
reaction mixture was evaporated to dryness in vacuo
and the oily residue was pure by TLC analysis. 1H
NMR, � 1 (t, 3H, J¼ 7.4); 1.1–1 .2 (2d, 3H, J¼ 6.6);
1.25 (t, 3H, J¼ 7.6); 1.8 (m, 2H); 2.2 (2s, 3H); 2.4–2.65
(m, 2H); 3.62 (m, 1H); 4–4.25 (m, 2H); 7.05–7.4 (m,
3ArH). 13C NMR, � 8.8, 13.5, 14, 14.8, 15, 18.4, 18.7,
23.4, 27.5, 46.8, 46.9, 56.1, 56.6, 126.4, 128, 128.5,
135.9, 136.2, 137.8, 141.7, 141.8, 174.2, 174.3. IR (thin
film): �¼ 3440 cm� 1 (broad, OH). HPLC–MS: m/z
250.2 (Mþþ 1), 272.2 (MþþNa).


3-(2-Ethyl-6-methylphenyl)-2-hydroxy-2-isopropyl-4-me-
thyloxazolidine (2c). This was obtained by subjecting 1c
to hydrolysis in 5 M HCl at 70 �C for about 2 h. The
reaction mixture was evaporated to dryness in vacuo
and the oily residue was pure by TLC analysis. 1H
NMR, � 0.97 (m, 6H); 1.25 (m, 6H); 2–2.25 (m, 1H);
2.2–2.3 (2s, 3H); 2.55 (m, 2H); 3.7 (m, 1H); 3.95–4 .2 (m,
2H); 7.15 (m, 3ArH). 13C NMR, � 13.7, 14.2, 15.1, 15.4,
19, 19.2, 19.5, 19.7, 19.8, 19.9, 23.6, 32.1, 47.3, 57.1,
57.7, 57.8, 126.5, 126.6, 128, 128.2, 128.3, 128.8, 136.5,
138.4, 142, 142.1, 178.6. IR (thin film): �¼ 3459 cm� 1


(broad, OH). HPLC–MS: m/z 264.2 (Mþþ 1), 286.2
(MþþNa).


3-(2-Ethyl-6-methylphenyl)-2-hydroxy-4-methyl-2-tert-
butyloxazolidine (2d). This was obtained by subjecting 1d
to hydrolysis in 5 M HCl at 60 �C for about 0.5 h. The
reaction mixture was evaporated to dryness in vacuo and
the oily residue was pure by TLC analysis. 1H NMR, �
1.2 (3s, 9H); 1.3–1.35 (2t, 3H, J¼ 7.4); 1.44 (2d, 3H,
J¼ 6.5); 2.35–2.45 (2s, 3H); 2.52–2 .82 (m, 1H); 4.95
(m, 1H); 5.1–5.35 (m, 1H); 5.9 (m, 1H); 7.3 (m, 3ArH).
13C NMR, � 13.3, 14, 15.4, 15.9, 18.4, 19.2, 23.4, 23.7,


Figure 3. �H 6¼ vs �G 6¼ (kcalmol�1) for the acid hydrolysis
of 1a–c


Scheme 2
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26.9, 36.8, 36.9, 64, 64.9, 77.2, 126.6, 127.2, 129, 129.1,
129.3, 129.4, 130.8, 134.1, 135.2, 140, 140.7, 182.8. IR
(thin film): �¼ 3465 cm� 1 (broad, OH). HPLC–MS: m/z
278.2 (Mþþ 1), 300.2 (MþþNa).


Kinetic experiments


The acid hydrolysis was followed spectrophotometri-
cally, as described previously,3 by measuring the change
in optical density (OD) at 266 nm for substrates 1b and 1c
and at 240 nm for 1d. The reactions follow a pseudo-
first-order law over at least 90% of reaction. The kinetics
were measured in duplicate runs and the mean value was
reported. The rate constants (kobs) were obtained from the
equation ODt¼OD0þ (OD1�D0)[1� exp(� tkobs)] by
plotting at least 200 values of OD with a non-linear least-
squares routine (FigP6.0 program, Biosoft) and very good
to excellent plots were always obtained. After completion
of the reaction, after about 10 half-lives, the products
were identified by mass spectrometry by comparison with
reference compounds 2b–d obtained as reported above.


pKSHþ measurement


The pKSHþ values of substrates 1b–d were measured
spectrophotometrically at 25 �C in HCl solutions follow-
ing the protocol reported previously.3 The OD values
of protonated species were measured in 10 M HCl.
Since the hydrolysis of 1d proceeds significantly also at
room temperature, the absorbance was recorded as a


function of time and extrapolated to t¼ 0. The pKSHþ


values, calculated from the equation pKSHþ ¼H0þ
nlog([SHþ]/[S]), are �2.7 (n¼ 0.74) for 1b, �3.5 (n¼
0.41) for 1c and �3.35 (n¼ 1.82) for 1d.
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ABSTRACT: The rates of thiolysis of cephalosporins were investigated by high-performance liquid chromatography
and 1H NMR spectroscopy. Thiols catalyse the hydrolysis through the formation of a thioester intermediate and
the catalytically reactive form of the thiol is the thiolate anion. Variation of nucleophilic reactivity by changing the
basicity of the thiolate anion generates a Brønsted �nuc value of 1.22 with cephaloridine, indicating that the
breakdown of the tetrahedral intermediate is the rate-limiting step. The effect of C30 substituents on the rate of
thiolysis of cephalosporins generates a large Hammett � of ca 12, which is compatible with C—N bond fission
occurring without protonation of the �-lactam nitrogen. Solvent kinetic isotope effects kH2O=kD2O of ca 1.1 also
indicate that solvent water probably does not act as a general acid catalyst facilitating breakdown of the tetrahedral
intermediate by protonating the departing amine. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: cephalosporins; thiol-catalysed hydrolysis; rate-limiting amine anion expulsion


INTRODUCTION


The reactions of �-lactam antibiotics and their derivatives
have been extensively studied.1–4 The �-lactam ring of
penicillins (1) shows susceptibility towards attack by
nucleophilic reagents in water, such as amines, alcohols
and thiols, in competition with that by hydroxide ion.
Nucleophilic substitution at the carbonyl centre of �-
lactams is an acyl transfer process involving covalent
bond formation between the carbonyl carbon and the
nucleophile and C—N bond fission of the �-lactam.
Previous studies have indicated that covalent bond for-
mation to the incoming nucleophile occurs before �-
lactam C—N bond fission, resulting in the reversible
formation of a tetrahedral intermediate (Scheme 1).1–4


The rate-limiting step in these reactions is thus com-
monly ring opening and breakdown of the tetrahedral
intermediate.2–6


The timing of bond making and breaking in acyl
transfer reactions is a result of subtle effects often


involving proton transfer. For stepwise processes invol-
ving the formation of a tetrahedral intemediate resulting
from the attack on a carbonyl centre by a nucleophile
with an ionizable hydrogen, there is a large change in the
latter’s pKa as a result of covalent bond formation. Proton
transfer from the nucleophile to a base catalyst thus
occurs after full covalent bond formation, as it changes
from a thermodynamically unfavourable to a favourable
process. For example, aminolysis usually, but not always,
requires general base catalysis to remove a proton from
the attacking amine which occurs after formation of the
tetrahedral intermediate in a rate-limiting step which is
diffusion controlled.2–4 More acidic nucleophiles such as
alcohols and thiols may have a significant concentration
of the ionized basic form present in solution which acts as
the nucleophile and therefore proton removal is not
necessary.


Acyl transfer involving �-lactam antibiotics requires
C—N fission and expulsion of an amine. Formation of
the tetrahedral intermediate also changes the basicity of
the leaving group amine, as amide resonance in the �-
lactam is lost and proton transfer to nitrogen changes
from an unfavourable to a thermodynamically favourable
process. Hence many of these reactions require general
acid catalysis and protonation of the amine nitrogen
leaving group. In addition, the tetrahedral intermediate
may be stabilized by metal ion coordination to the
leaving group.4 Although the release of strain energy,
which accompanies ring opening, could possibly de-
crease the need for protonation, C—N fission in penicil-
lins appears to require some form of catalysis.1–3 For
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example, the alcoholysis5 and thiolysis6 of penicillins
occur with rate-limiting breakdown of the tetrahedral
intermediate facilitated by proton transfer from solvent
water to the departing amine.


Cephalosporins (2) are different from penicillins in that
the �-lactam is fused to a six-membered dihydrothiazine
and breakdown of the tetrahedral intermediate involves
the formal expulsion of an enamine.3 However, thermo-
dynamically protonation of enamines generally occurs on
carbon, not nitrogen, to generate an iminium ion. Further-
more, by analogy with enols and alcohols, the nitrogen
anion of deprotonated enamines is expected to be more
stable than the analogous amine anion.


It has been suggested7 that the mechanism of hydrolysis
of the cephalosporin nitrocefin (3) catalysed by the bi-
nuclear zinc enzyme �-lactamase from B. fragilis occurs
with amine anion expulsion which, in this case, is facili-
tated by extensive resonance stabilization. We wished to
explore this possibility in non-enzyme catalysed reactions
of cephalosporins which contain the standard substituents
at C3 of the dihydrothiazine leaving group. We have
studied the thiolysis of cephalosporins because we have
previously demonstrated6 that the analogous reaction with
penicillins occurs with rate-limiting breakdown of the
tetrahedral intermediate with C—N fission and expulsion
of the thiazolidine amine leaving group.


EXPERIMENTAL


Materials


Thiols (2-mercaptoethanol, methyl 3-mercaptopropio-
nate, 3-mercaptopropane-1,2-diol, mercaptoethylamine
[aminoethanethiol (AET)], methyl 2-mercaptoacetate
(MT), 2,2,2-trifluoroethanethiol, sodium hydrogensul-
fide, thiophenol), buffers and the cephalosporins were
purchased from Sigma and other materials were of
AnalaR grade. Freshly boiled deionized water was used


throughout and the ionic strength maintained at
0.5 mol dm�3 with potassium chloride. Deuterium oxide
(99.9% D) was obtained from Sigma. Owing to the high
volatility and the oxidation of some of the thiols used in
this study (particularly when alkaline solutions of thiols
are used), the concentration of thiol in solution was
measured just before use by Ellmann’s method.8 In order
to minimize disulfide formation the experiments were
carried out under argon and if the loss of thiol was still
significat sealed ampoules were used.


High-performance liquid
chromatography (HPLC)


A Shimadzu LC-9A chromatograph with a Rheodyne
model 7125 universal injector and a Shimadzu SPD-M6A
UV–visible photodiode-array detector were used for the
HPLC experiments. The column was Spherisorb ODS
(25� 0.46 cm i.d., 5mm) and the eluent was
0.1 mol dm�3 aqueous NH4OAc–MeCN (88:12) at a
flow-rate of 1.5 ml min�1.


The kinetics of the reaction were studied by following
the decrease in HPLC peak areas of the cephalosporin (ca
2.0� 10�4 mol dm�3) at 260 nm at the desired tempera-
ture. The reactions were initiated by addition of 200–
2000ml of a stock solution of the thiol (ca 0.5 mol dm�3),
prepared just before the kinetic run, to 25 ml of buffer
solution (0.2 mol dm�3) and at a constant ionic strength
of 0.5 mol dm�3 (with KCl) containing the desired
amount of cephalosporin (20–40 mg) preincubated at
the desired temperature � 0.1 �C. The final concentration
of thiol was between 20 and 100 times greater than that of
the cephalosporin. Reactions where the concentration of
thiol was fairly high were initially frozen by withdrawing
1 ml of the reaction mixture at appropriate time intervals
adding 200ml of 1 M HCl to lower the pH to 7.0, and
immediately freezing the sample in liquid nitrogen. The
samples were kept in the freezer until they were injected
(during the same day) into the HPLC system. Assays
were repeated if the pH change over the course of a
reaction was >0.03. All reactions were repeated two or
three times in order to obtain a reliable value, with an
estimated error of � 5% in the second-order rate con-
stant. The kinetics of the hydrolysis reactions were also
studied using the same buffer solutions and technique.
The decrease in HPLC peak areas for cephalosporin was
followed at 260 nm and at the desired temperature using
carbonate or MOPS [3-(N-morpholino)propanesulfonic
acid] as buffer (0.2 mol dm�3) at the same pH (or pD) as
the thiolysis reaction. The buffer solutions were preincu-
bated at constant temperature prior to the kinetic run.


Deuterium solvent kinetic isotope effects


The second-order rate constants of thiolysis of cephalor-
idine and cephalothin with 2-mercaptoethanol and


Scheme 1


522 A. LLINÁS, B. VILANOVA AND M. I. PAGE


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 521–528







2-mercaptoethylamine were also determined in D2O
solutions. In order to have an accurate concentration of
the thiol in H2O and D2O, the pKa values of the thiols
were determined by potentiometric titration in H2O and
D2O. The pD was measured with a standard microelec-
trode using pD¼ pH meter readingþ 0.40.


NMR spectroscopy


The NMR spectra were obtained on a Bruker AMX-300
spectrometer. Sample tubes of 5 mm diameter were used
containing 3-(trimethylsilyl)-1-propanesulfonic acid
(DSS) as internal reference. Chemical shift values (�)
are given in ppm and coupling constants are in hertz.


Determination of free thiol content


Aliquots of the reaction mixture ([thiol]¼ 4.0�
10�3–2.0� 10�2 mol dm�3, [cephalosporin]¼ 2.0�
10�4 mol dm�3) were diluted between 2- and 10- fold
and then assayed for free thiol content by using the
method of Ellmann.8 A stock solution of 5,50-dithio-
bis(2-nitrobenzoic acid) (DTNB), 41.3 mg in 10 ml of
0.1 mol dm�3 phosphate buffer (pH 7.0), was prepared
and stored in the dark. Samples of the diluted reaction
(100–150ml) were withdrawn at different times, mixed
with 2.5 ml of phosphate buffer (pH 8.0) and 40ml of
stock DTNB solution were added. The final thiol con-
centration was therefore ca 1� 10�4 mol dm�3, in order
to have an initial absorbance value between 1.2 and 1.6.
After 2 min, the absorbance at 412 nm was measured
against a blank solution lacking thiol. A new blank was
prepared for every measurement.


RESULTS AND DISCUSSION


The hydrolysis of cephaloridine (4) is catalysed by thiols
and the observed pseudo-first-order rate constants, kobs,
increase linearly with total thiol concentration, [RSH]tot.
The intercept of the plot of kobs against total thiol
concentration corresponds well with the calculated first-
order rate constant for the background hydrolysis. The
rate law for the thiol catalysed hydrolysis is given by Eqn
(1) and the slopes of the plots are designated kcat [Eqn (2)]
and increase with increase in pH. The dependence of kcat


on the fraction of thiol present as the free base in the
buffer solution, �, is given by Eqn (2).


kobs ¼ kOH�½OH�� þ kbuffer½buffer�
þ kRSH½RSH� þ kRS�½RS��


ð1Þ


kobs ¼ kOH�½OH�� þ kbuffer½buffer� þ kcat½RSH�tot


where


kcat ¼ kRS��þ kRSHð1 � �Þ ð2Þ


and


� ¼ ½RS��=½RSH�tot


A plot of kcat against � gives a positive intercept equal
to kRS� at �¼ 1 and an intercept at �¼ 0 which is
indistinguishable from zero. This indicates that the re-
active form of the thiol is the thiolate anion, and that there
is no reaction by the neutral, undissociated thiol. A plot of
the observed pseudo-first-order rate constant, kobs, against
the concentration of the thiolate anion of 2-mercaptoetha-
nol is shown in Fig. 1. The second-order rate constant for
thiolysis, kRS� , is given by the slope of this graph. The
rate law for the hydrolysis of cephaloridine in aqueous
buffers of thiol is effectively reduced to Eqn (3):


kobs ¼ kOH�½OH�� þ kbuffer½buffer� þ kRS�½RS�� ð3Þ


It seems likely that the thiolate anions react with
cephalosporins by nucleophilic attack on the �-lactam
carbonyl carbon to displace the dihydrothiazine enamine
to initially generate a thioester. The reaction of thiols with
cephaloridine (4) in water is outlined in Scheme 2 and
although the presence of the thioester intermediate (5)
could not be identified by 1H NMR, it is compatible with
analogous studies with penicillin6 and observations


Figure 1. Plot of the observed pseudo-first-order rate con-
stant, kobs, against the concentration of thiolate anion of 2-
mercaptoethanol at pH 10.10 at 30.0 �C and ionic strength
0.5mol dm�3
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described later. In the case of cephaloridine (4), the
leaving group L (pyridine) is rapidly expelled from the
initial enamine (6) to generate the unsaturated imine (7).
Evidence for a thioester intermediate has been directly
observed in some other reactions, e.g. in the hydrolysis of
methyl thiohippurate9 and N-trans-cinnamoylimida-
zole,10 in addition to being deduced from kinetic obser-
vations.11,12


The second-order rate constants for the reaction of
cephaloridine with a variety of thiols were determined
and found to increase with increasing basicity of the thiol
(Table 1). A plot of logkRS� against the pKa of the thiol
(Fig. 2) has a least-squares slope of �nuc¼ 1.22� 0.02.
This large dependence of the rate upon basicity of the
thiolate anion is indicative of nucleophilic rather than
general-base catalysis. The second-order rate constant for
AET and MT show a slight positive deviation from the
line, whereas a negative deviation is observed in the case
of hydrogen sulfide.


The Brønsted �nuc of 1.22 indicates that the negative
charge on the thiolate anion in the reactant is effectively
removed in the transition state and, perhaps, has gained
some effective positive charge. The Brønsted �nuc values
for the thiolysis of other acyl groups are generally 0.2–0.3
when the rate-determining step is attack on the carbonyl
group and is often observed with basic thiols and good
leaving groups expelled from the acyl centre.14,18 Much
larger values of about 1.0 are observed when breakdown
of tetrahedral intermediate is rate limiting, as seen with
weakly basic thiols and poor leaving groups.14,18 The
Brønsted �nuc value of 1.22 obtained for the thiolysis of
cephaloridine therefore suggests rate-limiting breakdown
of the tetrahedral intermediate T� (Scheme 3) to form
the thioester. This means that the rate of regeneration
of reactants by expulsion of the thiolate anion is faster
than opening of the strained �-lactam ring (k�1� k2)
(Scheme 3). Full conversion of the thiolate anion to a
thioester (5) is expected14 to change the effective charge
on sulfur from �1 to þ0.4, corresponding to a �nuc of 1.4.


Scheme 2


Table 1. Second-order rate constants for the reaction of
thiolate anions with cephaloridine at 30.0 �C and total ionic
strength 0.5mol dm�3 (KCl)


Thiol pKa kRS� (mol�1 dm3 s�1)


2-Mercaptoethanol (ME) 9.61a 1.64� 10�1


Methyl 3-mercaptopropionate 9.33b 1.25� 10�1


(MMP)
3-Mercaptopropane-1,2-diol 9.28c 1.85� 10�1


(MTG)
2-Aminoethanethiol (AET) 8.50d 6.40� 10�2


Methyl 2-mercaptoacetate 7.83e 1.47� 10�2


(MT)
2,2,2-Trifluoroethanethiol 7.30a 2.31� 10�4


(TFET)
Sodium hydrogensulfide 6.88f 7.57� 10�5


(NaHS)
Thiophenol (TP) 6.43a 5.08� 10�5


a Ref. 13.
b Ref. 14.
c Ref. 15.
d Determined by photometric titration.
e Ref. 16.
f Ref. 17.


Figure 2. Plot of the second-order rate constant, kRS� , for
the thiolysis of cephaloridine against the pKa of the corre-
sponding thiol. Temperature 30.0 �C and ionic strength
0.5mol dm�3. Thiols: ME, 2-mercaptoethanol; MMP, methyl
3-mercaptopropionate; MTG, 3-mercaptopropane-1,2-diol;
AET, aminoethanethiol; MT, methyl 2-mercaptoacetate;
TFET, 2,2,2-trifluoroethanethiol; NaHS, sodium hydrogensul-
fide; TP, thiophenol


Scheme 3
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The observed �nuc value of 1.2 is thus indicative of
significant C—N fission and thioester formation in the
transition state. The Brønsted �nuc for the thiolysis of
benzylpenicillin is smaller at 0.9 but still compatible with
rate-limiting breakdown of the tetrahedral intermediate.6


In addition to hydrolysis and thiolysis of cephaloridine,
a small amount of �2–�3 isomerization and C7 epimer-
ization occur. The rates of these processes could be
followed by both 1H NMR and HPLC. For example, at
pH 10.5, 30.0 �C and ionic strength 0.5 M with 0.01 M


mercaptoethanol, �2–�3 isomerization occurs about 100
times more slowly than thiolysis, which is also about 20
times faster than C7 epimerization. Also, the initial
hydrolysis product (6) may expel a leaving group L at
C30 to generate an �,�-unsaturated imine (7) (Scheme 4),
which is then converted to the C30 thioether adduct (9) as
a result of Michael addition of the mercaptoethanol.19


The second-order rate constant for this process, (7) to (9),
which was shown to be reversible, is 24.1 mol�1 dm3 s�1.


The effect of C7 and C3 substituents on the rate of the
thiol-catalysed hydrolysis of cephalosporins was also
investigated using cephalothin (10), desacetylcephalothin
(11), cephalexin (12), cephadroxil (13), 7-amino desace-
tylcephalosporanic acid (14) and nitrocefin (3). Thiolysis


was observed when the C3 substituent was hydroxy-
methyl or acetoxymethyl but not when it was methyl or
substituted ethylidene. The second-order rate constants
for thiolysis of various cephalosporins with mercap-
toethanol are given in Table 2. The absence of thiolysis
with some cephalosporins indicates that the rates of
alkaline hydrolysis and thiolysis have a very different
dependence on the nature of the C3 substituent. For
thiolysis to be seen, its rate must be greater than that
for hydrolysis promoted by hydroxide ion and buffer.


We shall first consider the effect of C3 substituents on
the rate of alkaline hydrolysis of cephalosporins. In
general, the second-order rate constants for the hydroxide
ion-catalysed hydrolysis of cephalosporins are similar to
those of penicillins. This similarity indicates that the non-
planarity of the �-lactam nitrogen does not significantly
affect amide resonance since the nitrogen is 0.4 Å out of
the plane defined by its substituents in penicillins,
whereas in the cephalosporins it deviates by 0.2–0.3
Å.1 The kinetic similarity also indicates that having a
leaving group at C30 does not significantly affect the
reactivity of cephalosporins. There are several experi-
mental observations which indicate that the reaction is
not concerted and the expulsion of the leaving group at
C30 occurs after �-lactam ring opening.1,3,19 Electron-
withdrawing substituents attached to the �-lactam nitro-
gen increase the rate of hydrolysis and give a Brønsted �lg


of �0.6.20 The rate-limiting step in the alkaline hydro-
lysis of cephalosporins appears to be the formation of the
tetrahedral intermediate. In the stepwise mechanism,
breakdown of the tetrahedral intermediate generates the
enamine followed by expulsion of the leaving group at
C30 to give the conjugated imine.3,19


The second-order rate constants for the hydroxide ion-
catalysed hydrolysis of cephalosporins are correlated
with �I for C30 substituents and give a Hammett �1 of
2.17 for (Fig. 3). Several substituents at C3, e.g. CH3, H,
CH2CO2Et and Cl, are not expelled but a single correla-
tion occurs for substituents (not shown in Fig. 3, but
previously published1,20) irrespective of whether or not
they are expelled during the reaction, which is compatible
with separate steps for C—N bond fission and �-lactam
ring opening and expulsion of a leaving group.1,19,20 The


Scheme 4


Table 2. Second-order rate constants for thiolysis with the
thiolate anion of 2-mercaptoethanol, kRS� , and for the
hydroxide ion-catalysed hydrolysis, kOH� , of cephalosporins
as a function of substituents at C30, at 30 �C,
I¼ 0.5mol dm�3 (KCl)


kRS� kOH�


C30 substituent (mol�1 dm3 s�1) (mol�1 dm3 s�1) �I
a


Pyridinium 1.64� 10�1 6.49� 10�1 0.60
OAc 7.88� 10�3 9.36� 10�2 0.38
OH 2.95� 10�6 6.51� 10�2 0.24
H < 1� 10�7 2.90� 10�2 0.0


a Ref. 22, pp. 251–254.
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Hammett �I for the reaction rates usually bears no exact
and direct relationship to the transition-state structure
because the model to define �I and the reaction being
studied are dissimilar. However, a positive �I value
indicates the removal of effective positive charge at the
reaction centre on going from the reactant to the transi-
tion state and is compatible with the conversion of a
nitrogen with an effective charge of þ0.7 in the amide of
cephaloridine to a neutral one in the tetrahedral inter-
mediate.21,22


Second-order rate constants, kRS� , for the thiolysis of
cephalosporins by 2-mercaptoethanol as a function of
substituents at C30 are shown in Table 2. Although the
data are limited, there is an enormous dependence of
the rate of thiolysis upon the nature of the C30 substituent.
The thiolysis rate constant increases dramatically as
the electron-withdrawing character of the substituent
increases. A Hammett plot of the second-order rate
constants for the thiol-catalysed degradation by 2-
mercaptoethanol of the same cephalosporins is shown in
Fig. 3. The apparent Hammett �I value, based on just three
data points, for the thiolysis of cephalosporins is 12,
indicative of a large increase in negative charge which is
developed at the reaction centre on passing from the
reactant to the transition state. Despite the imprecision
involved, it is apparent from Fig. 3 that the transition-state
structures for hydroxide ion-catalysed hydrolysis and
thiolysis are significantly different. As described earlier,
the dependence of the rate constants for thiolysis of
cephaloridine on the basicity of the thiol anion generates
a �nuc¼ 1.22, indicating that the rate-limiting step for
thiolysis is breakdown of the tetrahedral intermediate to
expel the leaving group by C—N bond fission. The effect
of substituents at C30 on the rate gives some indication of
the charge development on the nitrogen of the enamine
leaving group. Amide resonance in the �-lactam causes a
significant development of positive charge on the �-
lactam nitrogen which is removed upon formation of the
tetrahedral intermediate. However, subsequent cleavage


of the �-lactam C—N bond, to give the ring-opened
product enamine (5), generates some negative charge
density at C3 due to enamine resonance (Scheme 5). It
is therefore not surprising that a reaction proceeding with
rate-limiting breakdown of the tetrahedral intermediate
shows a significant dependence in the nature of the C3
substituent. The presence of electron-withdrawing sub-
stituents at the C3 position stabilizes the negative charge
increase on the �-lactam nitrogen, lowering the energy of
the transition state and thus increasing the rate. However,
the observed � value is so high that it indicates the
generation of a significant negative charge on the �-
lactam nitrogen leaving group in the transition state and
so could indicate that carbon–nitrogen bond fission occurs
without protonation of the �-lactam nitrogen.


If the breakdown of the tetrahedral intermediate of
cephalosporins does not involve the protonation of the
departing �-lactam nitrogen, a small solvent kinetic
isotopic effect (SKIE) would be expected in the thiolysis
of cephalosporins. Four solvent kinetic isotope effects
were determined (Table 3) for the thiolysis of cephalos-
porins. A SKIE kRS�(H2O)/kRS�(D2O) of 1.17 is obtained
for the thiolysis of cephaloridine by 2-mercaptoethanol
determined in water at 30.0 �C and a value of 1.09 was
obtained with cephalothin. The zwitterionic thiolate an-
ion of 2-mercaptoethylamine also shows a SKIE of 1.1
with both cephalosporins, despite the possibility of in-
tramolecular general acid catalysis from the ammonium
group. For comparison, the SKIE for the thiolysis of
benzylpenicillin is 2.3, which is much more clearly
compatible with proton transfer to nitrogen, with water
acting as a general acid catalyst donating a proton to the
departing nitrogen facilitating C—N fission (15).6 A
similar situation was observed with the alcoholysis of
penicillin.5


The major effect determining the solvent isotope effect
on the equilibrium formation of the tetrahedral intermedi-
ate comes from removing the negative charge and solva-
tion of the attacking thiolate anion giving rise to an inverse
isotope effect which is compensated by the normal isotope
effect for the development of the negative charge on the
oxyanion (Scheme 3).13 Both the hydrogen-bonding


Figure 3. Hammett plot for the second-order rate constants
for hydroxide ion-catalysed hydrolysis and for the thiolysis of
cephalosporins with the anion of 2-mercaptoethanol as a
function of �I for the C3


0 substituent; pyrþ ¼ pyridinium ion;
OAc¼ acetate


Scheme 5
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ability and the basicity of sulfur are less than those
for analogous oxygen derivatives because of the large
size and low electron density of sulfur. The thiolysis
of p-nitrophenyl acetate with a weakly basic thiolate
anion proceeding with rate-limiting breakdown of the
tetrahedral intermediate and expulsion of the leaving
group shows a kinetic solvent isotope effect kH2O=
kD2O ¼ 0:88.14


A rate enhancement of ca 1400 is observed for the
thiolysis of benzylpenicillin by thiols with a substituent
capable of acting as an intramolecular general acid
catalyst, such as 2-mercaptoethylammonium ion, which
is able to transfer a proton to the departing �-lactam
nitrogen in the transition state.23 However, with cepha-
losporins, 2-mercaptoethylamine (AET) fits the Brønsted
plot (Fig. 2), consistent with no intramolecular general
acid catalysis by proton transfer to the �-lactam nitrogen
of cephalosporins. Together with the relatively small
SKIE value, this is compatible with rate-limiting break-
down of the tetrahedral intermediate expelling the
�-lactam nitrogen as the anion.


The reason why there is no observed thiolysis of
cephalexin (12), cephadroxil (13), 7-aminodesacetylce-
phalosporanic acid (14) and nitrocefin (3) is because the
value of the second-order thiolysis rate constant is so
small compared with that for alkaline hydrolysis. The
thiolysis-catalysed degradation of cephalosporins with
non-polar substituents at the C30 position is negligible
compared with the hydrolysis reaction. Cephalosporins
with polar substituents at C3 position have second-order
thiolysis rate constants similar to those for hydrolysis.
The predicted rate constant for thiolysis by 2-mercap-
toethanol for a CH3 substituent at C3 is at least 104-fold
less than that for hydroxide ion-catalysed hydrolysis.
Nucleophilic attack on the �-lactam ring involves cova-
lent bond formation between the carbonyl carbon and the
nucleophile and subsequent bond fission of the �-lactam
ring (Scheme 1). The rate-limiting step for thiolysis, and
also for alcoholysis23 and aminolysis,3 of cephalosporins
is the breakdown of the tetrahedral intermediate
(k�1> k2), whereas for alkaline hydrolysis1 it is the
formation (k2> k�1). As basic thiolate anions are better
nucleophiles than hydroxide ion, the rate of formation of
the tetrahedral intermediate, k1, with thiolate anions is
generally greater than that for hydroxide ion from the
same acyl centre.14 However, with cephalosporins the


overall observed second-order rate constant, kRS� , is
smaller than kOH� . Hence the ratio k2/k�1 must be <1
for thiolate anions, compatible with rate-limiting break-
down of the tetrahedral intermediate. Either the k2 steps
are different for hydroxide ion and thiolate anion, in both
magnitude and perhaps mechanism, or the relative mag-
nitude of the k�1 steps, expulsion of the attacking
nucleophile, is significantly different. Breakdown of the
tetrahedral intermediate in the forward direction, the k2


step, involves the formal expulsion of the same leaving
group although the acyl centres become either a car-
boxylic acid or thioester. The rate of expulsion of the
leaving group, k2, from the tetrahedral intermediate
anion, T�, when the attacking nucleophile is a thiolate
anion (Nu¼ SR, Scheme 1) is probably slower than that
for oxygen nucleophiles (Nu¼OH, Scheme 1). The
ability of sulfur to provide some electron ‘push’ to expel
the leaving group is less than that for oxygen, reflecting
the reluctance of sulfur to form double bonds to carbon.
For example, chloride ion expulsion from ROCH2Cl is
1500-fold faster than that from RSCH2Cl.25 In addition,
the rates of breakdown of the intermediate in the reverse
direction, the k�1 step, to expel either the attacking
thiolate anion or hydroxide anion are significantly differ-
ent. Thiolate anions are generally better leaving groups
than analogous oxygen anions. The difference in rate-
limiting step for thiolysis, alcoholysis and aminolysis
compared with alkaline hydrolysis could be due to the
higher degree of solvation of hydroxide ion compared
with the other nucleophiles. The thiolate and alkoxide
anions and also amines are better leaving groups than the
hydroxide anion, which makes k�1 greater for RO� ,
RS� and RNH2 than for OH� .


It has been suggested that the binuclear metallo-�-
lactamase from B. fragilis catalyses the hydrolysis of
nitrocefin (3) by the first active site zinc ion acting as a
Lewis acid which stabilizes the oxyanion of the tetrahe-
dral intermediate whilst the second zinc ion facilitates
C—N cleavage by stabilizing the �-lactam nitrogen
which is thought to be expelled as an anion.7 This
mechanism was anticipated earlier from non-enzymatic
metal ion-catalysed hydrolysis of �-lactams.3 The work
reported here appears to establish the principle that rate-
limiting enamine anion expulsion is possible in the �-
lactam ring-opening reactions of cephalosporins. The pKa


of enamines in water is not known, but enols are about


Table 3. Solvent kinetic isotope effects, kRS� (H2O)/kRS� (D2O), for the thiol-catalysed hydrolysis of cephalosporins at 30 �C and
I¼0.5mol dm�3 (KCl)


kRS� (mol�1 dm3 s�1): kRS� (mol�1 dm3 s�1):
Cephalosporin 2-mercaptoethanol SKIE (ME) 2-mercaptoethylamine SKIE (AET)


Cephaloridine (H2O) 1.64� 10�1 1.17 6.40� 10�2 1.12
Cephaloridine (D2O) 1.40� 10�1 5.73� 10�2


Cephalothin (H2O) 7.88� 10�3 1.09 3.03� 10�3 1.09
Cephalothin (D2O) 7.25� 10�3 2.78� 10�3
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5 pKa units stronger acids than alcohols. A reasonable
estimate for enamines is therefore about 20, and with the
strongly electron-withdrawing pyridinium ion attached to
the allylic carbon may be significantly lower.
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528 A. LLINÁS, B. VILANOVA AND M. I. PAGE


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 521–528








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2004; 17: 71–82
Published online 14 November 2003 in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/poc.694


Influence of arene–arene interactions on the
conformation of acyclic molecules: 1H NMR and
dipole moment experimental results


Pablo Bello,1 Nicholas J. Heaton,1y Antonio Chana,2 Jesús Jiménez-Barbero,2


Evaristo Riande1 and Bernardo Herradón2*
1Instituto de Ciencia y Tecnologı́a de Polı́meros, CSIC, Juan de la Cierva 3, 28006 Madrid, Spain
2Instituto de Quı́mica Orgánica, CSIC, Juan de la Cierva 3, 28006 Madrid, Spain


Received 19 February 2003; revised 3 June 2003; accepted 27 June 2003


epoc ABSTRACT: Conformational analysis of derivatives of 2-methyl-1,3-propanediol is reported. The diol spacer is
substituted with different aromatic residues that are linked by ether or ester functionalities. Most of the experimental
evidence was obtained by 1H NMR spectroscopy through the analysis of the vicinal coupling constants of the two
ABX systems of the spacer. It is found that the main factor influencing the conformation of the molecules is the
interaction between the aromatic fragments at the ends of the spacer. Thus, when the electronic character of the two
residues is similar (e.g. 1–3 and 5), the molecules have high conformational flexibility. On the other hand, when the
electronic character of the two residues is different (e.g. 4), the molecules possess a conformational bias, having a
preference for folded conformations. These results were corroborated by NOEs and computational modelling. The
folded conformation of molecules such as 4 (and others reported previously) may be due to favourably quadrupolar
and van der Waals interactions between the unlike aromatic residues. The conformational energies obtained by the
1H NMR analysis of the vicinal coupling constants were used for the calculation of the dipole moments of some
molecules (1, 3, 5 and 6) and excellent agreement with the experimental values was found. Copyright # 2003 John
Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience
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spectroscopy


INTRODUCTION


Non-covalent interactions play key roles in a variety of
chemical and physical processes.1 The interactions of
aromatic compounds are ubiquitous in organic chemis-
try2 [a comprehensive, updated, list of references on
arene interactions (especially CH–� interactions) can be
found at: http://www.tim.hi-ho.ne.jp/dionisio/ (last ac-
cessed 26 May 2003)]. It has been shown that an aromatic
fragment can interact with a variety of chemical entities,
such as an other aromatic moiety,3 hydrogen,4 cation (for
a comprehensive review, see Ref. 5a; for recent reports,
see Refs 5b–g), anion,6 halogen,7 amide,8 carbonyl,9


olefin,10 electron-donor group11 or hydrocarbonated frag-
ment.12 The strengths of these interactions are dependent
on the type (intermolecular versus intramolecular), the
cooperativity13 and the relative orientation of the inter-


acting species (for a comprehensive review, see Ref. 14a;
for recent reports, see Refs 14b and c). These interactions
have profound influences on a wide variety of properties,
such as molecular structure,15 reactivity,16 supramolecu-
lar structure (including molecular recognition17 and crys-
tal packing18), physico-chemical features,19 biological
activity20 and technological characteristics21 of organic
compounds.


We22–24 and others25 have studied the effect of arene–
arene interactions on the conformation in solution,22 the
crystal packing23 and the biological activity24 of organic
molecules. The origin of this phenomenon is not fully
understood, although it is likely that dispersion and
electrostatic forces dominate the potential of arene–arene
interaction. The interpretation of substituent effects can
provide valuable insight into the nature of arene–arene
interactions and the relative contribution of the different
forces.26


We have been interested in the synthesis and properties
of polymers with aromatic substitution at the ends of an
acyclic chain (A, Fig. 1).27 These molecules can be
thermotropic liquid crystals,28 having phase transitions
that depend on the flexibility of the acyclic spacer. We
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hypothesize that the conformational preference of the
acyclic spacer of polymers A would be controlled by
putative intramolecular arene–arene interactions. A con-
venient approach to obtain an insight into the structure of
these polymers is to perform detailed conformational
studies on model compounds.22,27a


We have recently presented experimental results that
show that the conformation of a variety of aromatic
diesters of 2-methyl-1,3-propanediol (B) depends on the
nature of the aryl groups.22a Thus, when the aryl groups
are identical, the acyclic spacer is quite flexible, with
a relatively high content in the extended conformer (C).
On the other hand, if the electronic character of each
aromatic ring is different, the molecules possess a con-
formational bias, the folded (U-shaped) structure (D,
Fig. 1) being the most stable conformer. The driving
force for this behaviour is an intramolecular interaction


between the unlike aromatic rings that is stabilized by
both dispersion and quadrupolar forces.25,29 This intra-
molecular arene–arene interaction is easy to detect by 1H
NMR spectroscopy, and is manifested by a marked
asymmetry in the AB parts of the two ABX systems of
the spacer and by nuclear Overhauser enhancements
between the protons in the two aromatic rings. Occasion-
ally, variations in the chemical shifts of some aromatic
protons are observed; this phenomenon depends on the
strength of the arene–arene interaction and on the mag-
netic ring current of each ring. (For recent computational
analysis of the chemical shift anisotropy of aromatic
compounds, see Ref. 30a; for a comprehensive review,
see ref. 30b.)


In continuation of this research, we report here experi-
mental details on the conformational behaviour of several
derivatives of 2-methyl-1,3-propanediol (E, Fig. 2). The


Figure 1. Structures A–D


Figure 2. Structures E and 1–6
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compounds studied possess aromatic rings with different
electronic characters. They include diesters (1 and 2,
Fig. 2), mixed ester–ether compounds (3 and 4), and
diethers (5). The diacetate 6, without any aromatic frag-
ment, is used as a reference compound to compare
experimental data. In previous work,22a we dealt only
with diesters of 2-methyl-1,3-propanediol; in the present
paper, we also report results on the conformation of
derivatives of 2-methyl-1,3-propanediol with an ether
functionality. Given that both functionalities (ether and
ester) are different from both steric and electrostatic
points of view, this research can shed light on the relative
importance of the different factors influencing the con-
formation of the functionalized acyclic fragments.


The experimental results were obtained by 1H NMR
spectroscopy and dipole moment measurements. We
found excellent agreement between the values of con-
formational energies obtained by the two methods. Ad-
ditionally, the experimental results were corroborated by
computational modelling (both molecular mechanics and
ab initio calculations). Overall, the results reported in the
present paper reinforce our previous findings on the
influence of the intramolecular interaction of aromatic
rings on the conformation of acyclic molecules, and
provide new data on the relative importance of steric
and higher order electrostatic interactions.


RESULTS AND DISCUSSION


Analysis of the 1H NMR vicinal coupling constants


In principle, the acyclic spacer of E can adopt a variety of
conformations, which are generated by rotation around
the central bonds. If we consider the rotational isomeric
state (RIS) model,31 the four central bonds in E can adopt
either trans (t), positive gauche (gþ) or negative gauche
(g�), giving 81 possible limiting conformers. All the
structures can be roughly classified as either extended
(C, Fig. 1) or folded conformations (D, Fig. 1). Only four
out of the 81 conformers of E are U-shaped; these
conformers have the tgþg�gþ, tg�gþg�, gþg�gþt, and
g�gþg�t configurations in the four bonds. Consequently,
the spacer in the U-shaped conformers necessarily adopts
gauche states in the two central bonds, and these con-
formations can be identified by careful analysis of the
proton vicinal coupling constants of the two methylene
groups in molecules of type E.


Each—CH2CH(CH3)—segment of E gives an ABX
system which permits straightforward determination of
the vicinal coupling constants, JAX and JBX. Evidently,
for the symmetric compounds (1, 2, 5 and 6), the two
ABX systems corresponding to the—CH2CH(CH3)—
and —CH(CH3)CH2—fragments are identical, whereas
in the case of the asymmetric molecules (3 and 4), they
should yield separate multiplets in the 1H NMR spectra.
Figure 3 shows the methylene resonances corresponding


to the AB regions of the ABX multiplets for the sym-
metric diether 5 and the ether–esters 3 and 4. Each
methylene group contributes an octuplet in which the
frequencies and relative magnitudes are determined by
the chemical shifts (�A and �B) of the two protons (A and
B), the geminal coupling constant (JAB) between them,
and the vicinal coupling constants between each of them
and the methine (X) proton (JAX and JBX).32 Although, in
general, detailed analysis of second-order spin multiplets
requires numerical simulation, we can nevertheless make


Figure 3. 1H NMR spectral regions of 5 (top), 3 (middle),
and 4 (bottom) corresponding to the benzylic protons and
the AB parts of the ABX multiplets of the methylene groups.
The octuplet at higher field (centred at 3.15–3.25 ppm) is
due to the CH2 group vicinal to the ether function. The
octuplet at lower field (centred at ca 4.2 ppm) is due to the
CH2 group vicinal to the ester function. The intense peak at
ca 4.25 ppm is from the benzyl methylene. The spectra of 3
and 4were recorded in benzene-d6 and that of 5 in dioxane-
d8. All the spectra were taken at 300MHz and 298K
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some broad comparisons of the different multiplets by
visual inspection. In each case, the octuplets may be
separated into two quartets which are associated with
the two protons, arbitrarily designated A and B. In the
following discussion, we adopt the convention that the A
spin is that whose chemical shift appears at higher values,
so that �A��B is positive. If the two quartets are approxi-
mately symmetrically disposed about the central fre-
quency (�Aþ �B)=2, it follows that the vicinal coupling
constants are similar in magnitude. Increasing asymmetry
of the two quartets about the central frequency reflects an
increasing difference in jJAX� JBXj.


Spectra were taken in deuterated benzene at different
temperatures (between 298 and 338 K). Since we in-
tended to compare experimental results from 1H NMR
spectroscopy and dipole moments, the solvent has to be
apolar (�¼ 0); although benzene can interact with the
aryl groups of compound E, this interaction is likely to
favour extended versus folded conformations; a compu-
tational study on the influence of the solvent on the
conformational mobility and other electrostatic proper-
ties of molecules of type E is under way. The vicinal
coupling constants were determined by fitting the line-
shapes; a summary of the results is presented in Table 1.
The complete set of experimental coupling constants is
available as Supplementary Material at the epoc website
at http://www.wiley.com/epoc. Owing to the greater re-
levance of 4, its coupling constants are given in Table 2.


The relationship between the vicinal coupling con-
stants (Jni and Jni


0, for the two bonds n¼ 1, 2) and con-
formation is depicted in Fig. 4, which shows the


projections for each of the rotational isomeric states of
the two central C—C bonds of the 2-methyl-1,3-propa-
nedioxy spacer common to all the compounds studied.
The protons have been arbitrarily labeled a and b for the
methylene group of bond 1, c and d for the methylene
group of bond 2 and x for the methine group to which they
couple. On the basis of symmetry grounds, the two bonds
in 1, 2, 5, and 6 are energetically equivalent, which
implies that the gþ state of bond 1 is equivalent to the
g� state of bond 2 and has equal energy. As a convention,
for the asymmetric compounds 3 and 4, we name methy-
lene group 1 as the one that appears at higher field (i.e.
the vicinal to the ether functionality) and the methylene
group 2 as the one vicinal to the ester function. Note that
no assignment has yet been made regarding the chemical
shifts of these protons in any of the compounds. Thus the
downfield A spin quartets could correspond to proton a or
b in the case of methylene group 1. Similarly for the
methylene group 2, which shows different multiplets in
the asymmetric compounds 3 and 4, the higher frequency
resonances A may derive from either proton c or d.


Equations (1)–(4) relate the vicinal coupling constants
Jax, Jbx, Jcx and Jdx with the populations f nðtÞ; f


n
ðþÞ and f nð�Þ


Table 1. Range of the temperature-dependent coupling
constants for the ABX system of compounds 1–6a


Compound JAX JBX


Dibenzoate (1) 6.41–6.53 5.57–5.74
Bis[3,5-(dinitro) 6.47–6.52 5.62–5.66
benzoate] (2)
Benzoate, benzyl 6.18–6.28 (bond 1) 5.63–5.64 (bond 1)
ether (3)


6.12–6.16 (bond 2) 6.03–6.08 (bond 2)
Benzyl ether, [3,5- 6.65–6.85 (bond 1) 4.82–5.08 (bond 1)
(dinitro)benzoate] (4)


6.34–6.36 (bond 2) 5.90–5.97 (bond 2)
Diether (5) 6.02–6.07 5.88–5.89
Diacetate (6) 6.41–6.46 5.75–5.82


a Bonds 1 and bond 2 of 3 and 4 are indicated in Fig. 2. All the spectra,
except for the diether 5, were measured in benzene-d6; the spectra of 5 were
taken in dioxane-d8. The spectra were recorded between 298 and 338 K.


Table 2. Coupling constants (Hz) for compound 4


Parameter 298 K 300 K 303 K 308 K 313 K 323 K 338 K


Bond 1: JAX 6.85 6.81 6.79 6.79 6.75 6.71 6.65
Bond 1: JBX 4.82 4.86 4.86 4.90 4.88 4.88 5.08
Bond 2: JA0X 6.36 6.36 6.36 6.35 6.35 6.35 6.34
Bond 2: JB0X 5.90 5.91 5.91 5.92 5.93 5.95 5.97


Figure 4. Projections showing the conformation-depen-
dent coupling constants, Ji


n and Jn
0


i (for the two bonds n¼1,
2), between methylene and methyne protons in the
central C—C bonds of the 2-methyl-1,3-propanedioxy
spacer common to all the compounds studied Projections
are shown for bonds 1 and 2, which are mirror images in the
symmetric compounds
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of the t, gþ, and g� states for bonds n¼ 1, 2. Equation (5)
shows the relationship between the population and the
energy of each of the three conformational states � for
each bond n.22a


Jax þ Jbx ¼ J1
3 þ J1


1 � f 1
ð�Þ


�
J1


3 þ J1
1 � 2J1


2


�
ð1Þ


Jax � Jbx ¼ ðJ1
3 � J1


1Þ
�
f 1
ðtÞ � f 1


ðþÞ
�


ð2Þ


Jcx þ Jdx ¼ J2
3 þ J2


1 � f 2
ðþÞ


�
J2


3 þ J2
1 � 2J2


2


�
ð3Þ


Jcx � Jdx ¼
�
J2


1 � J2
3


��
f 2
ðtÞ � f 2


ð�Þ
�


ð4Þ


f nðvÞ ¼
exp


�
� En


ðvÞ=RT
�


P
� exp


�
� En


ð�Þ=RT
� ð5Þ


These quantities may be compared with the ex-
perimental quantities, JAX þ JBX ¼ Jax þ Jbx and
jJAX� JBXj ¼ jJax� Jbxj for both bonds. As inferred from
the data in Table 1, the vicinal coupling constants for 1, 2,
3, 5 and 6 are similar with JAXþ JBX �12 Hz and a small
value of jJAX� JBXj (<1 Hz), which suggests that the
conformational distributions for all the compounds are
very similar, determined presumably by the same inter-
actions within the chain. On the other hand, the
jJAX� JBXj values for the more shielded methylene group
of 4 goes from 1.6 to 2.0 Hz over the temperature range
studied (Table 2). This indicates that the two protons of
the methylene group 1 in 4 sample very different average
environments, which results in biased population distri-
butions between the trans, gauche(þ ) and gauche(� )
states of the central C—C bonds of the acyclic spacer.


Following previously published methodology,22a we
can estimate the energies of the gauche states relative
to the trans state (i.e. En


ðtÞ ¼ 0 of the central bonds in all
the molecules 1–6). The results are given in Table 3. Note
that for the symmetrical compounds (1, 2, 5 and 6), the


energies given refer to bond 1. For bond 2, the gauche
energies, E(þ) and E(�), are interchanged. In the case of
the asymmetric compounds (3 and 4), results for bond 1
(vicinal to the ethereal oxygen) and bond 2 (vicinal to the
ester function) are given in Table 3.


On the basis of the data reported above, it is clear that
the conformational distribution of the ether–ester 4 is
different that of the rest of the molecules. Whereas 1–3, 5
and 6 have a relatively high conformational flexibility in
the two central bonds of the spacer, 4 shows a conforma-
tional bias, with a gauche-preferred conformation at the
bond between the more shielded CH2 group (vicinal to
the ethereal oxygen) and the central bond. It is also worth
mentioning that the mean chemical shift for the CH2


group vicinal to the ethereal oxygen shows a significant
difference: 3.34 ppm for diether 5, 3.20 ppm for 3, and
3.09 ppm for the dinitro derivative 4. The shielding of this
methylene can be rationalized by its proximity to the
aromatic ring at the other end of the molecule; this effect
is greatly manifested in 4 and, to a lesser extent, in the
benzoate 3.


Overall, we can state that the conformational distribu-
tion of the acyclic linker in 4 is different from the rest of
the related molecules analogous molecules. Based on
previous findings,22a we can propose that the most stable
conformations of 4 are folded (U-shaped). This hypoth-
esis was confirmed by NOE experiments and computa-
tional modelling.


NOE measurements and computational
modelling


In order to confirm further the existence of folded con-
former(s) of 4, 1D-NOE experiments were performed, in
C6D6 solution, by using the double pulse field gradient
spin-echo (DPFGSE) sequence.33 The aromatic protons
in both the dinitrophenyl and the phenyl rings and also the
methylene protons on bond 1 were chosen as targets and
thus selectively inverted.


The theory of transfer of magnetization under transient
NOE conditions is well known34 and will not be given
here. The protocol to derive proton–proton distances
from these experiments can be found elsewhere.22a


Different NOE mixing times were used after inversion
of the target protons and both the recovery of the
magnetization of the inverted proton and the build-up
of the NOEs on the neighbouring protons were consid-
ered. It was observed that the inversion of the ortho-
protons of the 3,5-dinitrophenyl ring produced clear
positive NOE enhancements on the aromatic protons of
the phenyl ring and also on all the aliphatic methine,
methylene and methyl groups (Fig. 5, top). Analogously,
inversion of the aromatic protons of the phenyl ring gave
rise to NOE enhancements on the ortho-protons of the
dinitrophenyl ring (not shown). In contrast, no inter-ring
enhancements were observed upon inversion of the


Table 3. Average conformational energy values for
compounds 1–6a


Compound E(þ ) (J mol�1) E(� ) (J mol� 1)


1 �800� 400 �400� 300
2 �900� 300 �200� 150
3b �700� 200 �500� 200
3c �300� 200 �100� 100
4b �2000� 500 �1000� 1000
4c �600� 200 �500� 200
5 �150� 100 300� 150
6 �700� 200 �450� 150


a The data are relative to the energy of the trans conformer. The data are for
benzene-d6 solution, except those for 5, which are for dioxane-d8 solution.
b The data are for bond 1 (see Fig. 2).
c The data are for bond 2 (see Fig. 2).
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para-proton of this dinitrophenyl ring. In addition, inver-
sion of the methylene protons on bond 1 gave rise to
similar enhancements on both the aromatic protons of the
phenyl ring and on the ortho-protons of the dinitrophenyl
ring (Fig. 5, middle). Obviously, since NMR-derived data
are time-averaged, the observed enhancements reflect the
conformational equilibrium which is present in solution.
Therefore, the fact that cross-relaxation between protons
belonging to the two aromatic rings takes place indicates
unambiguously that an appreciable percentage of folded
(U-shaped) conformers exist in solution, since for ex-
tended conformers, both aromatic rings would be far
apart. The corresponding average interproton distances,
estimated from the NOE build-up curves, are given in
Table 4.


In order to obtain a reasonable structure that could fit
the NMR-derived data, a computational study on the


conformational distribution of 4 was performed. Initially
a molecular mechanics based conformational search was
chosen owing to its shorter computation time compared
with quantum calculations. Molecular mechanics calcu-
lations were performed using the MM3* force field as
implemented in MacroModel 4.5 (Columbia University,
1994).35 A systematic search of the low-energy confor-
mers was performed by using the MULTIC facility of the
MacroModel software. Thus, the six torsion angles that
connect both aromatic rings were systematically varied in
120� steps to cover the possible staggered conformers. In
total, 729 conformers were generated and optimized
using 200 steepest descent steps, followed by the number
of conjugate gradient iterations required for complete
convergence. An effective dielectric constant "¼ 1 was
used. Only nine different conformers occurred within an
energy threshold of 25 kJ mol�1. (The resulting struc-
tures, their torsion angles and relative energies are given
in the Supplementary Material available at the epoc
website on Wiley Interscience). However, this study
gave an overwhelming preponderance of folded confor-
mations that was unrealistic. This result was not unex-
pected given that molecular mechanics calculations on
aromatic compounds are known to favour stacked struc-
tures overestimating the importance of van der Waals
interactions.36 In order to overcome this drawback, we
carried out a conformational ab initio study on 4.


All the ab initio computations were performed under
vacuum (effective dielectric constant "¼ 1.0). The start-
ing geometries for the calculations were generated
through a conformational search using a Monte Carlo
algorithm37 with 5000 steps and the AMBER force
field.38 The resulting conformations were analysed on
the basis of their energy content, discarding those con-
formations that were 80 kJ mol�1 over the most stable
structure. Overall, 57 conformations were obtained that
were classified in two families: folded (42 structures) or
extended (15 structures). The structural variations among
the conformer of each family were small. The dihedral
angles of the linker in the folded family were very similar
and only small differences in the relative position of the
centres of the two aromatic rings were observed. Inter-
estingly, the relative orientation of the two aromatic
rings was face to face in all the folded conformers, and
T-shaped structures (likely to be stabilized by CH–�
interactions12) were not detected, probably hampered
by the short length of the spacer. On the other hand, a
higher structural variability was observed in the family of
extended conformers, arising from small differences in
the dihedral angles in the acyclic spacer and more
significant variations in the rotation around the Ph—
CH2 bond. Although of limited value, it was found that
the most stable folded conformer was more stable than
the most stable extended conformer (ca 19 kJ mol�1).


The structures of the most stable conformer in
each family were further refined by the B3LYP hybrid
Hartree–Fock/density functional method39 using the


Figure 5. 1D-NOE spectra obtained upon inversion of the
ortho-protons of the dinitrophenyl group of 4 (top) and of
the methylene protons vicinal to the ether group of the same
compound (middle). The regular 500MHz 1H NMR 1D
spectrum is shown at the bottom. The mixing time was 1.0 s


Table 4. Estimated average interproton distancesa be-
tween protons on opposite sides of ether–ester 4b


Proton pair Distance Proton Distance
(nm) pair (nm)


o-DNP=o- and m-Ph 0.41 p-DNP=o- and m-Ph > 0.5c


A-CH2=o- and m-Ph 0.31 A-CH2=o-DNP 0.33
A-CH2=B-CH2 0.26


a Calculated from 6


ffiffiffiffiffiffiffiffiffiffiffiffiffi
r�6
ij


D Er� ��1


.


b Estimated errors are below 10%. In the case of the methylene groups,
both protons were simultaneously inverted. DNP and Ph are the 3,5-
dinitrophenyl and the phenyl groups, respectively. The methylene group
A is vicinal to the benzyloxy group (bond 1) and the methylene group B is
vicinal to the 3,5-dinitrobenzoyloxy group (bond 2) (see Fig. 2).
c NOE is not observed.
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6–31G* basis set as implemented in the Gaussian 98
programs.40 The calculations were carried out at high
convergence and the resulting structures were character-
ized by harmonic vibrational frequency computation that
showed that the structures were minima on the potential
energy surface. The resulting structures, along with their
respective energies, are shown in Fig. 6 (the atomic
coordinates of the optimized ab initio structures for the
folded and extended conformers are included as Supple-
mentary Material); they were not very different from
the structures obtained by the Monte Carlo method
(the superposition of the Monte Carlo and ab initio
structures for the folded and extended conformers are
included as Supplementary Material, available at the
epoc website on Wiley Interscience). The calculation
indicated that the folded conformer is more stable
than the extended conformer; the energy difference is
0.025 hartree (ca 66 kJ mol�1), which is much higher
than the experimental value, although it must be re-
marked that the computations were done under vacuum
and the experimental results were obtained in benzene
solution.


From a geometric point of view, the folded structure
fits the experimental facts fairly well. The most signifi-
cant aspect is the comparison of the experimental and
computed values of the distance between the ortho-
protons of the dinitrophenyl ring and the ortho-protons
of the phenyl ring: 0.41 nm (experimental), 0.32 nm
(shortest distance in the computed folded conformer
with 0.48 nm as average distance) and 0.65 nm (shortest
distance in the computed extended conformer with
0.80 nm as average distance).


As a conclusion, the predominant presence of folded
conformers is confirmed by both the calculations and the
NOE experiments, indicating that folded type conforma-
tions such as the minimum indicated in Fig. 6 and related
structures arising from small changes in the torsion
angles in the linker are significantly present in the
conformational equilibrium.


Dipole moment measurements


Compounds of type E (Fig. 2) are convenient models for
oligomers and polymers with aromatic residues linked by
an acyclic spacer. The conformational analysis of poly-
mers and model compounds through the study (theore-
tical and experimental) of dipole moments is a frequent
methodology in the field of the chemical physics of
polymers. Another goal of the present research was to
compare data obtained by 1H NMR spectroscopy and
dipole moment measurements in the conformational
analysis of compounds E.


The flexibility of the spacer in the molecules of type E
can be expressed in terms of its rotational partition
function Z given by the equation


Z ¼ J�
Yn�1


i¼2


Ui


" #
J ð6Þ


where Ui is the matrix that embodies the statistical
weights or Boltzmann factors, �, of the rotational states
of the bonds i that are related to the conformational
energies, E, of these states by Eqn (7), where the sub-
scripts � and � indicate the rotational states of bond i and
i�1, respectively.


��� ¼ exp �E��


RT


� �
ð7Þ


J� ¼ ð1; 0; . . . ; �; . . . 0Þ and J ¼ ð1; 0; . . . �; . . . 0Þ in
Eqn (6) are the row vector (1� �) and the column vector
(�� 1), respectively, where � is the number of rotational
states. By normalizing to the unit the higher statistical
weight of the rotational states of each skeletal bond, a
value is obtained for the rotational partition function,
which is straightforwardly related to the flexibility of
the spacer. The flexibility can alternatively be expressed
by the conformational entropy, which is related to the
partition function by the equation


Sc ¼
R


n
lnZ þ T


Z


d logZ


d logT


� �
ð8Þ


where n is the number of skeletal bonds of the spacer and
T is the absolute temperature.


According to the rotational isomeric state (RIS)
model,31,41 a conformation-dependent property <X>


Figure 6. Optimized calculated (B3LYP/6–31G*) struc-
tures for the folded and the extended conformers of
compound 4
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(such as the mean-square dipole moment <�2> ) can be
calculated by


Xh i ¼ Z�1
Yn
i¼1


Xi ð9Þ


where Xi is a supermatrix that contains the appropriate
statistical-weight matrix Ui, a coordination transforma-
tion matrix Ti and the specific contribution of bond i to
the property X.


The location of the rotational states and the establish-
ment of their relative energies are obtained, whenever
possible, from spectroscopic or thermodynamic measure-
ments carried out on molecules having structural features
similar to those of the spacer. When the experimental
option is not possible, computational methods are used.


In the previous section, we calculated the conforma-
tional energies for the two central bonds of the spacer of
1–6 by analysis of the 1H NMR vicinal coupling con-
stants. The values of the conformational energies of 1, 3,
5 and 6 were used for the theoretical calculation of their
mean-square dipole moments and, therefore, the relia-
bility of the method based on 1H NMR spectroscopy can
be tested by comparing the experimental and theoretical
dipole moments. The theoretical mean-square dipole
moments of the nitro-substituted compounds 2 and 4
were not calculated as there are no reliable data on the
contribution of the nitro group to the overall dipole
moment of a molecule. However, as 4 has interesting
conformational properties, the experimental value of its
dipole moment was also determined (see below).


All the background on the theoretical calculation of
dipole moments has been extensively discussed in other
publications;27a,41 the details will not be repeated here
and just a brief outline follows.


For compounds of type E, the dipole moment asso-
ciated with an ester group, �E, is assumed to be located in
the (O)C—O bond, forming an angle of 123 � with the
CH3—C(O) or the Carom—C(O) bonds of the aliphatic


and aromatic esters, respectively. The values of �E are
1.75 and 1.89 D (1 D¼ 10�18esu cm) for the former and
latter esters, respectively. The dipole moments of an ether
group lies along the bond and their values are �(O—
CH2)¼��(CH2—O)¼ 1.07 D. The dipole moments for
the other bonds (C—C) are considered to be zero. The
rotational angles are assumed to be located at 180 �


(trans) or � 60 � (gauche states), with the exception of


the O—C(O) bonds, which are restricted to trans states,
and the O—CH2 of the ester moiety, located at 180 and
�76 �, respectively.


The rotational states of positive sign about these bonds
have an energy E�k¼ 1.67 kJ mol�1 above that of the
alternative trans states. However, the g� states give rise to
strong repulsive interactions between the methyl and the
carbonyl groups. The energies of these states are
E�k þ Ew;where Ew (¼ 5.86 kJ mol�1) is the second-
order energy between the carbonyl and the methylene
groups. The gauche states of positive sign (þ120 �) about
bonds of type 2 (�120 � about bonds of type 1, see Fig. 2)
place the oxygen atom between the methyl and the
methylene groups, causing stronger repulsive interactions
than the alternative gauche states (�120 �) where the
methyl group is located in the plane and the methylene
group is out of the plane, that is, they interchange their
locations. The energy associated with the gþ and the g�


rotational states will be denoted E�� and E��, respec-
tively, and they were determined by 1H NMR spectro-
scopy as described above. Finally gauche rotations about
the ethereal CH2—O bonds, which give rise to first-order
CH � � �O interactions, have an energy E�00 of ca
3.8 kJ mol�1 above that of the trans states. Rotational
states of different sign about two consecutive bonds,
which give rise to second-order interactions between a
methylene (or methyl) group and the carbonyl group,
have an energy, Ew, of �5.86 kJ mol�1 above that of the
tt states. Rotations of type g�gþ about bonds that produce
second-order interactions between two oxygen atoms or
between an oxygen atom and a methylene group sepa-
rated for four bonds have in both cases an energy, Ew, of
�2.5 kJ mol�1 above that of the alternative tt states.


The statistical weight matrices for the different skeletal
bonds of the diesters 1 and 6 have been reported pre-
viously.27a The statistical weight matrices for the differ-
ent skeletal bonds of the diether derivative 5 can be
written as


where � and w are first- and second-order statistical
weight parameters, respectively. Correspondingly, for 3,
having ester and ether functionalities, the statistical
weight matrices can be written as (see overleaf).


Matrix multiplication methods,41 were used to calcu-
late the mean-square dipole moments of the compounds
and the results obtained are given in Table 5. By compar-
ing the experimental and theoretical values of <�2> , it


UðO---C4Þ ¼
1 �00 0


0 �00 0


1 0 0


0
B@


1
CA; UðC4---C5Þ ¼


1 �� ��


1 0 0


0 0 ��


0
B@


1
CA;


UðC5---C6Þ ¼
1 �� ��


1 �� w��


1 w�� ��


0
B@


1
CA; UðC6---OÞ ¼


1 �00 0


1 �00 0


1 0 0


0
B@


1
CA


ð10Þ
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can be seen that the values of the conformational energies
determined from 1H NMR experiments carried out on the
dibenzoate 1, the diether 5 and the diacetate 6 reproduce
very satisfactorily the mean-square dipole moments of
these compounds. On the other hand, the calculated value
for the mixed ether–ester 3 is nearly 24% higher than the
experimental result. To fit the calculated and experimen-
tal values of <�2> for 3 would require favouring the
all-trans conformation which places the dipole moments
associated with the ester and ether groups in nearly
antiparallel orientations. The experimental value of the
mean-square dipole moment of the dinitrobenzoyl deri-
vative 4 is also included in Table 5; it is much higher than
for the other model compounds, which may reflect the
high contribution of the nitro group to the overall dipole
moment of the molecule and also the higher proportion
of folded conformations in the overall conformational
distribution of this molecule.


CONCLUSIONS


The experimental results (1H NMR and dipole moments)
for derivatives of 2-methyl-1,3-propanediol having aro-
matic rings at the ends of the acyclic chain have shown
that the conformation of the spacer depends on the nature
of the aromatic rings. Thus, whereas the dinitrobenzoyl
derivative 4 has a preference for folded (U-shaped)
conformers, the rest of the molecules studied have a
higher conformational mobility with a likely preference
for extended structure.


The conformational behaviour of these compounds can
be explained by quadrupolar interactions between the
aromatic rings. The conformational bias of 4 can be
attributed to favourable quadrupolar interactions between
the 3,5-dinitrobenzoyl and phenyl groups at the ends of
the molecule; this conformation is also favoured by van


der Waals interactions. On the other hand, the fact that the
other compounds (1–3 and 5) have a lower population of
the folded conformer can be rationalized by a destabiliz-
ing quadrupolar interaction between the two aromatic
rings, that tend to place the aromatic fragments apart
from each other (as previously found in the solid state23a),
although a face-to-face orientation is preferred by van der
Waals forces.


It is worth highlighting that the conformational ener-
gies obtained by 1H NMR spectroscopy were used to
calculate the dipole moments of 1, 3, 5 and 6, showing
agreement with the experimental values, which indicates
a good validation of the method based on 1H NMR
spectroscopy.


We have previously found a similar behaviour in the
conformational preferences of 1-(9-anthracenecarbony-
loxy)-3-(3,5-dinitrobenzoyloxy)-2-methylpropane (7),22a


which shows a very high preference for folded conforma-
tions (over 90% of the conformational distribution),
presenting U-shaped conformations with a nearly perfect
alignment of the mass centres of the two aromatic rings
(Figure 7); this conformation maximizes the (favourable)
quadrupolar interaction between the two unlike aromatic
rings. As a consequence, the gauche states for the two
central bonds of 7 are highly populated, with an energy
difference of over 5 kJ mol�1 relative to the trans states.
The same phenomenon, although to a smaller extent, is


Table 5. Results of the dielectric measurements of compounds 1 and 3–6


Compound Solvent @"
@w2


� 	�
2n1


@n
@w2


� 	�
<�2>exp (D2) <�2>theor (D2)


1 Benzene 2.24 0.11 5.90 5.86
3 Benzene 1.71 0.11 4.32 5.35
4 Benzene 4.82 0.13 16.69 n.d.
5 Dioxane 1.48 0.31 2.62 2.64
6 Benzene 3.16 0.29 4.76 4.95


Figure 7. Structure 7


UðO---C4Þ ¼ ð1 �k �kwkÞ; UðC4---C5Þ ¼
1 �� ��


1 wk�� wk��
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CA;


UðC5---C6Þ ¼
1 �� ��


1 �� w��


1 w�� ��
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1
CA; UðC6---OÞ ¼
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found with 4. On the other hand, the stabilizing energy of
the gauche states of the central bonds in 4 (ca 2 kJ mol�1)
is lower, indicating a decrease in the gauche population
in 4 relative to 7, resulting in a lower proportion of
U-conformer in 4 than in 7. This result is expected on
the basis of the higher absolute value of the zz-component
of the quadrupole moment tensor of anthracene relative to
that of benzene42 that would result in smaller quadrupolar
interaction energy for 4. Another reason for a lower
proportion of the U-shaped conformer in 4 may be due
to the unfavourable steric interaction of the benzylic
methylene (see the structure of the folded conformer in
Fig. 6).


In conclusion, the present and our previous results
demonstrate that the conformation of acyclic spacers
bearing aromatic substituents can be controlled by the
proper choice of the electrostatic character of the aro-
matic rings and the functionality at the end of the acyclic
spacer. These results can be applied to the preparation of
oligomers and polymers with designed folding patterns.
Work along these lines is in progress.


EXPERIMENTAL


Materials. All compounds were prepared using standard
methodologies (acylation with the corresponding acyl
chloride or alkylation with benzyl bromide) from 2-
methyl-1,3-propanediol, following procedures reported
in the literature.22,23a All the new compounds gave
satisfactory 1H NMR spectra, 13C NMR spectra, mass
spectra and analytical data (C, H, �0.4%).


NMR measurements. 1H NMR spectra were recorded on
INOVA 300, INOVA 400 and UNITY 500 spectrometers.
All the spectra, except those of 5, were obtained in
benzene-d6 solutions. The 1H NMR spectra of 5 were
obtained in dioxane-d8. Coupling constants were deter-
mined by fitting the experimental spectra with simulated
lineshapes based on standard expressions for the line
frequencies for ABX spin systems.32 A FORTRAN
program was developed for this purpose that employs a
non-linear least-squares fitting routine in which the
chemical shifts and respective linewidths for spins A, B
and X, and also the geminal and vicinal coupling con-
stants, are varied simultaneously. Errors in the coupling
constants determined in this way are less than 0.05 Hz in
all cases. All spectra were measured between 298 and
338 K. Transient NOE measurements were performed on
a Varian Unity 500 spectrometer at 303 K in benzene-d6


solution, using standard procedures. Five mixing times
(0.3, 1.0, 2.0, 3.0 and 6.0 s) were employed to follow the
build-up and decays of NOEs.


Computational modelling. The calculations were per-
formed on a double 867 MHz processor PC and on a
2660 MHz Intel Xeon processor (Xeon) Dell Precision


450 workstation running both Linux and Microsoft
Windows XP (version 2002) operating systems.


Dipole moments. The static dielectric permittivities " of
solutions of 1, 3, 4 and 6 were measured in benzene
(Merck, dried with molecular sieves) at 303 K with a
capacitance bridge (General Radio, type 1620 A) coupled
with a three-terminal cell. Owing to its limited solubility
in benzene, the dielectric measurements of the diether 5
were obtained in dioxane (Panreac) solution that was
dried by sequential heating at reflux over potassium
hydroxide and methyl isocyanate to eliminate the pre-
sence of aldehydes and alcohols. The values of " were
plotted against the weight fraction w of solute, and from
the slope of the plots, in the limit w! 0, the term d"/dw,
proportional to the total polarization (orientation, elec-
tronic and atomic), was obtained. Values of the increment
of the refractive index n of the solutions with respect to
that of the solvent n1 were measured with a differential
refractometer (Chromatix). The values of �n were
plotted against w, and from the slope in the limit
w ! 0, the term dn/dw, proportional to the electronic
polarization, was determined. The atomic polarization is
in most cases only a very small percentage of the
electronic polarization and because of the small value
of the latter, this contribution was neglected. The mean-
square dipole moments of the compounds were obtained
by using the Guggenheim–Smith method:41


< �2 >¼ 27 kBTM0


4�	NA "1 þ 2ð Þ2
lim
w!0


@"


@w


� ��
�2n1


@n


@w


� ��
 �
ð12Þ


where kB and NA are Boltzmann’s constant and
Avogrado’s number, respectively, M0 is the molecular
weight of the solute, T is the absolute temperature, 	 is
the density of the solvent and n1 and "1 are the
refractive index and the permittivity of the solvent,
respectively.
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ABSTRACT: Theoretical electrophilicity and nucleophilicity scales, defined in terms of electronic reactivity indices,
were tested for the reaction of a series of carbonates with neutral and charged reagents of varying nucleophilicity. The
electrophilicity and nucleophilicity scales were used to rationalize some mechanistic aspects developed by these
reacting systems: the greater the electrophilicity/nucleophilicity difference, the more concerted the reaction
mechanism will be. Conversely, a small electrophilicity/nucleophilicty gap will in general be associated with a
stepwise reaction mechanism. Copyright # 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


The reactions of carbonyl derivatives1,2 with nucleophiles
are processes that have received increasing attention. The
available experimental information was mainly derived
from kinetic and mechanistic studies of the reaction of
these substrates in solution with reagents of varying
nucleophilicity. The nucleophile series include neutral
and charged species such as secondary alicyclic amines,
anilines, quinuclidines, pyridines, alkoxides and phen-
oxides. Most of these reactions can be described as a
nucleophilic attack at the C——O group of the substrates,
which are, in most cases, the highest electrophilic sites.
Depending on the nature of the electrophile–nucleophile
pair, two general mechanisms are possible. In the first the
interaction of the nucleophile with the electrophilic
carbon may lead to the formation of a tetrahedral inter-
mediate, from which the leaving group detaches. This
mechanism is usually referred to as stepwise.1,2 Another
possibility is the concerted pathway,1,2 in which the
nucleophilic attack at the electrophilic carbon occurs
concertedly with the leaving group departure within a
single step pathway.


A useful classification of these processes may also be
achieved on the basis of electronic structural information
condensed in the form of reactivity indices. For instance,
it has been shown that chemical substitution on the
diene–dienophile pair may cause a Diels–Alder (DA)
reaction to proceed via a concerted or stepwise mechan-
ism. Thus, the concerted mechanism is associated with a
small difference in the electrophilicity/nucleophilicity
power of the reacting systems, whereas a large gap in
electrophilicity/nucleophilicity pattern normally leads to
a more polar (stepwise) mechanism3 in DA processes. A
similar result has been reported by Cramer and Barrows
for the cycloaddition reaction between the hydroxyallyl
cation and dienes of varying nucleophilicity4. However,
this result may not be a universal rule and we shall
examine here the relationship between the electrophili-
city/nucleophilicity difference and the reaction mechan-
ism (concerted vs stepwise) for a series of nucleophilic
substitution reactions. Such a classification requires
the choice of an appropriate scale of nucleophilicity/
electrophilicity, which, in the present work, is expressed
in terms of electronic quantities defined on the basis of the
theoretical framework outlined below. An excellent re-
view that illustrates the usefulness of reactivity indices for
the discussion of reactivity and selectivity appeared
recently.5


The forming and breaking processes of covalent bonds
during the interaction of electron-rich and electron-poor
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centers, described as nucleophile–electrophile interac-
tion,6,7 is one of the fundamental processes in chemistry.
Several attempts to classify the expected reactivity
patterns from absolute scales of electrophilicity/
nucleophilicity have been presented to date.8–11 Electro-
philicity (!þ) has been defined recently by Parr et al. as
the energy stabilization of a chemical species when it
acquires an additional fraction of electronic charge from
the environment.12 A useful representation of this prop-
erty in terms of electronic descriptors of reactivity,
namely the electronic chemical potential � and the
chemical hardness �, allowed these authors to define an
absolute scale of electrophilicity for atoms and molecules
in their ground states. A quantitative representation of
nucleophilicity (!�) could not, however, be deduced
from the same electronic model since nucleophilic spe-
cies behave differently, i.e. electrophilicity and nucleo-
philicity may not be the opposite ends of a unique scale.
Whereas !þ measures the energy stabilization of a
chemical species upon accepting electronic charge from
the environment, the quantity !� may be associated with
the energy change when the flow of charge from the
environment is in the opposite direction. An interesting
result for our present purpose is that, for negatively
charged atoms, the minimum value of the electrostatic
potential may be regarded as a measure of the interaction
of the anion with a positive charge.13,14 This implies that
one might be able to estimate the nucleophilic power of
molecules from the minimum value of the molecular
electrostatic potential (MEP).The use of MEPs for pre-
dicting the reactivity of carbonyl groups has already been
reported by Murray et al.15 in a slightly different context.
Even though there is not a rigorous procedure for general-
izing this result of Sen and co-workers,13,14 obtained for
spherically symmetric electron densities to other symme-
tries, this approach yields surprisingly good results for a
series of neutral and charged nucleophiles exhibiting a
wide diversity of structural and bonding properties, as
will be shown below.


In this paper, we present a static reactivity analysis of
the reactions between carbonyl derivatives (the electro-
philes) and neutral and charged reagents of varying
nucleophilicity. The nucleophiles include secondary neu-
tral alicyclic amines, anilines, quinuclidines and pyri-
dines, and also alkoxide and phenoxide ions. The
electrophilicity/nucleophilicity patterns of the substrate
and reagents are then used to rationalize several of
the fundamental kinetic and mechanistic aspects of these
reactions.


MODEL EQUATIONS


Electrophilicity index


The quantitative definition of electrophilicity is based on
a second-order model for the change in electronic energy


as a function of the change in the number of electrons,
�N, at constant external potential �(r), namely12,16,17


�E ¼ ��N þ �
�N2


2
ð1Þ


where � ¼ �ðI þ AÞ=2 < and � ¼ I � A are the electro-
nic chemical potential and chemical hardness defined in
terms of the vertical ionization potential I and electron
affinity A, respectively.


Based on this expression, Parr and co-workers12,16,17


performed a simple variational calculation to obtain both
the maximum electronic charge �Nmax that the electro-
phile may accept to stabilize its electronic energy and the
global electrophilicity index !þ¼��E. The resulting
expressions for these quantities are


�Nmax ¼ ��


�
ð2aÞ


and


!þ ¼ �2


2�
ð2bÞ


Note that electrophiles, as chemical species capable of
accepting electrons from the environment, decreases their
energy (�E< 0) in the direction of increasing N
(�N> 0), so that its electronic chemical potential
(� ¼ �E=�N) is always negative. The electronic che-
mical potential and chemical hardness were reported by
Pearson to be almost unaffected by solvation.18 Conse-
quently, the electrophilicity pattern of molecules is almost
unaffected by solvent18,19 and the intrinsic (gas-phase)
values suffice to characterize the propensity of the mole-
cule to acquire additional electronic charge from the
environment.


Nucleophilicity index


Compared with the electrophilicity index, the quantitative
representation of nucleophilicity introduces some addi-
tional difficulties. While the !þ index is defined as a
genuine global descriptor of reactivity, the definition of
the !� index as the minimum value of the MEP,13,20 i.e. as
!� ¼ minf�ðrCÞg; at the characteristic point in space, rC,
means that the latter is a local or semi-local (regional)
quantity. This choice was dictated by a previous work in
atoms showing that anions displayed a minimum value of
MEP, and that the amount of electronic charge encom-
passed in the sphere S(0, rC) was equal to the atomic
number Z.13,14 This result led the authors to propose that
the minimum value of MEP should be a measure of the
strength of the interaction between an anion and a positive
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charge, and therefore it should be related to the concept of
nucleophilicity. Our approach assumes that the minimum
value of MEP has a similar meaning for molecules.
Nevertheless, this definition of nucleophilicity should
assess the Lewis basicity of molecules on a relative scale.
Within the present model, the nucleophilicity of mole-
cules can be expected to be sensitive to solvent effects,
since it is represented in terms of characteristic values of
the molecular electrostatic potential instead of the elec-
tronic chemical potential and chemical hardness.


While the theoretical definition of electrophilicity is as
an energy difference describing the stabilization of the
electron acceptor upon receiving electronic charge from
the environment, the theoretical definition of nucleophi-
licity is clearly more complex, as atoms and molecules
increase their electronic energy upon releasing charge to
the environment. This entails that there is no longer the
possibility of representing the nucleophilic power of a
molecule within a variational framework similar to that
leading to the definition of electrophilicity.12 From the
experimental point of view, there has been some con-
troversy in identifying the physical contributions to the
nucleophilicity numbers proposed in different experi-
mental scales. For instance, attempts to build up quanti-
tative scales of nucleophilicity have been made in the past
based on experimental data that incorporate thermody-
namic, kinetic and electrochemical parameters. The dou-
ble basicity scale proposed by Edwards21,22 to describe
the chemical reactivity of electron donors is an excellent
example of how the nucleophilicity concept has been
handled in the past. He suggested that the nucleophilic
strength of a donor particle was probably related to its
polarizability.21 Polarizability as a measure of nucleophi-
licity was modelled through the electrode potentials of
the electron donors,21 and also by means of the molar
refraction indices.22 However, a quantitative relationship
between nucleophilicity and polarizability was never
characterized. Pearson proposed an empirical relation-
ship between nucleophilicity and the oxidation potential
for neutral and anionic bases.23 He found a slight correla-
tion with the nucleophilic reactivity towards methyl
iodide. In summary, it may be that the quantitative
evaluation of the nucleophilicity requires the considera-
tion of both basicity and polarizability. The present
approach is based on the hypothesis that the former
contribution may contain a significant amount of infor-
mation about nucleophilicity, in the form of a first-order
energy variation, equivalent but not similar to the first-
order energy changes associated with the variational
definition of electrophilicity. The second contribution
related to polarizability, that we neglect here as a first
approximation, may be further incorporated through
modern concepts such as chemical softness, which repres-
ents, within perturbation theory, second-order variations
in energy. However, solvent effects may not be neglected
within the present approach, and they can be incorporated
using the experimental models of nucleophilicity. For


instance, Ritchie’s nucleophilicity scale24 may be ap-
proximated as the negative of the free energy of the
anion–cation recombination reaction��GR;i in the re-
spective phase i. Therefore, if we define the intrinsic
nucleophilicity as !�,o¼��GR,i, we may write


!�;s ¼ !�;o � ��Gsolv ð3Þ


where !�;s is the solution-phase nucleophilicity. The net
work associated with solvation is


��Gsolv ¼ �GsolvðNu� : EþÞ
��GsolvðNu�Þ ��GsolvðEþÞ ð4Þ


We may safely neglect the contribution from solvation of
the cation–anion complex [Nu�:Eþ) in Eqn (4)], given
that the polar contribution to the solvation energy differ-
ence will be much smaller than the sum of the ionic terms
for solvation of the separated nucleophile and electro-
phile. If we further assume that the reference electrophile
contributes a constant quantity to the solvation energy
difference in Eqn (4), then the solution- and gas-phase
nucleophilicities can be approximately related by


!�;s ¼ !�o þ�GsolvðNu�Þ ð5Þ


Equation (5) indicates that the nucleophilicity of a
molecule in solution will decrease from its intrinsic
(gas-phase) nucleophilicity by an amount dictated by
the free energy of solvation of the nucleophile.


COMPUTATIONAL DETAILS


Ab initio HF/3–21G calculations were performed using
the Gaussian 98 suite of programs25 in order to evaluate
the electron density required to calculate the MEP for the
series of nucleophiles considered in the present study.
These calculations also provide the one-electron energies
"H and "L of the HOMO (H) and LUMO (L) frontier
molecular orbitals, respectively, needed to evaluate the
electronic chemical potential � and chemical hardness �
according to the approximate expressions12


� ffi "H þ "L


2
ð6aÞ


and


� ffi "L � "H ð6bÞ


respectively. With the � and � values at hand, the
electrophilicity index was evaluated using Eqn (2b).
Additional calculations incorporating continuum solvent
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effects via the IPCM model26 were performed in order to
evaluate the nucleophilicity index in the presence of a
polar solvent using Eqn (5). The value 78.5 was used for
the dielectric constant to mimic water as solvent. This
scheme permits a more reliable comparison of the theo-
retical quantities with the experimental data. As men-
tioned above, electrophilicity has been shown to be
relatively unaffected by continuum solvation effects,19


so that intrinsic (gas-phase) values of !þ suffice to
determine the reactivity pattern of electrophiles. The
calculations of the electrophilicity and nucleophilicity
indices were performed at the ground states of molecules
at the HF/3–21G level of theory. A detailed exploration of
the potential energy surface allowed us to select the most
stable conformations.


RESULTS AND DISCUSSION


Relative scales of electrophilicity and
nucleophilicity and reactivity


Scheme 1 summarizes the global electrophilicity pre-
dicted for a series of methyl aryl carbonates, diaryl
carbonates and chloroformates. This series of electro-
philes may be roughly classified into three subgroups.
The molecules of the first subgroup, with global
electrophilicity values >1.0 eV, are classified as strong
electrophiles. Those of the second group, with electro-
philicity values in the range 0.5–1.0 eV, are classified as
moderate electrophiles. Finally, the third group consists
of marginal electrophiles exhibiting electrophilicity
values <0.5 eV.


It is interesting that the global electrophilicity pattern
assesses farily well the substituent effect induced by
different functional groups on a given carbonate frames.
For instance, starting with methyl phenyl carbonate (1) in
Scheme 1, which is a marginal electrophile presenting the
lowest electrophilicity within the series (0.27 eV), in-
creasing substitution by NO2 groups on the phenyl ring
enhances the electrophilicity to 0.81, 1.33 and 1.57 eV in
2, 3 and 4, respectively. Based on previous experimental
results,1,2 the predicted enhancement in electrophilicity at
the carbonyl center may be traced to the strong electron-
withdrawing effect of the NO2 group. The same trend is
observed in Scheme 1 for the series of diaryl carbonates
(the !þ values are given in parentheses in eV units) 5
(0.31), 9 (1.16), 10, (0.84), 11 (1.30), 12 (0.84) and
chloroformates 13 (0.46) and 14 (1.14). Chlorine and
methyl substitution in aryl compounds results in only
marginal changes of the electrophilicity with reference to
6 (!þ¼ 0.86 eV) as compared with !þ¼ 0.84 eV for the
Cl derivative 12 and for the methyl derivative 10. A more
pronounced activating effect is observed in the
diaryl carbonate series (compare, for instance, com-
pounds 8, 9 and 11).


A theoretical scale of electrophilicity/nucleophilicity
must be validated against the corresponding experimental
scales. Even though nucleophilicity and electrophilicity
concepts are not physical observables, they have been
ranked using a three-parameter equation based on reac-
tion coefficients.27 This ranking is referred here to as
experimental values of electrophilcity/nucleophilicity.
For the case of electrophilicity, this comparison has
been already done for a significant number of cases
where the experimental information is available. In order
to validate our scale of nucleophilicity (see Scheme 2),
we compared the theoretical and experimental scales for
a series of nucleophiles included in the database reported
by Ritchie.28 We evaluated the nucleophilicity power of a
series of first-row neutral electron donors (i.e. neutral
nucleophiles containing N and O atoms) using Eqn (5). In
Fig. 1, a comparison between the experimental Ritchie
nucleophilicity scale and the theoretical nucleophilicity
index !�


s is displayed. It can be seen that for the series of
nine first-row electron donors the experimental trends is
roughly assessed: piperidine and morpholine are correctly
predicted as the first-row electron donors with the highest
nucleophilicity; hydroxylamine and hydroxide ion are
predicted as the poorest nucleophiles within the series;
hydrazine is predicted as a moderate nucleophile in
addition to CF3CH2O� and CH3CH2NH2 species. The
location of CH3O� within the experimental range of
strong nucleophiles (i.e. with an experimental nucleophi-
licity ranking comparable to that of morpholine and
piperidine) is somehow striking, because according to
our model Eqn (5), the high solvation energy expected for
this anion would strongly attenuate its nucleophilicity in
aqueous solution. Unfortunately, the experimental nu-
cleophilicity of CH3O� in water is not available. The
reported value for this anion was measured in methanol,28


a solvent having a markedly lower polarity than water.
This species is expected to behave nucleophilically in a
manner closer to that of OH�, i.e. as a marginal nucleo-
phile in aqueous solution. Note that the theoretical scale
does predict this expected nucleophilicity pattern in a
solvent of higher polarity such as water. The nucleophi-
licity of NH3 is, however, wrongly predicted by the !s


�


index.
Scheme 2 summarizes the results of the calculation of


the global nucleophilicity according to the model based
on the minimum value of MEP presented above in the
section Nucleophilicity index, with the intrinsic nucleo-
philicity values corrected for solvent effects. The solva-
tion energies employed to correct the intrinsic
nucleophilicity values via in Eqn (5) were obtained
from the IPCM model of Miertus et al.26 at the same
HF/3–21G level of theory.


In order to test whether or not the predicted order of
nucleophilicity was dependent on the basis set used to
evaluate the MEP, we performed additional calculations.
We first evaluated the nucleophilicity index using the
semiempirical AM1 method, and the results for the whole
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Scheme 1. Global electrophilicity (eV) of carbonyl compounds, evaluated using Eqn (2b)
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Scheme 2. Global nucleophilicity (eV) of a series of neutral and charged nucleophiles, evaluated using Eqn (5)
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data base were in good qualitative agreement with the
HF/3–21G outcomes. We next performed additional
calculations at the higher IPCM–HF/6–31G level on the
series of secondary neutral alicyclic amines (35–39 in
Scheme 2). This series will be used to examine the
reaction mechanisms (concerted vs stepwise) in nucleo-
philic substitution reactions, with a series of carbonyl
compounds of varying nucleophilicity (see below). The
results of these calculations showed that the incorpora-
tion of a more extended basis set does not alter the
predicted order of nucleophilicity. At the IPCM–HF/6–
31G level the nucleophilicity order is 39 (�0.12 eV)> 37
(�0.22 eV)> 38 (�0.36 eV)> 35 (�0.42 eV)> 36
(�0.58 eV), in complete agreement with the trends given
in Scheme 2.


Electrophilicity/nucleophilicity patterns and the
nature of reaction mechanisms


The usefulness of these global scales of electrophilicity
and nucleophilicity is nicely illustrated by the prediction
of the reaction mechanism for some nucleophilic sub-
stitution reactions. The reaction mechanism for the dis-
placement reactions involving many of the electrophiles
and nucleophiles shown in Schemes 1 and 2 have been
experimentally characterized.1–2 Two general mechan-
isms have been proposed for these processes: a stepwise
reaction involving a tetrahedral intermediate and a con-
certed route. We introduce the following model, based on
the electrophilicity/nucleophilicity scales, to predict the
reaction mechanism expected for a given electrophile–
nucleophile pair. This model uses the nucleophilicity
�electrophilicity difference index �NE ¼ j�!!�;s �!þj
as a criterion to predict the degree of ionic character of


the electrophile/nucleophile interaction, where �!!�;s is the
mean of the !�;s values of the set of nucleophiles under
consideration. This choice is dictated by the experimental
protocol, in which the reaction mechanism is deduced
from the kinetic data for a given electrophilic substrate in
reaction with a set of structurally related nucleophiles.


The �NE index may be defined as a ‘distance’ along an
unique scale defined in electronvolts (see Scheme 3). As
an example, we consider the reaction mechanism for a
series of carbonyl compounds (carbonates and chlorofor-
mates) reacting with the following series of secondary
alicyclic amines: 1-formylpiperazine (35), 1-(2-hydro-
xyethyl)piperazine (36), piperazine (37), morpholine
(38) and piperidine (39), all of which are shown in
Scheme 3. For this set of nucleophiles, the resulting
�!!�;s value is �0.228 eV. Scheme 3 shows the correspond-
ing �NE index for the electrophiles that have been
kinetically evaluated to react with these nucleophiles
(35–39) via either a concerted or stepwise mechan-
ism.29–35 The results are compared in Table 1. It can be
seen that those electrophiles which react via a stepwise
route display �NE values smaller than or approximately
equal to 1.1 eV. Compounds that have been evaluated as
reacting via a concerted route, on the other hand, con-
sistently show �NE values much greater than 1.1 eV.
However, the dividing line around �NE¼ 1.1 eV is
certainly arbitrary. A more reliable criterion may be
obtained by taking an interval between the maximum
and minimum values around the mean nucleophilicity
value, leading to a dividing interval ranging from 1.10 to
1.40 eV rather than a single line. As a result, the
compounds comprised within this dividing region are
consistently quoted as borderline cases in Table 1. Based
on these results, the following empirical rule may be
proposed for the nucleophilic substitution reactions exa-
mined here: the larger the electrophilicity/nucleophilicity
difference, the more concerted the reaction mechanism
will be. Conversely, a small electrophilicity/nucleophilicty
gap will, in general, be associated with a stepwise reaction
mechanism.


CONCLUSION


The reactivity of carbonyl compounds towards reagents
of varying nucleophilicity has been examined for a wide
range of molecules. The basicity of the nucleophiles is
correctly predicted by a nucleophilicity index defined as
the minimum value of the molecular electrostatic poten-
tial, corrected for solvation, while the electrophilicity of
the carbonyl substrate may be conveniently described in
terms of the electronic reactivity index proposed by Parr
et al.12 The electrophilicity/nucleophilicty difference
index introduced in the present work appears to be a
useful tool for predicting the degree of polar character
involved in the nucleophilic substitution reactions of
these compounds.


Figure 1. Comparison between the experimental nucleo-
philicity scale of Ref. 28 and the nucleophilicity index !�,s for
the first-row electron donors. The correlation shown involves
the seven nucleophiles marked with circles
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Scheme 3. Electrophilicity–nucleophilicity difference (eV)
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the warm hospitality extended to them. The authors are
indebted to Dr Sergio Marti for preparing a smart routine
that quickly locates the minima in the MEP surfaces.


REFERENCES


1. Williams A. Concerted Organic and Bio-Organic Mechanism.
CRC Press: Boca Raton, FL: 2000; Chapt. 4, and references cited
therein.


2. Johnson SL. Adv. Phys. Org. Chem. 1967; 5: 237–330;
Satterthwait AC, Jencks WP. J. Am. Chem. Soc. 1974; 96:
7018–7031; Stefanidis D, Cho S, Dhe-Paganon S, Jencks WP.
J. Am. Chem. Soc. 1993; 115: 1650–1656; Gresser MJ, Jencks
WP. J. Am. Chem. Soc. 1977; 99: 6963–6970.


3. Domingo LR, Aurell MJ, Perez P, Contreras R. Tetrahedron.
2002; 58: 4417–4423.


4. Cramer CJ, Barrows SE. J. Org. Chem. 1998; 63: 5523–5532.


5. Geerlings P, De Proft F, Langenaeker W. Chem. Rev. 2003; 103:
1793–1874.


6. Domingo LR, Arno M, Contreras R, Perez P. J. Phys. Chem. A
2002; 106: 952–961.


7. Domingo LR, Aurell MJ. J. Org. Chem. 2002; 67: 959–965.
8. Ingold CK. J. Am. Chem. Soc. 1933; 42: 1122–1126.
9. Legon AC, Millen DJ. J. Am. Chem. Soc. 1987; 109: 356–358.


10. Legon AC. Chem. Commun. 1998; 2585–2586.
11. Mayr H, Patz M. Angew. Chem., Int. Ed. Engl. 1994; 33: 938–957.
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Table 1. Nucleophilicity–electrophilicity difference (�NE)
a,


predicted and experimental reaction mechanism for a series
of neutral secondary alicyclic amines reacting with some
electrophilesb


HF/3–21G Mechanism


Compound !þ �NE Predicted Experimental Ref.


17 0.42 0.65 Stepwise Stepwise 29
16 0.39 0.62 Stepwise Stepwise 29
13 0.46 0.69 Stepwise Stepwise 30
2 0.81 1.04 Stepwise Stepwise 32


10 0.84 1.07 Stepwise Stepwise 31
12 0.84 1.07 Stepwise Stepwise 33
14 1.14 1.37 Borderline Stepwise 30
8 1.10 1.33 Borderline Concerted 32
9 1.16 1.39 Borderline Concerted 31


11 1.30 1.53 Concerted Concerted 34
3 1.33 1.56 Concerted Concerted 32
4 1.57 1.80 Concerted Concerted 35


a �NE ¼ j�!!�;s � !þj; ð�!!�;s ¼ �0:228 eV, see text).
b See Schemes 1 and 3 for compound numbering.
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epoc ABSTRACT: The electronic spectra of oligo(phenylenevinylene)s with five benzene rings and an acceptor–donor–
acceptor substitution pattern were investigated. Although the absorption spectra are mostly unaffected by an
increasing solvent polarity, both bathochromic shifts and reduced efficiencies of the fluorescence arise with the
quadrupolar electronic structure. The chromophores with the lowest oxidation or reduction potentials are the most
sensitive towards the environment. The synthesis of the centrosymmetrical oligomers was performed in a sequence of
two two-fold Wittig–Horner olefinations. Copyright # 2004 John Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience
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INTRODUCTION


Organic compounds with extended �-systems, conju-
gated polymers, polymers with conjugated segments,
and well defined oligomers have become an important
class of electronic materials.1–3 The application profile,
based on their unusual semiconducting and luminescent
properties, includes photoconductivity, non-linear optical
devices, sensors, field effect transistors and light emitting
diodes.4 Phenylene, hetarylene, vinylene and ethinylene
are the fundamental components of most of the materials
investigated. Optimisation of the electrooptical properties
of a given system and their adjustment to other materials
in different devices is possible by choice of the conjuga-
tion length.5,6 A more flexible approach is the introduc-
tion of (anti-)auxochromic groups, which strongly affect
conductivity,7 redox potentials and the band gap, often
combined with improvement of the solubility, thermal
and solid state properties.3,8,9 Arylamines10,11 and alky-
loxy groups are the most important electron donating
substituents, and cyanide and fluorine are widely used to
enhance the electron affinity.9,12–15


The combination of donors and acceptors on a chromo-
phore may result in non-linear optical properties,16 such as


solvatochromism, dual fluorescence, or high two-photon
absorptivity.17–19 Chromophores with a pronounced dipo-
lar donor–acceptor substitution have been used as the
active layer in photovoltaic cells.20,21 The relative posi-
tions of donors and acceptors on a conjugated system are
decisive for these characteristics, the simple shift of an
(anti-)auxochrome to a neighbouring position can have
dramatic effects, e.g. extensive quenching of the fluores-
cence.22–24 We are interested in organic materials for
electrooptical applications, such as monodisperse oligo
(phenylenevinylene)s (OPVs) and the manipulation of
their properties. Centrosymmetrical compounds with
quadrupolar arrangements of donor and acceptor groups
can be efficient and environment-dependent fluoro-
phores,25 and we have found two-photon absorption cross
sections as high as 4.1� 10�46 cm4 photons�1.19 Fluoro-
phors with strong solvatochromic responses (shift of
emission spectra or change of efficiencies) are attractive
as fluorescent probes, e.g. for sensing applications for low-
cost CCD spectrometers. Both non-linear optical process-
es, two-photon absorption and solvatochromism, are tuned
by the strength and the position of donor and acceptor
groups on a chromophore. This paper presents a compara-
tive study of the fluorescence of OPVs with five rings and a
pronounced acceptor–donor–acceptor structure.


SYNTHESIS


The synthesis of these symmetrical five-ring OPVs 1–11
(Scheme 1, Table 1) with electron donors on the central
nucleus and acceptors attached to the lateral rings has
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been perfomed via two two-fold Wittig–Horner reactions.
The starting materials, donor-substituted bis(phospho-
nates) 18–20 or bis(phosphonium salt) 21 have been
reported24,26 or were prepared from the corresponding
terephthalic diesters 12, 13. A reduction of these esters
with LiAlH4 followed by OH–chlorine exchange with
thionyl chloride and Michalis–Arbusov reaction or alky-
lation of triphenylphosphine led to 20, 21. The distyr-
ylbenzene dicarbaldehydes 22–25 were obtained in a
two-fold olefination of the bifunctional 18–21 with
mono-protected terephthaldialdehyde and subsequent hy-
drolysis of the acetals. The title compounds 1–11 were
assembled in a second set of PO-activated olefinations of
the dialdehydes 22–25 and acceptor-substituted benzyl
phosphonates 26–32. Flexible side chains attached to the
central ring ensure good to excellent solubilities in
common solvents and allow purification via chromato-
graphy followed by crystallisation from dichloro-


methane–methanol. The pure compounds were obtained
in moderate (4, 6, 7, 8) to good yields and form yellow to
brick-red solids. The all-trans configuration of the viny-
lene linkages was confirmed by H-NMR spectroscopy.


ELECTROCHEMISTRY


Electron withdrawing or donating groups are (anti)-
auxochromes on a chromophore and at the same time
modulators of the electrochemical properties. A substi-
tution of chromophore 1 with donors or acceptors will
alter the electron distribution preferentially in the vici-
nity of the substituent and facilitate redox processes
(Table 2). Oxidation potentials are reduced by about
0.17 V through changing alkyl to ether (2! 3) and by a
further 0.24 V upon replacing ether (3) by a secondary
amine (4). [Cyclic voltammetry: 100 mV s�1, tetrabuty-
lammonium tetrafluoroborate (0.1 M) in CH2Cl2, WE: Pt
disc, CE Pt wire, RE Ag/AgCl/LiCl/EtOH, 27 �C. All
potentials are referenced to ferrocene/ferrocenium as the
internal standard (E1/2¼ 0.352 V).] Acceptors such as
cyanides promote the reduction (1! 2), but in this
series only irreversible processes have been found. The
nitro-group proved to be a much more powerful acceptor
giving reversible reduction waves at low potentials, the
reduction potentials are shifted about 0.9 V to lower
potentials, whereas the influence on the oxidation po-
tentials is only small. Some interaction of the donor-
substituted centre of the conjugated system and the
nitrobenzene subunits is visible: compare the reduction
potentials of 6, 7 and 8. A donor on the same ring
(8! 11) shifts the reduction potential by about 0.16 V to
a lower potential. Other acceptors such as trifluoro-
methyl (9) or 1,3,4-oxadiazole (10) are less effective,
but are still stronger than the cyanide. By substitution of
the five-ring OPV 1 with strong donors and acceptors the
electrochemical bandgap can be reduced from 3 V to
less than 2 V.


Scheme 1. Synthesis of centrosymmetrical OPVs. (i) LiAlH4,
ether, 35 �C, 4 h; (ii) SOCl2, CH2Cl2,0


�C, 20 h; (iii) P(OEt)3,
165 �C, 4 h; (iv) CH3CN, 80


�C, 24 h; (v) [P]¼ PO(OEt)2: THF,
KOtBu, 0 �C, 15min; (vi) [P]¼ (C6H5)3P


þ: DMF, NaH, 0 �C,
2 h; (vii) HCl (2M), 25 �C, 20 h; 57–84%; (viii) THF, KOt-Bu,
0 �C, 30min, 33–92%


Table 1. Substitution pattern of donor–acceptor substituted
OPVs 1–11


OPV R1 R3 R4 R5 m.p. (�C)


1 C6H13 C6H13 H CH3 222
2 C6H13 C6H13 H CN 228
3 OC8H17 OC8H17 H CN 208
4 NRR0 NRR0a H CN 208
5 R1¼R2¼OC8H17 H H CN 150
6 C6H13 C6H13 H NO2 241
7 OC8H17 OC8H17 H NO2 216
8 OC8H17 OC8H17 NO2 H 172
9 OC8H17 OC8H17 CF3 H 168
10 OC8H17 OC8H17 OXDb H 177
11 OC8H17 OC8H17 NO2 OC6H13 155


a NRR0 ¼N-hexyl-N-propylamino.
b OXD¼ 5-heptafluorpropyl-1,3,4-oxadiazolyl-2.


Table 2. Redox potentials of 1–11 in solutiona


OPV E2,red
0 (V) E1,red


0 (V) E1,ox
0 (V)


1 �2.08 p 0.98 r
2 �2.25 p �2.01 p 0.94 r
3 �2.23 p �2.02 p 0.77 p
4 �2.21 p 0.53 r
5 0.71 r
6 �2.25 p �1.13 r 0.91 r
7 �1.92 p �1.18 r 0.65 p
8 �2.18 p �1.21 r 0.73 r
9 �2.29 r �1.98 r 0.77 r


10 �2.09 p �1.87 p 0.86 p
11 �2.29 p �1.37 r 0.76 r


a p: peak potential, r: reversible wave, half-wave potential.
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ELECTRONIC SPECTRA AND
SOLVATOCHROMISM


Compound 1 represents the fundamental chromophore of
all OPVs investigated here, five benzene rings are con-
nected via four vinylene units and two side chains are
attached to the central ring. Absorption (�max¼ 393 nm)
and fluorescence (�max


F ¼ 449 nm) are almost independent
of the solvent polarity (solvatochromic shifts
��¼þ4 nm, ��F¼þ8 nm) and excitation and emission
are separated by large Stokes shifts (��¼ 3173–
3387 cm�1). [Electronic spectra were recorded at ambient
temperature, using an MCS320/340 UV/Vis spectrometer
(Zeiss) (c � 10�5 mol l�1) for absorption and an LS 50B
(PerkinElmer) for fluorescence spectra (c� 10�5–
10�8 mol l�1).] Exchanging the terminal methyl groups
for cyanides (2) results in a red shift of � 10 nm of all
spectra (Table 2). A quadrupolar substitution pattern (3)
is obtained when the electronically almost neutral alkyl
side chains in 2 are replaced by alkoxy chains. The donor
effect of the oxygen combined with donor–acceptor
interaction and aided by the improvement of conjugation
due to reduced sterical hindrance on the central ring add
to a red shift of 29 nm of the absorption maximum. As
with 1 and 2, the excitation spectra of 3 are almost
independent of the solvent. In non-polar solvents, absorp-
tion and the strong fluorescence (�F¼ 0.67 in dioxane)
are separated by comparably small Stokes shifts
(��¼ 2476–2757 cm�1), the Stokes shifts are substan-
tially higher in CH2Cl2 or ethanol as the emission of 3 is
positively solvatochromic. [Fluorescence quantum yields
were obtained by comparison with quinine sulfate in
0.1 M H2SO4 (�F¼ 0.577) and corrected for the refractive
index according to Lackowicz.] An even more pro-
nounced acceptor–donor–acceptor structure and there-
fore further reduced excitation energy should result
from the substitution of the ether groups in 3 by dialky-
lamines. Nevertheless, a hypsochromic shift (4:
�max¼ 423 nm, ��¼�10 nm) is obtained. Although
they are much stronger donors, the voluminous dialkyla-
mines force the molecule to distort the adjacent dihedral
angles, thus reducing the efficiency of the conjugation.
Irradiated solutions of diamino-dicyano-OPV 4 emit
light, the colour and the efficiency of the fluorescence
(Fig. 1) are strongly dependent on the solvent.28 Huge
Stokes shifts (�� 4900–6500 cm�1) and moderate effi-
ciencies (�F¼ 0.3–0.6) are obtained in non-polar sol-
vents (cyclohexane, dioxane, toluene). In the polar
solvents dichloromethane and ethanol, this positive sol-
vatochromic, low-energy fluorescence is quenched. A
negative solvatochromic, inefficient (�F� 0.06–0.03),
short-wavelength emission is observed instead. As with
4, the absorption maximum of 5 is shifted to a higher
energy compared with its isomer 3, an effect known from
dyes and conjugated polymers.8,29. Except for the hyp-
sochromism of excitation and emission, the optical prop-
erties of 5 are close to 3 (Table 3).


Cyanides have been used widely as acceptors for light-
emitting chromophores,8,12,13 but the nitro group, which
is an even stronger acceptor has received less attention.30


The small number of fluorescent nitro-compounds has
been attributed to fluorescence quenching via predisso-
ciation31 and to the existence of low lying n–�* states and
fast inter-system crossing.32 Replacing the cyanides in 2
and 3 by nitro groups gives OPVs 6 and 7. The higher
strength of the nitro acceptor results in bathochromic
shifts of the absorption maxima and of the fluorescence.
Solvents have only minor effects on the excitation spectra
but a strong impact on the emission: their fluorescence
efficiencies in cyclohexane and toluene are moderate to
high (�F¼ 0.4–0.8) but negligible in dichloromethane or
ethanol (�F< 0.01). As is observed with amino–cyano


Figure 1. Emission spectra of 2, 4 and 7 in different solvents
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OPV 4, initial bathochromism of the fluorescence (cyclo-
hexane! dioxane: � 30 nm) is followed by a very weak
and hypsochromically shifted emission from solutions in
ethanol or CH2Cl2.


A change in the positions of the nitro groups in 7 from
the p-position to the neighbouring m-positions gives OPV
8. Braking the conjugation between donors and acceptors
shifts absorption and emission about 20 nm to the blue (in
cyclohexane). A solvent-independent absorption and, as
for 4, 6 and 7 an initially positive and then inverted
solvatochromism adds to a switch of the fluorescence
efficiency from moderate in hydrocarbons (�F¼ 0.35) to
low (�F¼ 0.05) in dioxane, CH2Cl2, or ethanol. The
latter results only from the nitro group, their replacement
by other electron withdrawing groups such as CF3 (9) or
1,3,4-oxadiazol (10) results in highly fluorescent OPVs
(�F � 0.7), in non-polar as well as in polar solvents. The
mitigation of the quadrupolar electronic structure of
brick-red 8 by attaching alkoxy donors to the nitroben-
zene subunits gives orange 11, with nearly identical
spectra in solution. Although the spectra of 11 are
essentially independent of the solvent, the fluorescence
quantum yield is not. Efficient in hydrocarbons (�F �
0.5), the fluorescence declines in dioxane or dichloro-
methane (�F � 0.1) and vanishes in alcohol (�F¼ 0.001).


The optical properties of the fundamental chromo-
phore 1 are virtually unaffected by solvent polarity.
Quadrupolar substitution of the chromophore with


electron acceptors and donors shifts the absorption spec-
tra to lower energies, these shifts are mainly controlled by
the increasing acceptor or donor strength of the substi-
tuents [e.g. 1! 2! 6: �max (C6H12)¼ 393 nm, 404 nm,
413 nm]. Although dialkylamines are much stronger
donors than ether groups, an exchange of the latter by
dialkylamines (3! 4) provokes a hypsochromic shift.
This can be attributed to reduced conjugation along the
backbone due to the steric effect of the voluminous
dialkylamines. Contrary to dipolar substituted oligo-
mers,32 solvatochromism of the absorption of quadrupo-
lar OPVs 2–11 is only small (��¼ 11 nm).


Whereas the solvent effects on the absorption spectra
are only small, the fluorescence is influenced strongly.
The former can be attributed to similar stabilisation of
ground states and Franck–Condon states by polar sol-
vents. In the excited states it is likely that a stabilisation
via intramolecular charge transfer (ICT) from strong
donors (OR, NR2) to strong acceptors (CN, NO2) occurs,
followed by a reorganisation of the solvent cage. Increas-
ing solvent polarity stabilises these ICT excited states
relative to the ground-state molecules resulting in bath-
ochromic shifts of the fluorescence. Additionally, the
lowered energies of the ICT states may lead to severe
fluorescence quenching.


This explains the higher fluorescence efficiency of 3 in
polar solvents compared with 4 or 7 where either the
strength of the donor or of the acceptor are enhanced. In


Table 3. Optical spectra of OPVs 1–11 in different solvents


Cyclohexane 1,4-Dioxane Toluene Dichloromethane Ethanol


�f
max �f


max �f
max �max �f


max �f
max


�max (nm) �max (nm) �max (nm) (nm) (nm) �max (nm)
(nm) ��a (cm�1) (nm) �� (cm�1) (nm) �� (cm�1) log" �� (cm�1) (nm) �� (cm�1)


1 393 449 395 453 395 456 397 457 393 452
3173 3241 3387 4.939 3307 3321


2 404 459 405 465 405 466 407 476 409 480
2997 3186 3232 4.920 3561 3617


3 433 485 434 493 434 493 434 540 433 517
2476 2757 2757 4.928 3434 3752


4 423 535 423 583 425 576 425 495 420 479
4949 6488 6168 4.836 3327 2932


5 408 455 411 460 413 461 413 473 409 483
2531 2591 2521 5.013 2981 3746


6 413 472 422 506 422 489 424 481 423 481
3026 3934 3247 4.924 2795 2851


7 442 497 445 525 448 514 449 494 446 493
2504 3424 2866 4.955 2029 —


8 423 478 428 486 430 476 429 471 430 474
2730 2788 2247 4.952 2079 2159


9 422 475 424 481 425 483 426 489 421 482
2644 2795 2825 4.914 3024 3006


10 423 478 425 483 429 486 428 492 423 484
2720 2825 2733 4.916 3039 2979


11 423 476 424 483 425 484 427 471 427 482
2632 2881 2869 4.824 2188


a ��¼ Stokes shift.
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particular, nitro-substituted chromophores (6, 7, 8, 11)
show the strong impact of increasing solvent polarity on
the fluorescence efficiency. Though luminescent in hy-
drocarbons, their fluorescence is almost completely
quenched in CH2Cl2 or ethanol. Cyclic voltammetry
revealed that the reduction potential is shifted about
0.8 V to lower potentials, much more than the cyanide-
induced shift of 0.07 V. This extraordinary high ability of
NO2 to accept electrons favours the formation of ICT
excited states, the stabilisation of these charged species in
polar solvents facilitates non-radiative processes and
quenches the fluorescence. Addition or omission of donor
groups modulates the band gap (6: 2.04 V, 8: 1.94 V, 11:
2.13 V) but the optical properties are mainly controlled
by the nitro group. The effects of other acceptors,
oxadiazole, CF3 and CN on the band gap are much
smaller (�E¼ 2.9–2.7 V). This less pronounced stabili-
sation of the negative charge correlates with a lower
sensitivity of the excited states towards the environment.
Although some stabilisation of the excited states by
solvent polarity is visible as positive solvatochromism
of the fluorescence, it is not sufficient to provoke ex-
tensive fluorescence quenching.


Amino-cyano OPV 4 appears to be a special case.
Although the difference in the redox potentials (�E �
2.7 V) is in the range of the band gap of cyano–alkoxy
OPVs, the impact of solvent polarity on the excited state
and its consequences on the fluorescence resemble to the
properties of nitro-OPVs but with a much smaller band
gap. In addition to the electronic effects of the with-
drawing cyanide and strong donor dialkylamine (2! 4:
�Eox¼�0.41 V) the steric effect of the big NR2 has to be
taken into account. Compared with 2 and 3 with weaker
but less voluminous donors, the absorption of 4 is shifted
to higher energies, but the excited state is strongly
stabilised even in non-polar solvents. The huge Stokes
shift (��¼ 4949 cm�1 in C6H12) can be attributed to a
severe change of the geometry resulting in a distinctly
improved conjugation along the �-system and interaction
of electron donating and withdrawing groups in the
excited state. The limited degree of conjugation in the
ground state and its change in the excited state restricts a
correlation of the electrical and optical properties of 4
and the comparison with the other quadrupolar OPVs.


CONCLUSION


A straightforward synthesis of quadrupolar substituted
oligo(phenylenevinylene)s has been described. Alkyl,
alkoxy and dialkylamino groups on the central ring
improve solubility and reduce the oxidation potential.
Acceptors on the terminal rings, CN, CF3 and NO2,
provoke a quadrupolar electronic structure and reduced
band gap. This results in positive solvatochromism of the
emission. With dialkylamine as the donor or acceptor
nitro the highest impacts on the fluorescence have been


observed, strong red shifts and positive solvatochromism,
but vanishing efficiencies in polar solvents, including the
anomalous solvent dioxane.18 Compared with the mod-
erate acceptors CN or CF3, the powerful NO2 strongly
facilitates the formation of ICT excited states and their
non-radiative decay. Although the electrical properties of
dialkylamino OPV 4 are closer to the alkoxy-analogues,
the effect of solvent polarity on the emission is similar to
the nitro-substituted OPVs. Excitation results in exten-
sive alteration of the geometry prohibiting a correlation
of the band gap and optical properties of the excited state.
The solvatochromism and preliminary experimental re-
sults with 3, 7 suggest high two-photon absorptivities (Z.
Kotler, Beer-Sheva, unpublished work).
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ABSTRACT: The enzyme �-glutamyl transpeptidase (GGT) is implicated in cellular detoxification, the biosynthesis
of leukotrienes and control of the physiological concentration of glutathione. It also plays important roles in
Parkinson’s disease, diabetes, apoptosis inhibition and cancer drug resistance. It catalyses the breakdown of its in vivo
substrate, glutathione, by cleaving the amide bond between the �-glutamyl and the cysteinylglycine moieties.
Threonine is proposed to act as the nucleophile of GGT in the formation of the �-glutamyl acyl enzyme intermediate
during the acylation step. The �-glutamyl moiety is then transferred to a primary amine acceptor substrate (an amino
acid or dipeptide) or to a water molecule, to form a compound containing a new isopeptide bond or glutamate in the
transamidation or hydrolysis reactions, respectively. In spite of the importance of the role of GGT in human
physiology, there is a lack of information about the mechanisms of its catalytic reactions, and in particular the nature
of the intermediate formed during the acylation step. In order to gain insight into the formation of the acyl enzyme
intermediate, different D-�-glutamylanilides substituted in the para position with electron-withdrawing and electron-
donating groups were used as donor substrates under conditions where water served as acceptor substrate. A Hammett
plot with a slope of zero was obtained for the steady-state hydrolysis reaction for which deacylation is the rate-
limiting step. To confirm the ping-pong mechanism, pre-steady-state kinetics of this reaction were then performed
with the donor substrate D-�-glutamyl-p-nitroanilide, which liberates the chromophore p-nitroaniline. Experiments
using a stopped- flow spectrometer and a rapid mix–quench apparatus gave biphasic traces with a burst up to �65 ms,
the amplitude of which corresponds well with the concentration of the enzyme. These burst kinetics were also
observed in the presence of L-methionine at concentrations �15-fold below its KM value, where deacylation would
still be rate limiting. These observations are consistent with the formation of an intermediate during the rapid
acylation step and support the modified ping-pong mechanism proposed for GGT- mediated hydrolysis and
aminolysis. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: enzyme mechanism; �-glutamyl transpeptidase; pre-steady-state kinetics; hydrolysis; transpeptidation;


Hammett plot


INTRODUCTION


�-Glutamyl transpeptidase (GGT) (EC 2.3.2.2) is a
highly glycosylated heterodimeric enzyme bound to the
external surface of cells in mammals,1,2 bacteria3 and
plants.4 It is found mainly in kidney, but is also present in
brain, pancreas and liver.5,6 This enzyme has been im-
plicated in many physiological processes in humans,
including cellular detoxification through the formation
of mercapturic acids,7 biosynthesis of leukotrienes D4


8


and regulation of glutathione (�-glutamylcysteinylgly-
cine) concentration through the �-glutamyl cycle.9 It
has also been found to be implicated in many diseases,


such as Parkinson’s disease,5 diabetes10 and apoptosis
inhibition.11 Despite its broad biological importance in
mammals, its complete mechanism of action and the
nature of the amino acids implicated in the active site
are not yet known.


GGT binds glutathione as its in vivo donor substrate
and cleaves the amide bond between the �-glutamyl
and the cysteinyl moieties in an acylation step. The �-
glutamyl moiety can then be transferred to a broad range
of amino acids and dipeptides of L-configuration only (in
a transpeptidation reaction) or to a water molecule (in a
hydrolysis reaction) to give a new �-glutamyl peptide or
glutamate, respectively. A modified ping-pong mechan-
ism has been proposed for GGT, as represented in
Scheme 1.1,2,12 In order to study the acylation and
deacylation steps separately, the donor and acceptor
substrates must be chosen carefully to determine which
step will be rate limiting. Furthermore, a donor substrate
can also act as an acceptor substrate, in a competing
autotranspeptidation reaction, if it is of L-configuration.


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 529–536


*Correspondence to: J. W. Keillor, Département de Chimie, Université
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Thus, in order to study the hydrolysis reaction separately,
donor substrates with D-configuration are used in the
absence of primary amine acceptor substrates. One such
donor substrate widely used in activity assays and me-
chanistic studies is D-�-glutamyl-p-nitroanilide, shown in
Fig. 1 (X¼NO2), which is known to display similar
kinetic properties to glutathione.2


The active-site amino acid residues implicated in the
catalytic reactions of GGT are not well known. For
example, the nucleophile has not been identified for all
mammalian GGTs. Ser-451 and -452 have been sug-
gested by site-directed mutagenesis to act as a nucleo-
phile in human GGT.13 In E. coli GGT, the N-terminal
amino acid of the small subunit, Thr-391, has been
identified by enzymatic digestion and mass spectrometry
to be the nucleophile.3 This residue is conserved in all
GGTs, leading the authors to propose that GGT is a
member of the Ntn-hydrolase family. Other characteris-
tics of enzymes belonging to this family include their
activation through autoprocessing of enzyme precur-
sors14 and the presence of two antiparallel �-pleated
sheets, both of which are present for bacterial GGT.3,15


We have proposed that an amino acid must act as a
general acid catalyst for the protonation of the leaving
group during the acylation step. In our previous studies of
GGT, we used a series of L-�-glutamylanilides bearing
electron-withdrawing or electron-donating groups in the
para position, whereby the strength of the cleaved amide
bond varies according to the substituent.16 The resulting
Hammett plot of our observed kinetic data, together with
a pH–rate profile, isotope effect studies and Eyring and


van’t Hoff plots, allowed us to identify a Lys or His
residue as bearing the ammonium group playing this role.
However, the absence of a precise crystal structure of any
GGT prevents the unambiguous identification of the
amino acids implicated in catalysis.


Although several different lines of evidence from GGT
mechanistic studies are consistent with the ping-pong
catalytic cycle shown in Scheme 1, some authors have
proposed that a sequential mechanism may also be
consistent with certain kinetic data.17 The formation of
an acyl enzyme intermediate, which is highly probable
for enzyme-mediated acyl transfer reactions (see, for
example, Ref. 17 and references cited therein), would
be direct support of a ping-pong mechanism. In order to
prove the presence of this enzyme form, Elce and
Broxmeyer incubated GGT in the presence of doubly
radiolabeled glutathione and observed that more radio-
active [14C]-�-glutamyl enzyme was detected than radio-
active [3H]glycine bound on the enzyme.18,19 They also
incubated rat kidney GGT with N-acetylimidazole, which
can react with free amino groups. After this incubation, a
form of GGT was obtained that was capable of binding
[14C]glutathione, but had a limited capacity of catalysing
its hydrolysis. Unfortunately, it appears that hydrolysis
was fast enough to prevent the accumulation of a suffi-
cient quantity of acyl enzyme intermediate for thorough
characterization. However, upon consideration of the
stability of the new bond formed with the modified
enzyme, they concluded that an amide bond had been
formed. When Smith and Meister performed the same
kind of experiment with N-acetylimidazole, they obtai-
ned, after 20 s of incubation, a modified acyl enzyme
that was no longer able to liberate p-nitroaniline from the
donor substrate L-�-glutamyl-p-nitroanilide.20 However,
in both of these studies, an inhibitor was used that was
proposed to react with GGT distant from the active site,
exposing previously buried amino acids. For example,
after treatment with N-acetylimidazole, some residues
were exposed that could react with iodoacetamide, inhi-
biting binding in the donor substrate binding site.19,20


Clearly, the discussion of the identification of the acyl
enzyme would be aided by the direct detection of tran-
sient intermediates using analogues of glutathione as
donor substrates that would lead to the formation of an
acyl enzyme more closely resembling the one formed
physiologically.


Here we present a Hammett plot constructed using
kinetic results from the GGT- mediated hydrolysis reac-
tion of a series of �-glutamylanilides containing amide
bonds of different strength. These results suggest that for
this process, acylation is not the rate-limiting step.
Several different pre-steady-state kinetic experiments
were then performed in order to observe the formation
of an acyl enzyme intermediate on the millisecond scale
and to confirm the nature of the rate-limiting step. The
direct observation of a burst due to the rapid liberation of
the product at initial reaction times is representative of


Scheme 1


Figure 1. Synthetic �-glutamyl donor substrates used in this
study
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the formation of such an acyl enzyme intermediate. These
kinetic results are compared and discussed with respect to
their implications for the mechanism of GGT-mediated
hydrolysis and transpeptidation.


RESULTS AND DISCUSSION


Hammett plots


The rate-limiting step of the reaction catalysed by GGT
changes according to the nature of the donor and the
acceptor substrates. We synthesized a series of L- and D-
�-glutamylanilides substituted in the para position with
electron-donating and electron-withdrawing substituents,
as shown in Fig. 1. Compounds with L-configuration,
containing amide bonds of different strengths, were used
as donor substrates for the transpeptidation reaction
catalysed by GGT in the presence of saturating concen-
trations of glycylglycine as acceptor substrate.16 Apart
from p-nitroaniline, the anilines released as the first
product of the transpeptidation reaction are not strong
chromophores. Therefore, for this series of donor sub-
strates the steady-state enzymatic reactions were
quenched at different times with trichloroacetic acid
and the liberated p-anilines were derivatized with sodium
nitrite and a naphthyl derivative to give diazo dye com-
plexes detectable at �560 nm. A Hammett plot with an
upward curvature was obtained (circles, Fig. 2), indicat-
ing by its non-zero slope that the acylation reaction is the
rate-limiting step.16 The shape of the curve was ascribed
to a change in the geometry of the transition state of the
concerted rate-limiting step21,22 in accordance with
further evidence from isotope effect, pH–rate profile,
Eyring and van’t Hoff experiments. The decomposition
of the tetrahedral intermediate to liberate the p-aniline
moiety and to form the putative acyl enzyme intermediate
was thus identified as the rate-limiting step of the acyla-
tion process.16


The �-glutamylanilides with D-configuration were
used as donor substrates, initially in the absence of any
primary amine as an acceptor substrate, in an investi-
gation of the GGT-catalysed hydrolysis reaction. The
D-configuration was necessary for this study in order to
avoid the autotranspeptidation reaction that is possible
with compounds of L-configuration, which can serve as
both donor and acceptor substrates.12 The Hammett plot
constructed from the steady-state kinetic data measured
for the GGT-mediated hydrolysis of our D-�-glutamyl
anilides (squares, Fig. 2) displays a slope with a � value of
around zero (0.055� 0.067). The Hammett parameter ��


was used as recommended for anilines as leaving
groups;23 fitting the same kinetic data to other parameters
such as �, �R and �I or the pKa of the anilinium ions (i.e.
in a Brønsted plot) made no significant difference to the
calculated slope (data not shown). From this near-zero
slope we may conclude that variation of the strength of
the amide bond cleaved during the GGT-catalysed hydro-
lysis does not lead to significant variation in the steady-
state rate of the reaction. Hence it appears that acylation
is not the rate-limiting step in the steady-state hydrolysis
process. Considering the ping-pong catalytic cycle
(Scheme 1) proposed for this enzyme, it seems reason-
able to hypothesize that for the hydrolysis reaction,
deacylation of the putative acyl enzyme intermediate is
rate limiting.


Other results have been reported previously using D-
glutamine and D-�-glutamyl-p-nitroanilide as donor sub-
strates under conditions where water served as the accep-
tor substrate.24 The reaction with D-glutamine was
shown to proceed with rate-limiting acylation, whereas
for D-�-glutamyl-p-nitroanilide, deacylation was the rate-
limiting step for hydrolysis. Our results are consistent
with the latter, and allow us to extend the conclusion that
acylation is probably rapid for all �-glutamylanilides,
probably due to leaving group activation. Whether the
same is true for the in vivo donor substrate glutathione
remains to be seen.


Pre-steady-state hydrolysis studies


If the deacylation step of GGT-mediated �-glutamylani-
lide hydrolysis is indeed rate limiting in the steady state,
as shown above, then one might expect the pre-steady-
state reaction to proceed through the initial rapid libera-
tion of the first product, in our case a para-substituted
aniline, upon predominant conversion of the enzyme to
an acylated form, followed by the slow release of the
same product during the rate-limiting hydrolysis of the
acyl enzyme intermediate during the steady state. A
biphasic reaction curve could therefore be expected at
short reaction times. No burst of this type has ever been
reported for GGT, under conditions where kinetic traces
are followed on the second time-scale. It therefore
appeared clear to us that pre-steady-state kinetic studies


Figure 2. Hammett plots obtained for GGT-mediated trans-
peptidation from L-�-glutamylanilides to glycylglycine (cir-
cles, Ref. 16) and hydrolysis of D-�-glutamyl anilides in
the absence of acceptor substrate (squares, this work)
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on the millisecond scale would be necessary to observe
the putative burst kinetics.


Pre-steady-state hydrolysis studies were initially
carried out using a rapid mix–quench flow apparatus
with D-�-glutamyl-p-nitroanilide as substrate. This donor
substrate has been well studied in our laboratory25 and by
other groups24 and releases a chromophore product that is
easy to detect. The rapid mix–quench flow apparatus has
a dead time of 2 ms and has been used previously with
success to follow rapid pre-steady-state enzymatic reac-
tions.26 Trichloroacetic acid is used as a quench solution,
stopping the enzyme reaction and denaturing the enzyme
but at the same time lowering the pH and in the current
studies protonating the product p-nitroaniline to its less
visible anilinium form. The liberated aniline was there-
fore derivatized according to the same protocol used
above for Hammett plot. This method poses the advan-
tage of forming a diazo complex with a high extinction
coefficient (57 mM


�1 cm�1, versus 8.8 mM
�1 cm�1 for


p-nitroaniline), resulting in a sensitive detection techni-
que of low concentrations of released product. From this
experiment, a distinct biphasic curve was obtained, pre-
senting a burst up to �50 ms (data not shown). The slope
from the rapid phase yields a rate constant of �80 s�1 for
acylation, whereas the slope from the slow phase yields a
rate constant of �4 s�1 for hydrolytic deacylation. These
results demonstrated the existence of an initial burst and
gave a rough indication of its duration. However, the
indirect nature of the detection method, the imprecision
of the results and the high concentrations of enzyme
(purified in minute quantities from animal tissue2,16)
necessary for each time point posed serious practical
limitations for obtaining duplicate and triplicate measure-
ments leading to precise kinetic data. The experiment was
therefore repeated using a stopped-flow spectrometer, a
method for continuous kinetic detection that consumes
less enzyme.


The p-nitroaniline released from D-�-glutamyl-p-
nitroanilide during its GGT-mediated hydrolysis was
directly observed at 410 nm with relative ease, although
its extinction coefficient (8800 M


�1 cm�1)2 is lower than
that of its corresponding diazo dye (see above). A typical
kinetic trace is shown in Fig. 3. As was observed during
the rapid mix–quench experiments, the hydrolysis reac-
tion follows two distinct phases. The initial rapid phase,
or burst, lasts for �65 ms and the slopes for the rapid and
the slow phases are 50� 5 and 14� 2 s�1, respectively
(Table 1). These slopes represent the average of three
runs with two different batches of enzyme. When the
experiment was repeated using a sample from a different
batch of purified GGT, the rate constants obtained were
48 and 16 s�1, respectively, after normalization for spe-
cific activity. The similarity of the values obtained for
the fast and slow rate constants between batches of
enzyme and across different experimental techniques
testify to the reproducibility and precision of these
results.


The burst phase (Fig. 3) represents the rapid pre-
steady-state acylation of GGT by the donor substrate
D-�-glutamyl-p-nitroanilide. We have used the same
donor substrate previously in the presence of a high
concentration of glycylglycine, an excellent acceptor
substrate, under conditions where acylation is assumed
to be rate limiting. In that case, the steady-state rate
constant was found to be 297 s�1, almost 6-fold higher
than the value determined directly here.27 It is not clear
that this difference is sufficiently significant to warrant
speculative explanation based on a difference in mechan-
isms and/or an additional role of glycylglycine as acti-
vator during the acylation step, especially considering
the differences in experimental conditions under which
the two results were obtained. However, the difference
between these values did lead us to investigate directly
the burst phase in the presence of an amino acid acceptor
substrate, as shown in the next section.


The slow phase of Fig. 3 corresponds to the steady-
state hydrolytic turnover of the D-�-glutamyl acyl en-
zyme formed in the rapid phase. The rate constant of
14� 2 s�1 determined from the slope of this phase
compares well with the kcat value of 14 s�1 found pre-
viously for the steady-state hydrolysis of the same com-
pound obtained by visible spectrometry on the second
time-scale (data not shown) (R. Castonguay and J. W.
Keillor, unpublished observations). It should be noted


Figure 3. Typical pre-steady-state burst kinetic trace ob-
tained by stopped-flow spectrometry for GGT-mediated
hydrolysis of a saturating concentration of D-�-glutamyl-
p-nitroanilide (see Table 1 for rate constants)


Table 1. Kinetic constants obtained from pre-steady-state
analysis of GGT-mediated hydrolysis and transpeptidation
reactions of D-�-glutamyl-p-nitroanilide at pH 8.0, 37 �C


Acceptor substrate Rapid phase: Slow phase: Burst size
knorm


cat (s�1) knorm
cat (s�1) (mM)


(Water)a 50� 5 14� 2 6.3� 1.3
0.3 mM L-methionineb 54� 10 19� 1 6.0� 1.2


a Hydrolysis in absence of amine acceptor substrate. See Fig. 3;
[GGT]0¼ 8.0mM.
b See Fig. 4; [GGT]0¼ 8.0mM.
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that the concentration used in the current stopped-flow
experiment (604 mM) is well above the apparent KM value
previously determined for hydrolysis (31mM), so the
favourable comparison is justified and confirms the
validity of the current stopped-flow experiments.28


When the linear slopes of the slow and fast phases of
Fig. 3 are extrapolated to the y-axis, the difference in their
normalized intercept values of 0.055� 0.011 absorbance
units is obtained. Using the extinction coefficient of the
product p-nitroaniline, this absorbance can be converted
to a concentration of 6.3� 1.3mM, corresponding to the
concentration of the acyl enzyme intermediate formed
during the burst phase. This value closely approaches the
concentration of GGT used in the experiment, namely
8.0mM, indicating that essentially all of the free enzyme
in solution is converted to acyl enzyme during the rapid
pre-steady-state step.


Pre-steady-state aminolysis studies


As noted above, the rate constant determined from the
current pre-steady-state kinetic studies for the rapid
acylation phase of the reaction of GGT with D-�-
glutamyl-p-nitroanilide differs from the value determined
from previous steady-state transpeptidation studies under
conditions in which acylation was assumed to be rate
limiting. Furthermore, one could argue that while the
current results indicate that an intermediate is formed
during the GGT-mediated hydrolysis reaction, implying a
ping-pong mechanism, the transpeptidation reaction
could still take place without the formation of such an
intermediate, through the direct displacement of p-
nitroaniline by the �-amino group of an amino acid or
dipeptide. For these reasons, it was imperative to perform
pre-steady-state kinetic studies similar to those above,
but in the presence of an amine acceptor substrate.
L-Methionine was chosen as the amino acid acceptor
substrate since it is known to be a reasonably efficient
acceptor substrate and to display poor affinity for the
donor substrate binding site.12 A concentration of 0.30 mM


was used so that the observed steady-state rate of trans-
peptidation would be noticeably greater than the back-
ground hydrolysis reaction, leading to an observable
increase in the slope of the slow phase. This concentra-
tion is also �15-fold below the apparent KM value of
L-methionine as an acceptor substrate (4.9 mM)12 so that
the deacylation step of the predominant transpeptidation
reaction would not be so fast as to make acylation the
rate-limiting step, masking the initial burst.


As can be seen in Fig. 4, the stopped-flow kinetic trace
obtained under these conditions is still biphasic. The
slope of the initial rapid phase provides a rate constant
of 54� 10 s�1, corresponding very closely to that ob-
tained in the absence of acceptor substrate (Table 1). This
is consistent with the same initial acylation reaction
taking place between GGTand D-�-glutamyl-p-nitroanilide,


regardless of the presence of amine acceptor substrate.
The size of the burst, as extrapolated from the slope of the
slow phase, was determined as 0.053� 0.011 absorbance
units, corresponding to a concentration of 6.0� 1.2mM,
approximating the concentration of enzyme used
(8.0mM). This indicates that once again, even in the
presence of an amine acceptor substrate, GGT is pre-
dominantly acylated by D-�-glutamyl-p-nitroanilide in a
rapid initial step, prior to deacylation, confirming the
purported ping-pong mechanism.12 The slope of the slow
phase, corresponding to the steady state turnover of the
acyl enzyme in the presence of L-methionine, gives a rate
constant of 19� 1 s�1. This is significantly higher than
was observed in the absence of amine, as is expected for
the more rapid transpeptidation reaction that predomi-
nates over hydrolysis.27


Ping-pong mechanism


As discussed previously, a modified ping-pong mechan-
ism has been proposed for the catalysis of GGT.12 One
line of evidence for this mechanism is the construction of
Lineweaver–Burk plots displaying parallel curves when
the concentrations of both donor and acceptor substrates
are varied. Although this has been previously obtained for
GGT,29 some authors still contend that the mechanism is
sequential.17 Other evidence in favour of a ping-pong
mechanism would be the observation of the formation of
an acyl enzyme intermediate. Elce reported the formation
of an acylated enzyme, but its structure was different than
the �-glutamyl enzyme that would be formed under
physiological conditions.19 In the current study, the donor
substrate used acts like the in vivo substrate glutathione in
that the same �-glutamyl moiety is transferred to the
active-site nucleophile without any previous modification
of the enzyme. We have observed the formation of a
putative acyl enzyme intermediate for the GGT-mediated
hydrolysis reaction of D-�-glutamyl-p-nitroanilide, as


Figure 4. Typical pre-steady-state burst kinetic trace ob-
tained by stopped-flow spectrometry for GGT-mediated
transpeptidation from a saturating concentration of D-�-
glutamyl-p-nitroanilide to a sub-saturating concentration
of L-methionine (see Table 1 for rate constants)
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demonstrated by the biphasic curve shown in Fig. 3. An
intermediate was also formed, with the same rate con-
stant, in the burst phase of the transpeptidation reaction
with L-methionine, as shown in Fig. 4, under conditions
where deacylation was still rate limiting in the steady
state. In both cases, the acylating agent used is admittedly
an analogue of glutathione, the native substrate. D-�-
Glutamyl-p-nitroanilide is commonly used as a substrate
analogue because the release of the initial product, p-
nitroaniline, is easily detected spectrometrically.
Although it is unlikely that the use of such an activated
donor substrate would give rise to the formation of an
acyl enzyme intermediate different to that formed in the
native reaction, since the kinetic behaviour of �-gluta-
mylanilides and glutathione have been demonstrated
previously,2 it may be prudent to verify the formation
of an acyl enzyme intermediate with the native donor
substrate, glutathione. The use of a rapid mix–quench
apparatus offers the advantage of flexibility of analysis
and is especially useful for kinetic reactions of substrates
that do not possess a chromophore and cannot be fol-
lowed directly, by stopped-flow spectrometry for exam-
ple. We have recently developed an HPLC-based assay
for the discontinuous kinetic study of GGT substrates and
products such as glutathione and �-glutamyl di- and
tripeptides.30 The application of this analytical method
to the confirmation of the ping-pong mechanism with
glutathione is in progress.


Acyl enzyme product studies


As mentioned above, other research groups have identi-
fied and isolated an acyl enzyme intermediate by pre-
incubating the free enzyme with the chemical modifier
N-acetylimidazole.19,20 Both groups reported the par-
tially inhibited hydrolysis of either [14C]glutathione or
L-�-glutamyl-p-nitroanilide and the accumulation of a
supposedly covalent intermediate. However, the nature of
the bond formed between the purported �-glutamyl
moiety and the nucleophile differs between the reports.
Experiments carried out by Elce’s group showed that the
bond was stable to urea, hydroxylamine, performic acid
and acidic conditions. In basic conditions, the intermedi-
ate was found to hydrolyse slowly, leading the authors to
propose that an amide bond was formed in the active-site
of GGT. Meister’s group performed the same experi-
ments and showed that the acyl enzyme could undergo
hydrolysis in the presence of hydroxylamine or guanidi-
nium ions and proposed that the bond formed with the
active-site nucleophile was an ester bond. However, in
both of the above studies, the acylated amino acid residue
was not identified. More recent studies have shown that
the active-site nucleophile of E. coli GGT is the N-
terminal threonine residue of the small subunit,3 appar-
ently confirming that an ester bond would be present in
the reaction with �-glutamyl derivatives. Since this


threonine residue is conserved among all species, the
acyl enzyme whose formation with rat kidney GGT was
observed in the current study may also be a �-glutamyl
ester. Characterization of samples of �-glutamyl enzyme
from our rapid mix–quench studies, by enzymatic diges-
tion and mass spectral analysis, is in progress.


In conclusion, we have tested D-�-glutamylanilides
substituted in the para-position as donor substrates for
the hydrolysis reaction of rat kidney �-glutamyl trans-
peptidase. A Hammett plot with a � value of around zero
was obtained, indicating that hydrolytic deacylation, and
not acylation, is the rate-limiting step in the steady-state
reaction. Pre-steady-state kinetic studies were then car-
ried out with D-�-glutamyl-p-nitroanilide, using both a
rapid mix–quench apparatus and a stopped-flow spectro-
meter. A biphasic curve was obtained by both methods,
typical of the rapid formation of an intermediate prior to
its rate-limiting turnover. This intermediate is proposed to
be an acyl enzyme intermediate and further experiments
in the presence of L-methionine, an amine acceptor
substrate, also confirmed its formation during the cataly-
tic transpeptidation reaction. The direct observation of
this intermediate in GGT-mediated hydrolysis and trans-
peptidation reactions is consistent with the proposed
ping-pong mechanism of this enzyme of broad impor-
tance in human physiology.12


EXPERIMENTAL


Materials


The donor substrates L- and D-�-glutamylanilides substi-
tuted in the para-position were synthesized as described
previously.16 GGT was purified from rat kidney, as pre-
viously reported,16 and kept in solution for the Hammett
studies or lyophilized for the rapid mix–quench and
stopped-flow experiments. For the latter treatment, the
enzyme was resuspended in 0.1 M Tris–HCl, pH 8.0, buffer.
Tris buffer was obtained from Bio-Rad and trichloroacetic
acid, sodium nitrite, ammonium sulfamate and N-(1-
naphthyl)ethylenediamine�2HCl were purchased from Al-
drich. An Ultrospec 2000 UV–visible spectrophotometer
(Pharmacia Biotech) was used for the Hammett experi-
ments. The absorbance values for the rapid mix–quench
samples were read on a Cary 100 Bio instrument (Varian).
The rapid mix–quench flow apparatus was a KinTek
Chemical-Quench-Flow Model RQF-3 (KinTek). The
stopped-flow spectrometer was an SX.18MV Stopped-
Flow Reaction Analyser (Applied Photophysics) having
an optical pathlength of 10 mm and under the control of a
Risc processor running the software Pro-K.


Methods


Hammett plot. The experimental procedures used
for kinetic analysis of the steady-state GGT-mediated
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hydrolysis and transpeptidation reactions were published
previously for L-�-glutamylanilide compounds.16 The
only difference from the protocol used in the current
study is the use of donor substrates with D-configuration,
at concentrations in the range 1–4000mM.


Rapid mix--quench. The rapid mix–quench apparatus was


calibrated previously with radioactive solutions as described


by the manufacturer and equilibrated to 37 �C using a


circulating water-bath (Neslab). A 2 mM solution of the


donor substrate D-�-glutamyl-p-nitroanilide was prepared


in 0.1 M Tris–HCl, pH 8.0, in order to give a final concen-


tration of �1 mM in the reaction loop. The enzyme was


resuspended to a concentration of 0.86 mg ml�1 in the same


buffer. Upon initiation of a reaction by the rapid mix–


quench apparatus, three syringes were pushed. Two con-


tained 0.1 M Tris–HCl, pH 8.0, buffer to push the enzyme


and the substrate into the mixing loop. The third contained


the quench solution, which was 40% trichloroacetic acid in


the current studies. The enzyme and the donor substrates


were placed in 1 ml syringes and used to fill the reaction


loops, having volumes of 13.8 and 14.6 ml, respectively.


Kinetic data were collected at various times according to the


procedure described in the manufacturer’s manual. Data


points were thus obtained in duplicate at 2, 10, 20, 50, 500


and 2000 ms. Blank experiments were performed at 2 and


2000 ms by replacing the enzyme solution in the reaction


tube with buffer. The appropriate amount of enzyme was


then added to the quenched reaction mixture and analysed as


described below.


For each data point, the volume of recovered quenched
solution was known precisely. Buffer was then added
such that the latter represented one quarter of the final
volume. An identical volume of 4 mg ml�1 sodium nitrite
solution was added and the solution was allowed to stand
for 3 min. An identical volume of 20 mg ml�1 ammonium
sulfamate was then added, followed by incubation for
2 min. Finally, a 2-fold larger aliquot of 1.5 mg ml�1 N-
(1-naphthyl)ethylenediamine solution was added and the
solution was allowed to stand for 10 min prior to measur-
ing its absorbance on the Cary spectrometer at 560 nm.
The values obtained were divided by the appropriate
extinction coefficient (0.057mM


�1 cm�1), and multiplied
by the necessary dilution factor to obtain the concentra-
tion of the aniline present in the initial reaction volume of
28.4ml (prior to dilution by quench solution and diazo-
tization). The biphasic kinetic curve obtained was ana-
lysed by linear regression using the software Axum 5.0.
The slopes of each phase were transformed to knorm


cat


values by dividing by the final concentration of the
enzyme in the reaction mixture (6.2 mM) and by normal-
izing the value to a specific activity of 837 U mg�1.


Stopped-flow. The donor substrate D-�-glutamyl-p-nitro-


anilide was dissolved to give a concentration of 6.64 mM


in 0.1 M Tris–HCl, pH 8.0, buffer. Enzyme was resuspen-


ded to a concentration of �0.6 mg ml�1. A 1.0 ml syringe


containing the enzyme and a 0.1 ml syringe containing the


donor substrate were fitted into the stopped-flow apparatus,


thermostatted at 37 �C, giving a mixing ratio of 10:1 in the


stopped-flow cell, and a final GGT concentration of around


8.0 mM. Blanks were performed by alternately replacing the


enzyme and the donor substrate by buffer. A series of six


acquisitions were carried out for each test. Typically, the


first three acquisitions were necessary to fill the lines of


the apparatus with the proper solutions, whereas the last


three were reproducibly equivalent and averaged together as


an experimental result. Given the 10-fold difference in the


size of syringes used for initiating the stopped-flow reaction,


mixing times were visibly increased beyond the dead time of


the instrument and kinetic data were collected after equili-


bration. The absorbance over the 10 mm pathlength was


recorded at 410 nm for 1000 data points on a logarithmic


time scale over 10 s for each run. The absorbance values


were then analysed using the software Axum 5.0 to deter-


mine the values of the linear slopes for each phase of the


trace, using the extinction coefficient of 8.8 mM
�1 cm�1.


These slopes were transformed into knorm
cat values as de-


scribed above for the rapid mix–quench experiments.
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ABSTRACT: The kinetics of oxidation of substituted 2-furaldehydes by quinolinium dichromate in sulfuric acid,
using 50% acetic acid as the solvent, was studied. The rate of the reaction was first order in each of the substrate,
oxidant and acid. The kinetic data are discussed with reference to the aldehyde hydration equilibria. The kinetic
results support a mechanistic pathway proceeding via a rate-determining oxidative decomposition of the chromate
ester of the aldehyde hydrate. Copyright # 2003 John Wiley & Sons, Ltd.


KEYWORDS: kinetics; oxidation; 2-furaldehydes; quinolinium dichromate


INTRODUCTION


The oxidation of heterocyclic aldehydes by Mn(VII)
highlighted the kinetic aspects and nature of the product
formed.1 Cerium(IV) ion in an acetic acid (25%, v/v)
medium was used to oxidize 2-furaldehyde to the acid;
the reaction involved a free-radical mechanism.2 Thalliu-
m(III) was used for the oxidation of 2-furaldehyde in
perchloric acid solution, and it was observed that the rate
of the reaction did not depend on the concentration of Hþ


ions.3 The kinetics of the oxidation of heterocyclic
aldehydes by bromic acid in H2SO4–HOAc medium
showed that the reaction was first- order in both oxidant
and substrate concentrations, but showed a second-order
dependence on the concentration of Hþ ions.4 Kinetic
studies on the oxidation of 2-furaldehyde by chromic
acid5 and quinolinium chlorochromate6 in acetic acid–
water media showed a first-order dependence on each of
the concentrations of substrate, oxidant and acid.


In the oxidation of heterocyclic aldehydes, there is a
possibility of the reaction taking place either at the
heteroatom or at the aldehydic function. The aims of
the present investigation were (a) to highlight the effect of
the heteroatom on the rate of the reaction and (b) to
determine the site of attack of the oxidant. For this
purpose, we carried out a kinetic study of the oxidation
of substituted 2-furaldehydes by a chromium(VI) reagent,
quinolinium dichromate [QDC, (C9H7NþH)2Cr2O7


2�], in
acidic medium [50% (v/v) acetic acid–water] under a
nitrogen atmosphere. This study forms part of our con-
tinuing efforts concerning the oxidation of organic sub-


strates by quinolinium dichromate in general,7 and
aldehydes in particular.8


EXPERIMENTAL


Materials. All the substrates (Aldrich) were purified by
distillation under reduced pressure. The oxidant, QDC,
was prepared by the reported method,9 and its purity was
checked by spectral analysis. The infrared spectrum
(KBr) exhibited bands at 930, 875, 765 and 730 cm�1,
characteristic of the dichromate ion. Acetic acid (SD, AR
grade) was distilled before use. Sulfuric acid (Merck) was
used after a check of its physical constants. 2-Furalde-
hyde-1-d was prepared by the reported method.10 IR
spectra were recorded on an FT-IR spectrophotometer
(DA-8, Bomem).


Kinetic measurements. The reactions were performed
under pseudo-first-order conditions, maintaining a large
excess of the substrate with respect to the oxidant. The
reactions were performed at constant temperature (0.1 K)
and were followed by monitoring the UV-visible absorp-
tion band at 440 nm using a DU-650 spectrophotometer
(Beckman), as described earlier.7 All the reactions were
performed under nitrogen. The rate constants were eval-
uated from the linear (r> 0.996) plots of log[QDC]
against time. The values of the rate constants reported
are the means of two or more runs and were reproducible
to within� 3%. The reactions were carried out in aqu-
eous medium, and water–acetic acid mixtures were used
for studying the effect of dielectric constant on the rates
of the reactions. The reaction mixtures remained homo-
geneous in the solvent systems used.
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Product analysis. Doubly distilled water (30 ml) was
cooled in ice and concentrated H2SO4 (7.9 g, 0.08 mol)
was added slowly with constant cooling. When the acid
solution had cooled to room temperature, QDC (9.52 g,
0.02 mol) was added and the mixture was warmed to
313 K for complete dissolution of the QDC. To this
mixture, 0.015 mol of substrate (1.45 g of 2-furaldehyde,
1.66 g of 5-methyl-2-furaldehyde and 1.63 g of 5-bromo-
2-furaldehyde), taken in 25 ml of 50% acetic acid–water,
was added. The reaction mixture was stirred at 313 K for
48 h under nitrogen. The organic layer was extracted
three times with diethyl ether (25 ml each time) and the
combined organic extracts were washed with water and
dried over anhydrous Na2SO4. The oxidized products (the
corresponding 2-furancarboxylic acids) were obtained
after complete removal of the ether (melting-points
were in agreement with literature values; yields 85–
90%). Each reaction product was subjected to IR (KBr)
analysis, and characterized as follows: 2-furancarboxylic
acid, �¼ 3000, 2860 (br, s, OH), 2583, 1690 (s, C——O),
1470, 1305, 1245, 1020, 930, 760 cm�1; 5-Methyl-2-
furancarboxylic acid, �¼ 2860 (br, s, OH), 1642 (s, C——
O), 1525, 1375, 1160, 1030, 940, 760 cm�1; 5-bromo-2-
furancarboxylic acid, �¼ 3130, 2560 (br, s, OH), 1705 (s,
C——O), 1590, 1280, 1160, 940, 760 cm�1; 5-nitro-2-
furancarboxylic acid, �¼ 3120, 2580 (br, s, OH), 1690
(s, C——O), 1570, 1250, 1170, 930, 760 cm�1.


RESULTS AND DISCUSSION


The oxidation of 2-furaldehydes by QDC resulted in the
formation of the corresponding acids. Under the present
experimental conditions, there was no further oxidation
of the acids.


Stoichiometry


The stoichiometry of the reaction was determined.7


Stoichiometric ratios, �[QDC]/�[substrate], in the range


0.66–0.69 were obtained, which conformed to the follow-
ing overall equation:


3C5H4O2 þ 2CrVI þ 3H2O ! 3C5H4O3 þ 2CrIII þ 6Hþ


ð2-furaldehydeÞ ð1Þ


Kinetic results


Using pseudo-first-order conditions, individual kinetic
runs were observed to be first order in QDC. The
pseudo-first-order rate constants (k) were independent
of the initial concentration of the oxidant. The order of
the reaction with respect to the substrate concentration
was obtained by varying the aldehyde concentration and
observing the effect on the rate at constant [QDC] and
[Hþ]. The order with respect to the concentration of acid,
at constant [aldehyde] and [QDC], was found to be unity.
Table 1 shows the kinetic results. In the range of acid
concentrations used, the protonation of the aldehydes was
less significant,11 although it cannot be ruled out. It was
not possible to decide whether protonation of the alde-
hydes or protonation of the dichromate resulted in the
observed acid catalysis, since these two processes could
not be distinguished on the basis of the data obtained.
Since the acid concentrations used were in the range 0.5–
1.5 mol, the dichromate ion was suggested to be the
predominant species in these oxidation reactions. Earlier
reports have established the involvement of protonated
Cr(VI) species in chromic acid oxidation reactions.12,13


Effect of solvent


The oxidation of the substrates was studied in solutions
containing varying proportions of water and acetic acid.
The dielectric constants ("r) of water–acetic acid mixtures
were calculated from the dielectric constants of the pure
solvents (at 313 K: water¼ 73.28, acetic acid¼ 6.29).14 It


Table 1. Rate data for the oxidation of substituted 2-furaldehydes at 313K


104 k (s�1)


[Substrate] (102
M) [QDC] [H2SO4] 2-Furaldehyde 5-Bromo-2- 5-Methyl-2- 5-Nitro-2-


(103
M) (M) furaldehyde furaldehyde furaldehyde


1.0 1.0 0.5 1.25 1.1 1.5 1.03
2.5 1.0 0.5 3.12 2.6 3.8 2.54
5.0 1.0 0.5 6.21 5.6 7.8 5.12
7.5 1.0 0.5 9.32 8.3 12.1 7.71
10 1.0 0.5 12.5 11.0 15.6 10.2
1.0 0.75 0.5 1.22 1.12 1.52 1.02
1.0 0.50 0.5 1.25 1.09 1.5 1.06
1.0 0.25 0.5 1.24 1.1 1.45 1.01
1.0 0.10 0.5 1.27 1.15 1.43 1.03
1.0 1.0 0.75 1.88 1.7 2.3 1.5
1.0 1.0 1.0 2.50 2.15 3.1 2.05
1.0 1.0 1.25 3.20 2.7 3.7 2.6
1.0 1.0 1.50 3.80 3.4 4.6 3.1
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was observed that there was an increase in the rate of the
reaction with decrease in the dielectric constant of the
medium (Table 2). The magnitude of this effect suggested
that, for the equilibrium 2HCrO4


� Ð Cr2O7
2�þH2O, a


decrease in the dielectric constant of the medium (in-
crease in the acetic acid content) favored the dichromate
form over the chromate form. Although the range of
dielectric constants used for these reactions was not large,
plots of log k versus 1/"r were found to be linear, with
positive slopes, which suggested that the reactions were
of the ion–dipole type.15


Effect of temperature


The oxidation of the substrates was studied over the
temperature range 303–323 K; the rate data and activa-
tion parameters are given in Table 3. The negative values
of �S 6¼ provided support for the formation of a rigid
activated complex which was strongly solvated.


Hydrated form of the substrate


It has been shown that aldehydes are extensively hydrated
in aqueous solutions and many oxidation reactions pro-
ceed via the hydrate form.11,16–21 Table 4 lists the
experimental rate constants (k) for the oxidation of the


aldehydes by QDC. The aldehyde hydrate dissociation
constants (Kd) 10 for the reaction


RCHðOHÞ2 Ð
Kd


RCHO þ H2O ð2Þ


are also given. From k and Kd, two sets of rate constants
for the oxidation of the aldehyde in only one of the forms
present in solution were calculated. The values of kHy


were obtained by assuming that only the hydrate form
appears in the rate law:


v ¼ kHy½QDC� ½RCHðOHÞ2� ð3Þ


Similarly, the values of kA were calculated using the
concentration of free aldehydes according to the rate law


v ¼ kA½QDC� ½RCHO� ð4Þ


Table 2. Solvent effect for oxidation of substituted 2-furaldehydesa by QDC at 313K


104 k (s�1)


Dielectric 2-Furaldehyde 5-Bromo-2- 5-Methyl-2- 5-Nitro-2-
H2O:AcOH (%, v/v) constant, "r furaldehyde furaldehyde furaldehyde


50:50 39.79 1.25 1.1 1.5 1.03
45:55 36.44 1.82 1.3 2.2 1.24
40:60 33.09 2.51 1.7 3.1 1.5
35:65 29.74 3.80 2.4 4.5 2.2
30:70 26.39 6.30 3.4 7.5 3.2


a [Substrate]¼ 1.0� 10�2
M; [QDC]¼ 1.0� 10�3


M; [H2SO4]¼ 0.5 M.


Table 3. Temperature and activation parametersa for the oxidation of substituted 2-furaldehydesb by QDC


104 k (s�1)


Temperature (�0.1 K) 2-Furaldehyde 5-Bromo-2-furaldehyde 5-Methyl-2-furaldehyde 5-Nitro-2-furaldehyde


303 0.62 0.55 0.75 0.51
308 0.94 0.83 1.1 0.75
313 1.25 1.1 1.5 1.03
318 1.78 1.6 2.1 1.5
323 2.54 2.2 2.8 2.0
�H 6¼ (kJ mol�1) 51 53 49 55
�S 6¼ (J mol�1 K�1) �152 �151 �157 �148


a Error limits: �H 6¼ � 2 kJ mol�1; �S 6¼ � 5 J mol�1 K�1.
b [Substrate]¼ 1.0� 10�2


M; [QDC]¼ 1.0� 10�3
M; [H2SO4]¼ 0.5 M.


Table 4. QDC oxidation of substituted 2-furaldehydes at
313K


Kd 104k kHy kA


Aldehyde (s�1) (M
�2 s�1) (M


�2 s�1)


2-Furaldehyde 1.29 1.25 16.5� 1.28 12.8� 1.28
5-Bromo-2-furaldehyde 1.16 1.1 12.7� 1.2 10.9� 0.27
5-Methyl-2-furaldehyde 1.23 1.5 18.4� 1.15 15.5� 0.63
5-Nitro-2-furaldehyde 1.09 1.03 11.2� 1.0 9.77� 0.31
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The values of kHy and kA are given in Table 4. Using
the �þ values derived from consideration of the electro-
philic substitution for the hetero systems,22 a plot of
log kHy against �þ was linear (r¼ 0.999), with a slope of
�¼þ0.509. On the other hand, the correlation of �þ with
kA gave �¼þ0.423 (r¼ 0.979). This might suggest the
involvement of the aldehyde hydrate in the oxidation
process. Hence a mechanism involving a direct hydro-
gen-transfer reaction between a free aldehyde and QDC
was very unlikely. Earlier work on the oxidation of
benzaldehyde by chromic acid had shown a pathway
involving the intermediate formation of the chromic
acid ester of hydrated benzaldehyde.23 This similarity
provided additional support for the mechanistic pathway
suggested, in the present investigation, that the rate-
determining step involved the oxidative decomposition
of the chromate ester of the aldehyde hydrate.


Rate law


From the kinetic results, the rate law was derived as
follows:


�d½QDC�=dt ¼ k3½E� ¼ k3½Hy� ½PQ� ð5Þ


where [PQ]¼K1 [QDC] [Hþ] and [Hy]¼K2[A] [H2O].
Substituting the values of [PQ] and [Hy] in Eqn (5)
(taking the activity of water to be unity), we obtain


�d½QDC�=dt ¼ K1K2k3½A� ½QDC� ½Hþ� ð6Þ


This rate expression shows that the reaction exhibits a
first-order dependence with respect to the concentrations
of each of the substrate, oxidant and acid. Hence


�2:303dlog½QDC�=dt ¼ k ¼ K1K2k3½A� ½QDC� ½Hþ�
ð7Þ


This rate law explains all of the experimentally observed
results.


Structure and reactivity


For the oxidation of the substrates, the order of reactivity
is 5-methyl-2-furaldehyde> 2-furaldehyde> 5-bromo-
2-furaldehyde> 5-nitro-2-furaldehyde (Table 1), which
is in conformity with the inductive effects of the
substituents. The inference is that the electron-
releasing substituent (methyl) increases the oxidation
rate by increasing the equilibrium concentration of
the chromate ester of the aldehyde hydrate, and the
electron-withdrawing substituent (nitro) decreases the
oxidation rate.


Table 5. Kinetic isotope effect at 313Ka


Substrate 104 kH (s�1) 104 kD (s�1) kH/kD


2-Furaldehyde 1.25 — —
2-Furaldehyde-1-d — 0.215 5.8


a [Substrate]¼ 0.01 M; [QDC]¼ 0.001 M; [H2SO4]¼ 0.5 M.


Scheme 1
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Mechanism


The mechanistic pathway involves the formation of the
ester of the aldehyde hydrate (step 1), followed by the
slow oxidative decomposition of this ester (step 2). A
cyclic structure for the reaction intermediate explains all
of the features of the oxidation reaction. The large
negative entropies of activation (�S 6¼ ) are consistent
with the formation of a cyclic intermediate in a bimole-
cular reaction. Electron flow in a cyclic transition state
has been considered,24 and has been rationalized as
follows: if the chromium is coordinated through the OH
group (of the aldehyde hydrate), then the electron flow is
through the carbon–oxygen–chromium bonds, allowing
the formation of the chromate ester and enhancing its
ease of conversion to the product.


The slow step of the reaction involves the participation
of the aldehyde hydrate, protonated QDC and two elec-
trons in a cyclic system; being a Hückel-type system
(4nþ 2), this is an allowed process.25 Removal of the
hydrogen (on the carbon) is part of this step, as evidenced
from the kinetic isotope effect for the oxidation of 2-
furaldehyde-1-d (Table 5), indicating cleavage of the
carbon–hydrogen bond in the rate-determining step of
the reaction.


The sequence of reactions for the oxidation of hetero-
cyclic aldehydes by QDC has been shown (Scheme 1). In
acidic medium, the oxidant QDC is converted to the
protonated dimetallic chromium(VI) species (PQ).
The substrate (A) is converted to the hydrated form
(Hy). The reaction of the hydrated form (Hy) with the
protonated QDC (PQ) results in the formation of
the monochromate ester (E) and a Cr(VI) monomer.
The monochromate ester (E) undergoes decomposition
in the rate-determining step to give the product (the
corresponding acid), along with the Cr(IV) species. The
conversion of Cr(IV) to Cr(III) proceeds by a dispropor-
tionation reaction.26,27


The data collected demonstrate that the application of
QDC to the oxidation of heterocyclic aldehydes leads to
the formation of carboxylic acids, substantiating the
mechanism of the oxidation reaction wherein there is
an attack of the oxidant on the aldehydic function,
leaving the heteroatom site intact. While highlighting
the importance of QDC as an oxidant, this study
emphasizes the efficiency of the reactions of QDC with


heterocyclic aldehydes, which could prove to be a regio-
selective route for the synthesis of carboxylic acids.


Acknowledgment


Financial support from the University Grants Commis-
sion, New Delhi, under the Special Assistance Program,
is gratefully acknowledged.


REFERENCES


1. Freeman F, Brant JB, Hester NB, Kamego AA, Kasner ML,
McLaughlin TG, Paul EW. J. Org. Chem. 1970; 35: 982–985.


2. Gopalan R, Kannamma E. Indian J. Chem. 1984; 23A: 518–519.
3. Kumar D, Rani A, Prasad DNS, Gupta KS. React. Kinet. Catal.


Lett. 1991; 43: 133–141.
4. Veeraiah T, Sondu S. Indian J. Chem. 1998; 37A: 328–330.
5. Sekar KG, Ramkumar B, Rajaji R. Oxid. Commun. 2001; 24:


364–367.
6. Sekar KG, Ravishankar M. Oxid. Commun. 2001; 24: 368–371.
7. Kuotsu B, Tiewsoh E, Debroy A, Mahanti MK. J. Org. Chem.


1996; 61: 8875–8877 and references cited therein; Kharmutee R,
Debroy A, Mahanti MK.Oxid. Commun. 1998; 21: 553–558; Karim
E, Mahanti MK. Oxid. Commun. 1998; 21: 559–564; Thangkhiew
N, Debroy A, Mahanti MK. Oxid. Commun. 1999; 22: 136–141.


8. Mahanti MK. Oxid. Commun. 1999; 22: 142–145; Chaubey GS,
Mahanti MK. Oxid. Commun. 2000; 23: 500–504; Kharnaior GG,
Chaubey GS, Mahanti MK. Oxid. Commun. 2001; 24: 377–381.


9. Balasubramanian K, Prathiba V. Indian J. Chem. 1986; 25B: 326–
327.


10. Saharia GS. J. Sci. Ind. Res. B 1954; 15: 69–71.
11. Bell RP. Adv. Phys. Org. Chem. 1964; 4: 1–29.
12. Wiberg KB. Oxid. in Organic Chemistry, Part A. Academic Press:


New York, 1965; 69–184.
13. Banerji KK. Indian J. Chem. 1979; 17A: 300–302.
14. Weast RC (ed). Handbook of Chemistry and Physics. CRC Press:


Cleveland, OH, 1978; E-30, 31.
15. Amis ES. Solvent Effects on Reaction Rates and Mechanisms.


Academic Press: New York, 1967; 42–48.
16. Bieber R, Trumpler G. Helv. Chim. Acta 1947; 30: 1860–1865.
17. Gruen LC, McTigue PT. J. Chem. Soc. 1963; 5217–5223.
18. Kandlikar S, Sethuram B, Rao TN. Indian J. Chem. 1979; 17A:


264–268.
19. Jain AL, Banerji KK. J. Chem. Res. (M) 1983; 678–679.
20. Banerji KK. Tetrahedron 1987; 43: 5949–5954.
21. Sharma VK, Sharma K, Mishra N. Oxid. Commun. 1993; 16: 33–


38.
22. Clementi S, Linda P, Marino G. Tetrahedron Lett. 1970; 1389–


1392.
23. Lucchi E. Gazz. Chim. Ital. 1941, 71: 729–734.
24. Swain CG, Bader RFW, Estene RM, Griffin RN. J. Am. Chem.


Soc. 1961; 83: 1951–1955.
25. Littler JS. Tetrahedron 1971; 27: 81–91.
26. Westheimer FH. Chem. Rev. 1949; 45: 419–451.
27. Perez-Benito JF, Arias C, Lamrhari D. Chem. Commun. 1992;


472–474.


OXIDATION OF SUBSTITUTED 2-FURALDEHYDES 87


Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 83–87








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2004; 17: 1061–1066
Published online 27 July 2004 in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/poc.816


Solvation effects in the heterolyses of
3-X-3-methylpentanes (X¼Cl, Br, I)y


Filomena Martins,1* Ruben Elvas Leitão2 and Luı́s Moreira1


1Department of Chemistry and Biochemistry, Faculty of Sciences, University of Lisbon, CQB, Ed. C8, Campo Grande 1749-016 Lisbon, Portugal
2Department of Chemical Engineering, Engineering Institute (ISEL), Polytechnic Institute of Lisbon, CQB, R. Conselheiro Emı́dio Navarro,
1900 Lisbon, Portugal


Received 3 September 2003; revised 26 February 2004; accepted 29 February 2004


ABSTRACT: A comparative study of the heterolysis reactions of 3-X-3-methylpentanes (X¼Cl, Br, I) in a set of
protic and aprotic solvents was performed at 25.00 �C. Rate constant values were correlated with solvent descriptors
using the TAKA multiparametric equation. Our results point towards a decrease in both hydrogen bond donor acidity
(electrophilicity) and hydrogen bond acceptor basicity (nucleophilicity) contributions, and towards an increase in the
dipolarity/polarizability term on going from the chloride substrate to iodide. These features suggest the formation of
an increasingly early transition state, in contrast to the classical Hughes–Ingold rationale, but in agreement with the
Hammond postulate. Furthermore, there seems to be no evidence for a shift in solvation from an electrophilic (or
anionic) mode in the chloride substrate to a nucleophilic (or cationic) mode in the iodide, as claimed by some authors.
Copyright # 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


The continuing interest in studies on the effect of solvent
on reaction rates derives these days not so much from the
possibility of making predictions of rate constants for
other solvents but, in particular, from the need to reach a
better understanding of the factors that influence these
processes. Specifically, researchers are seeking a com-
prehensive perception of the nature of solute–solvent
interactions at the molecular level.


Solvolyses of t-butyl halides are amongst the reactions
most used to probe solvent and solvation effects. Tradi-
tionally, medium effects on these reactions, rightly con-
sidered as keystones of physical organic chemistry,1–3


have been interpreted by means of the Grunwald–
Winstein relations,4 specifically designed to address
solvolyses in aqueous organic media.


In pure organic solvents, the most common approach to
the study of the solvent influence on the reactions of t-
butyl halides, and, in general, t-alkyl halides, has been
through the application of multiple linear regression
analysis (MLRA). The multiparametric equations de-
vised correlate the logarithm of the rate constant, log k,


or the Gibbs energy of activation, �Gz, with several
microscopic and/or macroscopic solvent parameters.5–11


The application of these equations allowed the identifica-
tion of relevant interaction mechanisms for the set of
substrates and solvents used in the analyses.8,11 Some
authors have, however, called attention to the need to use
an adequate number of solvents in MLRA, both in
number and/or diversity, in order to attain a higher
statistical significance in the correlations and, more im-
portantly, to provide a better insight into the importance
of each solvent parameter or descriptor.1,3,8


Throughout this work we will be using the TAKA
equation,12 which offers a significant advantage over
equations based on scales built upon reference substrates
and solvents, since it does not imply any a priori hypothesis
as regards solvent effects. Moreover, it is based on a sound
physicochemical model, the cavity theory of solution.


Another point we would like to mention from the
outset is that despite the fact that the mechanism of these
heterolysis reactions is essentially SN1 in hydroxylic
solvents, while in aprotic solvents (in the absence of
hydroxylic reagents) it is basically elimination (E1),


RX ! Rþ þ X�ðslowÞ ð1Þ
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in this paper our attention will be focussed solely on the
rate-determining ionization, irrespective of the fate of
ions, ion pairs or other species subsequently formed.
Indeed, it is widely accepted13–15 that reactions of tertiary
alkyl halides in solution proceed through a common
unimolecular ionization step (1), with the formation of
a contact ion pair for both SN1 and E1 processes.


Given the numerous questions still open to discussion
regarding the reactivity of tertiary butyl halides, in
particular, the issues of the importance of nucleophilic
and electrophilic solvation, and the query about the ionic
character of the transition states, it seemed of interest to
reinvestigate these problems. We report in this paper a
comparative study of the reactivity of similar, yet more
crowded, substrates, 3-X-3-methylpentanes (X¼Cl, Br,
I), hereafter referred to as 3Cl, 3Br and 3I, in a balanced
set of 22 solvents, both protic and aprotic. The choice of
these systems is also aimed at an enlargement of the
substrate and solvent matrix available within our chemi-
cal kinetics group, and further studies with both bromide
and iodide substrates are in progress. We believe that the


information gathered here will contribute to a better
understanding of some of the aspects mentioned above.


RESULTS AND DISCUSSION


Reactions were performed at 25.00 �C, using conduc-
tance (G) as a kinetic probe. The experimental rate
constants, k, are listed in Table 1.


The k values were derived using a new approach
involving an EXCEL spreadsheet designed by us for
this purpose. Using this application’s ‘solver’ add-in to
obtain a non-linear curve fitting for G¼ f(t), the work-
sheet searches for the k value leading to the maximum
correlation coefficient (r) between experimental and
calculated data points. Conductance values are assumed
to be linearly related to the concentration of acid ([Hþ])
formed during the reaction and thus linearly related to the
extent of reaction (�). In the cases where lack of linearity
between G and [Hþ] was observed, calibration curves
were obtained.


Table 1. �log k values and solvent descriptors for the reactions of 3-X-3-MePe (X¼Cl, Br, I) in 22 solvents, at 25.00 �C


Descriptorsa �log (k/s�1)


Solvent �* � � Cb 3-Cl-3-MePea 3-Br-3-MePeh 3-I-3-MePei


Training set
1 MeOH 0.60 1.09 0.73 0.858 5.34 3.67 3.12
2 EtOH 0.55 0.88 0.80 0.679 6.04 4.58 3.97
3 1-PrOH 0.53 0.79 0.85 0.597 6.39 4.87 4.31
4 1-BuOH 0.54 0.74 0.84 0.542 5.78 5.03 4.46
5 2-Me-1-PrOH 0.50 0.71 0.92 0.520 5.99 5.04 4.48
6 2-Me-1-BuOH 0.51 0.64 0.93 0.480 6.54i 5.17 4.63
7 DiEtglycol 0.92 0.72 0.67 0.838c 5.44 3.42 2.70
8 TriEtglycol 0.88 0.66 0.69 0.737c 5.52 3.61 2.89
9 1,2-Pr(OH)2 0.76 0.83 0.78 0.840 5.31 3.49 3.11


10 1,3-Pr(OH)2 0.84 0.80 0.77 0.970 4.83 3.01 2.57
11 1,2-Bu(OH)2 0.71 0.80 0.71 0.739c 5.69 4.19 3.70
12 TFE 1.13d 1.51e 0.00e 0.573c 2.95i 1.70i 1.63
13 DMSO 1.00f 0.00f 0.88g 0.707 6.76i 3.90 2.11
14 DMF 0.88f 0.00f 0.69f 0.582 7.37i 4.89 3.03
15 Nitromethane 0.85e 0.22e 0.25e 0.663 7.27i 4.63i 2.95
16 Propylene carbonate 0.83e 0.00e 0.40e 0.737c 7.47i 4.75i 3.00
Test set
17 2-PrOH 0.48 0.68 0.93 0.560 6.11 5.13 4.47
18 2-BuOH 0.54 0.54 0.91 0.511 5.52 5.16 4.68
19 2,3-Bu(OH)2 0.75 0.68 0.88 0.621c 5.87 3.72 —
20 1,4-Bu(OH)2 0.84d 0.63 0.68 0.833 5.42 3.71 3.06
21 1,3-Bu(OH)2 0.75 0.76 0.74 0.725 5.60 3.66 —
22 1,2-Et(OH)2 0.89 0.88 0.72 1.168 4.14 2.65 2.10


a Descriptors and k values for 3-Cl-3-MePe for solvents 1–11 and 17–22 are taken from Ref. 10.
b Ref. 16.
c Ref. 17.
d unpublished work by Abraham and Elvas-Leitão.
e Ref. 18.
f Ref. 8.
g Ref. 19.
h unpublished work by Martins, Elvas-Leitão, Moreira and Moita.
i This work.
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The mathematical expressions in Eqn (3) were in-
volved in the calculation of k.


½Hþ� / � ¼ 1 � e�kt


and


G ¼ a0 þ b0½Hþ� ; G ¼ a0 þ b0ð1 � e�ktÞ ð3Þ


Taking Y¼G and X ¼ ð1 � e�ktÞ, ‘solver’ can deter-
mine k by maximizing r. The (G, t) points chosen were in
the range of 20–90% in � and all r values obtained were
better than 0.999 90.


The use of this method offers clear advantages over
traditional time-lag methods such as the Guggenheim and
the Kezdy–Swinbourne methods,20 given its greater sen-
sitivity to the influence of subsequent reactions and
because it does not require an equally spaced data
collection.


Once the set of k values was obtained, the TAKA
equation [Eqn (4)]12


log k ¼ a0 þ a1�
� þ a2�þ a3� þ a4C ð4Þ


was used to quantify the dominant solute–solvent inter-
actions affecting the reactivity of the three substrates.
According to this equation, solvents are characterized by:
their dipolarity/polarizability (�*), taken as a measure of
non-specific solvent–solute interactions related to the
capacity of the solvent to generate a spread of charges
in the cybotactic region of the substrate; their hydrogen
bond donor (HBD) acidity (�) and hydrogen bond ac-
ceptor (HBA) basicity (�) abilities, regarded as measures
of specific solvent–solute interactions of the Lewis type;
and their structuredness, given by the cohesive energy
density parameter, C, which accounts for solvent–solvent
interactions determining the disruption and reorganiza-
tion of the solvent structure associated with the formation
of a cavity to accommodate the solute and/or with a
solvent reorganization/electrostrictive effect. The ai co-
efficients are the complementary solute-dependent co-
efficients of the solvent parameters.


In order to guarantee that the application of Eqn (4) as
a quantitative structure–reactivity relationship is reliable
and to some extent predictive, one has to assure that the
results from its application are statistically significant and
robust (internal validation), and valid for an independent
data set (external validation). In fact, no quantitative
structure–property relationship should be used for inter-
pretation and/or prediction purposes unless it is correctly
validated first.21 Otherwise, we may end up with a
meaningless correlation and therefore a misunderstand-
ing as to the origin of the observed response. External
validation was thus performed through the introduction of
a test set of solvents. Although, ideally, the dimensions of
the training and test sets should be similar, given the
number of solvents analysed, it seemed reasonable to
choose a training set of 16 solvents and a test set of 6
solvents. Orthogonality among descriptors was also
checked and, as can be seen from Table 2, there is almost
no correlation among pairs of descriptors.


The effect of each descriptor was analysed in all cases
using a stepwise procedure. The selection/elimination of
variables and the choice of the best equations were
performed according to a significance level (SL) for
each regression coefficient better than 95%, also taking
into consideration the standard deviation of the fit, �fit,
the multiple linear correlation coefficient, R, and the F
statistics. The statistically significant results are summar-
ized in Table 3.


From Table 3 and Fig. 1 we can see that very good
linear correlations are obtained from the plot of calcu-
lated vs experimental values for all three sets of results.
The occurrence of two outliers in the chloride test set and


Table 2. Determination matrix (r2) for the training set
descriptors


�* � � C


�* 1.00 0.02 0.43 0.09
� 1.00 0.02 0.01
� — 1.00 0.00
C — — 1.00


Table 3. Rate constant correlations (log k) for the reactions under study


a0��(a0) a1�� (a1) a2�� (a2) a3�� (a3) a4�� (a4)
Substrate (% SL)e (% SL) (% SL) (% SL) (% SL) �fit


a Nb Rc Fd


3-Cl-3-MePe �10.55� 0.57 3.06� 0.44 2.68� 0.16 0.86� 0.34 — 0.242 16 0.981 102.92
(>99.99) (>99.99) (>99.99) (97.40)


3-Br-3-MePe �9.25� 0.34 3.85� 0.30 1.52� 0.10 0.38� 0.21 1.42� 0.30 0.145 16 0.991 154.88
(>99.99) (>99.99) (>99.99) (89.82) (99.98)


3-I-3-MePe �7.18� 0.23 4.30� 0.23 — — 0.87� 0.34 0.158 15 0.987 229.29
(>99.99) (>99.99) — — (97.45)


a Standard deviation of the fit.
b Number of points.
c Multiple linear correlation coefficient.
d Fischer statistics value.
e Significance level.
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one outlier in the iodide training set is noticed. These will
be investigated further in order to eliminate the possibi-
lity of having used either k values obtained for different
solvent batches (literature reported values for 3Cl are
taken from different sources) or, possibly, an incomplete
description of the interaction mechanisms involved.


The quality of the statistical parameters from internal
validation, and the success of the external validation
substantiate a physicochemical discussion of the results
in terms of the factors that influence the reactivity of
these substrates.


From the analysis of Table 3 and Fig. 2, the first
noteworthy result is the linear variation of all the ai


coefficients (scaled), other than C, (Fig. 2) with a property
of the substrate, which accounts for its size and nature, in
this case, the molar volume. We added the average
(absolute) value of the a0 coefficients (log k0) to each
individual a0 value so that this coefficient could fit on
the same scale as all the other ai coefficients. The
coefficients of the non-significant parameters in the corre-
lations shown in Table 3 were taken as zero in Fig. 1. Once
we have a larger number of substrates in a convenient set
of solvents, this relationship can be further examined by


studying, simultaneously, the effect of solvent and
substrate, as done by Gonçalves et al. for the reactions
of t-BuX,11,22 in order to identify the most relevant
substrate properties and any significant interdependences.


The C coefficient behaves differently from the other
coefficients, not being significant for the chloride sub-
strate and approximately constant, within statistical un-
certainty, for 3Br and 3I. For a term depending purely on
cavity volume, we would expect the same order as that of
anion size, i.e. Cl�<Br�< I�, which is not the case, nor
can the observed variation be rationalized in terms of a
solvent reorganization/electrostrictive effect. Thus, we
can only say that the intrinsic volume for the ground
state and the transition state will be rather close for both
3Br and 3I.


When considering both the � and � coefficients,
measures of solvent electrophilicity and nucleophilicity,
respectively, we observe a clear decrease from 3Cl to 3I,
these coefficients not being statistically relevant for the
latter substrate. The total absence of an electrophilic
solvation of the leaving group anion in the transition
state of 3I is surprising vis-à-vis the results of Abraham
et al.1,8 for t-butyl halides in a set of 21 hydroxylic
and aprotic solvents and Gonçalves et al.10,11 for t-butyl
halides in a set of 18 hydroxylic solvents. Both of these
groups observed a systematic decrease (not a fading
out) in the � coefficient on going from t-butyl chloride
(1Cl) to t-butyl iodide (1I), which is consistent with the
variation in the basicity of the halogen moieties of
the activated complex in the same direction. We believe
the trend now revealed (i.e. the disappearance of the �
coefficient for 3I) may be due mainly to an increase in
the alkyl chain. Bentley et al. also studied the variation of
electrophilicity with the alkyl chain.23 They concluded,
on the basis of the small differences on the I/Br and Br/Cl
rate ratios for the solvolyses of t-butyl halides and
1-adamantyl substrates in 80% aqueous ethanol, 97%
aqueous TFE and 97% aqueous HFIP, that there was no
significant sensitivity of � to the alkyl group. Abraham
et al.7 obtained the opposite result in a study involving the
same substrates in methanol, ethanol, TFE and HFIP. In
the context of our work, we need further studies with
iodide substrates, in equivalent training sets of solvents,
to confirm the observed tendency.


Figure 1. Calculated vs experimental �log k values for (a) 3-Cl-3-MePe, (b) 3-Br-3-MePe and (c) 3-I-3-MePe: ~, training set;
&, test set; &, test set outlier; ~, training set outlier


Figure 2. Variation of scaled descriptor coefficients with
molar volume of substrate:^,�log (k0);~, �*;&, �; � , �;
*, C
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As regards the � coefficient, our results show that we
cannot overlook the contribution of the nucleophilicity
term for 3Cl, which is small but statistically significant.
Our findings are consistent with the inferences of several
authors1,24–27 concerning the role of nucleophilic solva-
tion at both the �-carbon and the �-hydrogen in the
heterolysis of t-butyl chloride. The steric shielding in-
creases significantly on going from Cl to I. This may
reduce the importance of the hydrogen bonding interac-
tions at the transition state between the C—H bonds of
the incipient carbocation and the solvent, and thus may
account for the observed fall in the � contribution. The
possibility of this type of nucleophilic solvation, C—
H � � �O—RH, has already been pointed out by Jorgensen
et al.28 In fact, although in Table 3 the significance level
of the regression � coefficient is less than the chosen 95%
value, it is nevertheless sufficiently high and, together
with the linear trend shown in Fig. 2, favours the non-
exclusion of this descriptor for substrate 3Br. The con-
troversy of the importance (and meaning) of nucleophilic
solvation is, however, far from being entirely resolved.
Richard et al.29 suggested that one should make a
distinction between nucleophilic solvent participation
(NSP) taken as ‘a stabilization of the transition state for
concerted solvolysis by formation of a partial covalent
bond to the solvent nucleophile’ (i.e. without carbocation
intermediate) and nucleophilic solvation (NS), regarded
as ‘a stabilization of the transition state for stepwise
solvolysis through carbocation or ion pair intermediates
by charge-dipole interactions with nucleophilic solvents’.
Authors such as Fárcaşiu et al.30 and, more recently,
Gajewski3 have questioned the existence of any nucleo-
philic solvent participation in the transition state of t-
alkyl chloride solvolysis. This is therefore a field of
continuing research.


Accepting the parallelism established by Swain et al.31


between specific solvent properties such as anionic sol-
vation and electrophilicity, on the one hand, and cationic
solvation and nucleophilicity, on the other hand, our
results do not seem to indicate the existence of a shift
in solvation from an anionic to a cationic assisted mode
on going from 3Cl to 3I, as one would expect from the
work of Mitsuhashi et al. on solvent effects on heterolysis
reactions.32,33 These authors have derived scales for
cation, �þ, and anion, ��, solvation from kinetic data,
based on two reference reactions in five solvents, three
used to set up the cation solvation scale (DMSO, DMF
and acetone), and the other two to set up the anion
solvation scale (methanol and ethanol). When we corre-
late �þ and �� with the TAKA parameters for the five
solvents used by Mitsuhashi, we find that while ��
shows a good correlation with � (R¼ 0.99), �þ is very
well correlated not with one but with two parameters, �*
and C (R¼ 0.9999). We therefore suggest that �þ values
are a blend of C and �* and not a measure of �, as
inferred from Swain’s parallelism cited above. Hence our
results point not towards a shift from mainly anionic


solvation in 3Cl to mainly cationic solvation in 3I but,
instead, towards a shift from mostly electrophilic and
nucleophilic solvation, by specific interactions, in 3Cl, to
a non-specific interaction, largely measured by �*, in 3I.


Another interesting feature is the increase of the weight
of the �* coefficient on going from 3Cl to 3I (Table 3 and
Fig. 2), which was already anticipated by Abraham et al.
for the t-BuX series.1 This trend is accompanied by a fall
in both electrophilic and nucleophilic contributions, as
already mentioned. To account for these two, seemingly
contradictory, tendencies, we suggest the involvement of
an increasingly early transition state, and thus less ionic
character development on going from the chloride to the
iodide substrate. These findings do not agree with the
Hughes–Ingold transition state solvation stabilization
rationale but are in line with the Hammond postulate.15


Some theoretical investigations performed a few years
ago by Hynes et al. on the SN1 ionizations of t-alkyl
halides in several solvents pointed towards the same
apparent ambiguity.15,34 These authors claimed that, for
these reactions, a more polar solvent decreased not only
the activation energy, in terms of �Gz, but it also induced
a lesser charge development and thus an earlier formation
of the activated complex.


The above discussion points out some of the continuing
challenges in the study of solvent effects and we believe
that our findings constitute an additional contribution to a
better understanding of the solute–solvent interactions
involved in the reactions of t-alkyl halides. Further
studies, involving a more complete set of solvents in
both the training and test sets, and more congested
bromide and iodide substrates are in progress.


EXPERIMENTAL


The substrates were synthesized and purified by column
chromatography (Silica gel 60). Their purity was as-
sessed by NMR (1H NMR spectra were recorded at
300 MHz in CDCl3). The substrate concentration for
kinetic experiments was 0.01 mol dm�3. Solvents were
obtained commercially from Merck, BDH and Aldrich
(98%þ purity) and their water content was always less
than 0.2%. Kinetic measurements were made using an
automated conductance bridge. Temperature control was
better than � 0.01 �C. Reactions were followed to 90% of
the apparent plateau. Mean k values from substrates 3Br
and 3I result from at least 6 different runs and show a
standard deviation better than 3%. For 3Cl a smaller
number of runs were used given the slowness of the
processes.


Acknowledgements


This work was supported by projects PRAXIS/2/2.1/
QUI/60/94 and POCTI/QUI/60/2001. L. Moreira grate-
fully acknowledges grant FCT/BD 6190/2001.


SOLVATION EFFECTS IN THE HETEROLYSES OF 3-X-3-METHYLPENTANES 1065


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 1061–1066







REFERENCES


1. Abraham MH, Doherty RM, Kamlet MJ, Harris JM, Taft RW.
J. Chem. Soc., Perkin Trans. 2 1987; 7: 913–920.


2. Bentley TW, Carter GE. J. Am. Chem. Soc. 1982; 104: 5741–
5747.


3. Gajewski J. J. Am. Chem. Soc. 2001; 123: 10877–10883.
4. Grunwald E, Winstein S. J. Am. Chem. Soc. 1948; 70: 846–854;


Winstein S, Grunwald E, Jones HW. J. Am. Chem. Soc. 1951; 73:
2700–2707.


5. Koppel IA, Palm VA. In Advances in Linear Free Energy
Relationships, Chapman NB, Shorter J (eds). Plenum Press:
London, 1972.


6. Abraham MH, Taft RW, Kamlet MJ. J. Org. Chem. 1981; 46:
3053–3056; Abraham MH. Pure Appl. Chem. 1985; 57: 1055–
1064; Abraham MH, Doherty RM, Kamlet MJ, Harris JM, Taft
RW. J. Chem. Soc., Perkin Trans. 2, 1987; 1097–1101.


7. Doherty RM, Abraham MH, Harris JM, Taft RW, Kamlet MJ.
J. Org. Chem. 1986; 51: 4872–4875.


8. Abraham MH, Grellier PL, Abboud JLM, Doherty RM, Taft RW.
Can. J. Chem. 1988; 66: 2673–2686.
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2Laboratorio de Fisicoquı́mica Orgánica, Facultad de Ciencias, Universidad Nacional de Colombia, Sede Medellı́n,
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ABSTRACT: Theoretical studies on the thermolysis in the gas phase of three methyl �-hydroxycarboxylates
RR0C(OH)CH2COOCH3, methyl 3-hydroxypropanoate (primary alcohol, I), methyl 3-hydroxybutanoate (secondary
alcohol, II) and methyl 3-hydroxy-3-methylbutanoate (tertiary alcohol, III), were carried out using ab initio
theoretical methods at the MP2/6–31G(d) and MP2/6–311þG(d,p) levels of theory. The pathways describe a
mechanism via a six-membered cyclic transition state, with the formation of an aldehyde or a ketone and an enol
intermediate, followed by the tautomerization of this intermediate to methyl acetate. The progress of the reactions was
followed by means of the Wiberg bond indices. The results indicate that the transition states are late, and the proton
transfer is the more advanced process. The kinetic parameters calculated for the reactions studied agree well with the
available experimental results. A theoretical study on the kinetic deuterium isotope primary and �- and �-secondary
effects was also carried out. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: methyl �-hydroxycarboxylates; thermolysis; gas phase; ab initio theoretical methods; kinetics


INTRODUCTION


The thermolysis of �-hydroxy esters [Eqn (1)] has been
little studied either experimentally or theoretically,
although this functionality is a structural unit of interest.
For example, optically active hydroxy esters have appli-
cation as chiral synthons and monomers for the synthesis
of biodegradable polymers.1


ð1Þ


In previous work,2 we carried out a theoretical study of
the thermolysis reaction of ethyl �-hydroxycarboxylates
RR0C(OH)CH2COOCH2CH3. We considered two compe-
titive reaction pathways (see Fig. 1). The first pathway
describes a two-step mechanism, the first step being a
concerted process in which an aldehyde or a ketone and
an enol intermediate are formed via a six-membered cyclic


transition state; the second is the tautomerization of the
enol intermediate to ethyl acetate via a four-membered
cyclic transition state. The second pathway is a one-step
concerted process in which ethylene and a carboxylic acid
are formed via a six-membered cyclic transition state.


In this paper, we present a theoretical study on the
thermolysis reaction of three methyl �-hydroxycarboxy-
lates RR0C(OH)CH2COOCH3, methyl 3-hydroxypropano-
ate (primary alcohol, I), methyl 3-hydroxybutanoate
(secondary alcohol, II) and methyl 3-hydroxy-3-methylbu-
tanoate (tertiary alcohol, III). In the thermolysis of these
compounds, only one pathway is possible.


These reactions were studied experimentally by August
et al.3 in 1987. The experimental data show that they are
homogeneous, unimolecular and follow a first-order rate
law. The products formed were methyl acetate and an
aldehyde or ketone (Fig. 2). It was proposed that the
reactions involve a cyclic six-membered transition state
similar to that of first pathway in Fig. 1.


The temperature dependence of the rate constants for
the formation of these products in their corresponding
Arrhenius equations, obtained in Ref. 3, is given by


log kðs�1Þ ¼ 11:11 � 178:0 kJ mol�1ð2:303RTÞ�1 ð2Þ


for I,


log kðs�1Þ ¼ 10:90 � 164:4 kJ mol�1ð2:303RTÞ�1 ð3Þ
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for II and


log kðs�1Þ ¼ 11:18 � 159:9 kJ mol�1ð2:303RTÞ�1 ð4Þ


for III.
To our knowledge, there are two previous theoretical


calculations on some of these reactions but only at semi-
empirical levels. Kao,4 in 1988, studied the thermolysis of
methyl �-hydroxypropanoate at the MNDO level, and Lee
et al.,5 in 1991, carried out a theoretical study on the
pyrolysis of some carbonate esters, �-hydroxy ketones and
�- and �-hydroxy esters, including the three studied in this
work, at the AM1 level. However, in both studies only the
activation barriers were calculated, and the values obtained
were far from the experimental ones. This prompted us to
carry out this work, at high ab initio levels.


COMPUTATIONAL DETAILS


All calculations were carried out using the Gaussian 98
computational package.6 The geometric parameters for
all the reactants, the transition states (TSs) and the
products of the reactions studied were fully optimized
using ab initio analytical gradients at the MP2 level7 with
the 6–31G(d) basis set.8 Each stationary structure was
characterized as a minimum or a saddle point of first
order by analytical frequency calculations. A scaling
factor9 of 0.9670 for the zero-point vibrational energies


was used. Thermal corrections to enthalpy and entropy
values were evaluated at the experimental temperature of
600.15 K. To calculate enthalpy and entropy values at a
temperature T, the difference between the values at that
temperature and 0 K was evaluated according to standard
thermodynamics.10


Transition vectors,11 the eigenvectors associated with
the unique negative eigenvalue of the force constant
matrix, were obtained for all the transition states. Intrinsic
reaction coordinate (IRC) calculations12 were performed
in all cases to verify that the localized TS structures
connect with the corresponding minimum stationary points
associated with reactants and products. All the optimized
structures were fully reoptimized at the MP2/6–311þ
G(d,p) level.13


The bonding characteristics of the different reactants,
transition states and products were investigated using a
population partition technique, the natural bond orbital
(NBO) analysis of Reed and co-workers.14,15 The NBO
formalism provides values for the atomic natural total
charges and also provides the Wiberg bond indices16 used
to follow the progress of the reactions. The NBO analysis
was performed using the NBO program,17 implemented in
the Gaussian 98 package,6 and was carried out on the MP2
charge densities in order to include explicitly electron
correlation effects.


We selected the classical transition-state theory
(TST)18,19 to calculate the kinetic parameters. The rate
constant, k(T ), for each elementary step of the kinetic
scheme was computed using this theory assuming that the
transmission coefficient is equal to unity, as expressed by
the following relation:


kðTÞ ¼ kBT=h exp½��G6¼=RT� ð5Þ


where kB, h and R are the Boltzmann constant, Planck’s
constant and the universal gas constant, respectively, and
�G 6¼ (T) is the standard-state free energy of activation at
the absolute temperature T.


Figure 1. The two possible pathways in the thermolysis of ethyl �-hydroxycarboxylates


Figure 2. The three reactions studied in this work
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The activation energies, Ea, and the Arrhenius A factors
were calculated using Eqns (6) and (7), respectively,
derived from the TST theory:


Ea ¼ �H 6¼ðTÞ þ RT ð6Þ


A ¼ ekBT=h exp½�S 6¼ðTÞ=R� ð7Þ


RESULTS AND DISCUSSION


Theoretical calculations at the MP2/6–311þG(d,p) level
of theory were carried out in order to explore the nature of
the reaction mechanism for the unimolecular decomposi-
tion of methyl �-hydroxycarboxylates in the gas phase.
The pathway proposed for these reactions describes a
two-step mechanism (Fig. 3). The first step is a concerted
process in which an aldehyde or a ketone and an enol
intermediate are formed via a six-membered cyclic TS
where the hydrogen atom of the hydroxylic group is
migrating to the oxygen atom of the carbonyl group.
The second step is the tautomerization of the enol
intermediate to methyl acetate, through a 1,3-hydrogen
shift process via a four-membered cyclic TS.


Since in the gas phase the thermal decomposition step is
not reversible and the activation free energy for the thermal
decomposition is higher than that for the tautomerization, it
is expected that the experimental Arrhenius equations
depend mainly on the free activation energy associated
with the first and irreversible process. Hence the first step is
the rate-limiting step of the global process.


Electronic energies, zero-point vibrational energies, ther-
mal correction to enthalpies and entropies for all the
reactants, TSs and products involved in the two steps of
the three reactions studied are given in Table 1.


Free energy profiles for the decomposition processes of
the three methyl �-hydroxycarboxylates are presented in
Fig. 4.


The calculated activation free energies for the first step
of the process are 201.7, 194.3 and 184.9 kJ mol�1, for


reactions I, II and III, respectively, while the calculated
activation free energy of the second step is 176.1 kJ mol�1,
the same in the three processes because the enol inter-
mediate is the same.


The overall processes are exergonic, with reaction free
energies of �37.8, �59.9 and �78.4 kJ mol�1 for reactions
I, II and III, respectively. These energies are less negative
than those obtained2 for the decomposition processes of the
corresponding ethyl �-hydroxycarboxylates of �62.8,
�86.9 and �106.8 kJ mol�1, respectively.


We carried out a detailed study of the two steps of the
reactions. The first step is the rate-limiting step, as indi-
cated above. There is one and only one imaginary vibra-
tional frequency in the TSs for this first step of the studied
thermal decomposition reactions [417.7i 505.5i and
584.2i cm�1 for TS-I, TS-II and TS-III, respectively, eva-
luated at the MP2/6–31G(d) level of theory, with the lowest
real frequency being 78.1, 75.4 and 71.4 cm�1 for TS-I,
TS-II and TS-III, respectively]. The optimized structures
for these TSs and the reactants are shown in Fig. 5.


The studied �-hydroxy esters present intramolecular
hydrogen-bonded conformations, with hydrogen bonding


Figure 3. Mechanism of the decomposition of methyl �-hydroxycarboxylates suggested from experiments


Table 1. Electronic energies evaluated at the MP2/6–
311þG(d,p) level, zero-point vibrational energies (ZPE)
and thermal corrections to enthalpies (TCH) in hartree and
entropies (S) in cal mol�1 K�1, for all the reactants, transition
states and products involved in the reactions studied


MP2/6–311
Species þG(d,p) ZPEa TCHa Sa


I �382.018041 0.127365 0.154644 113.127
TS-I �381.936781 0.121617 0.148585 111.626
ENOL �267.694321 0.090935 0.111891 95.634
H2CO �114.241609 0.027283 0.035779 58.957
TS-EK �267.625011 0.086370 0.105907 91.901
KETO �267.745024 0.092174 0.112541 95.736
II �421.220327 0.155921 0.188185 124.867
TS-II �421.141953 0.150274 0.182083 123.241
MeCHO �153.449434 0.056956 0.069873 74.215
III �460.422739 0.184446 0.221692 135.331
TS-III �460.347981 0.178601 0.215488 133.584
Me2CO �192.655280 0.085926 0.103937 89.049


a Evaluated at the MP2/6–31G(d) level.
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to the acyl oxygen predominating. This behavior was
revealed by careful examination of their IR spectra in
CCl4.


20 Table 2 shows the distances between the atoms
involved in the reaction center for each optimized reactant
and TS. During the thermolysis process, when the reactant
is being transformed into its TS, the O1—C2, C3—C4 and
O5—H6 distances are increasing, whereas the C2—C3,


C4—O5 and H6—O1 distances are decreasing. Comparing
distances in the TSs, following the order TS-I, TS-II and
TS-III, the values calculated at the MP2/6–311þG(d,p)
level show that the C4—O5 distance increases from 1.256
to 1.270 Å, the O5—H6 distance decreases from 1.503 to
1.417 Å and the H6—O1 distance increases from 1.027 to
1.055 Å. The electron-releasing effect of the methyl groups
attached to C4 indicates that the hydrogen migration from
O5 to O1 and the C4—O5 double-bond formation are
delayed along the reaction pathway.


The transition vectors, TV, associated with the unique
negative eigenvalue of the Hessian matrix for the TSs of the
studied reactions are shown in Table 3. The main compo-
nents of the TV are the O5—H6, C4—O5 and H6—O1


distances, the O5—H6—O1 and C2—O1—H6 bond angles
and the dihedral angles related with the breaking of the
C3—C4 bond (it should be pointed that the C3—C4 bond is
not defined at the corresponding z-matrix). The largest
component (around 27–29%) of TV corresponds to the
O5—H6 distance, associated with the hydrogen migration
process from O5 to O1.


As in other theoretical studies on reaction mechanisms
carried out by us,2,21–23 the progress of the reactions was
followed by means of the Wiberg bond indices,16 Bi, to
avoid the subjective aspects associated with geometric
analysis of the TSs. A very precise image of the timing
and extent of the bond-breaking and bond-forming pro-
cesses along the reaction path can be achieved24 by
analyzing the evolution of the bond indices corresponding
to the bonds being broken or made in a chemical reaction.


The Wiberg bond indices corresponding to the bonds
involved in the reaction center of the first step of the three
studied reactions, for all the reactants, TSs and products,
are given in Table 4.


Moyano et al.24 defined a relative variation of the bond
index at the TS, �Bi, for every bond, i, involved in a chemi-
cal reaction as:


�Bi ¼
ðBTS


i � BR
i Þ


ðBP
i � BR


i Þ
ð8Þ


where the superscripts R, TS and P, refer to reactants,
transition states and products, respectively. Hence it is
possible to calculate the percentage of evolution of the
bond order through the chemical step by means of25


%EV ¼ 100�Bi ð9Þ


The calculated percentages of evolution of the bonds
involved in the reaction center area are given in Table 4.
As can be seen, the H6 displacements from O5 to O1 are
very advanced. The O5—H6 bonds are almost broken
(77–83%) while the H6—O1 bonds are almost formed
(68–74%). The O1—C2 double bond breaking is also very
advanced (76–80%). The C3—C4 bond breaking is ad-
vanced (68–69%). The less advanced processes are the
C2—C3 and C4—O5 double bond formation (56–60 and
52–58%, respectively).


Figure 4. Free energy profiles at 600.15 K, evaluated at the
MP2/6–311þG(d,p) level, for the decomposition processes.
(a) Relative free energy values (to reactant I, in kJ mol�1) of
the stationary points found are as follows: TS-I, 201.7;
ENOLþH2CO, 93.9; TS-EKþH2CO, 270.0; KETOþH2CO,
CO, �37.9. (b) Relative free energy values (to reactant II, in
kJ mol�1) of the stationary points found are as follows: TS-II,
194.3; ENOLþMeCHO, 71.9; TS-EKþMeCHO, 248.0;
KETOþMeCHO, �59.9. (c) Relative free energy values
(to reactant III, in kJ mol�1) of the stationary points
found are as follows: TS-III, 184.9; ENOLþMe2CO, 53.4;
TS-EKþMe2CO, 229.5; KETOþMe2CO, —78.4
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The elongation of the O1—C2 bond with the initial
migration of H6 from O5 to O1 is the driving force for
the reactions studied.


The average value, �Bav, calculated as24


�Bav ¼ 1


n


X
�Bi ð10Þ


where n is the number of bonds involved in the reaction,
measures the degree of advancement of the TS along the
reaction path. Calculated �Bav values for the first step of
the studied reactions are shown in Table 4. As can be
seen, the �Bav values show that the TSs have a ‘late’


character, nearer to the products than to the reactants. The
primary alcohol has the latest TS. Comparing the decom-
position reactions of methyl and ethyl �-hydroxycarbox-
ylates, the TSs of the decomposition of the methyl
derivatives are slightly more advanced (�Bav values of
0.708, 0.673 and 0.662, for the primary, secondary and
tertiary alcohol, respectively) than those corresponding to
the decomposition of ethyl derivatives (�Bav values of
0.675, 0.652 and 0.637, respectively).2


The synchronicity, Sy, of a chemical reaction can be
calculated as


Sy ¼ 1 � A ð11Þ


Figure 5. Structures of reactants and transition states for the first step of the decomposition of methyl �-hydroxycarboxylates,
optimized at the MP2/6–311þG(d,p) level of theory


Table 2. Main distances, in ångstroms, in reactants, transition states and products, optimized at the MP2/6–311þG(d,p) level


O1—C2 C2—C3 C3—C4 C4—O5 O5—H6 H6—O1


First step of the pathway—
Reaction I
I 1.218 1.510 1.525 1.418 0.964 2.151
TS-I 1.316 1.378 2.180 1.256 1.503 1.027
Products 1.366 1.343 — 1.213 — 0.963
Reaction II
II 1.218 1.509 1.529 1.423 0.966 2.092
TS-II 1.311 1.381 2.170 1.263 1.452 1.042
Products 1.366 1.343 — 1.215 — 0.963
Reaction III
III 1.219 1.508 1.541 1.427 0.968 2.037
TS-III 1.308 1.383 2.179 1.270 1.417 1.055
Products 1.366 1.343 — 1.220 — 0.963
Second step of the pathway—
ENOL 1.366 1.343 — — — 0.963
TS-EK 1.296 1.424 — — — 1.242
KETO 1.212 1.507 — — — —
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Where A is the asynchronicity, calculated using the
expression proposed by Moyano et al.:24


A ¼ 1


ð2N � 2Þ
X �Bi � �Bavj j


�Bav


ð12Þ


Synchronicities vary between zero and one, which is the
case when all of the bonds implicated in the reaction center
have broken or formed at exactly the same extent in the TS.
The Sy values obtained in this way are, in principle,
independent of the degree of advancement of the TS. The
Sy values calculated for the studied reactions are shown in
Table 4. The synchronicities are 0.93 in all cases, indicating


that the mechanisms correspond to concerted and highly
synchronous processes, the synchronicities increasing in
the order primary <secondary <tertiary alcohol. In com-
parison with the decomposition reactions of ethyl �-
hydroxycarboxylates, these present slightly lower Sy values
(0.918, 0.924 and 0.926, for the decomposition of the
primary, secondary, and tertiary alcohol, respectively).2


However, from the analysis of the main distances
(Table 2), transition vectors (Table 3) and Wiberg bond
indices (Table 4), it is clear that the proton transfer process
from O5 to O1 is more advanced that the C3—C4 breaking
bond. Therefore, the two chemical processes, proton trans-
fer and C—C bond breaking, are asynchronous. It seems
that Moyano et al.’s equation24 [Eqn (12)] does not give a
good chemical representation of the asynchronicity of the
processes studied.


Another aspect to be taken into account is the relative
asynchronicity of the bond-breaking and the bond-forming
processes that measures the‘bond deficiency’ along the
reaction path. In the studied reactions, the bond-breaking
processes are more advanced (74–77%) than the
bond-forming processes (59–64%), indicating a bond defi-
ciency in the TSs.


The charge distribution in reactants and TSs was ana-
lyzed by means of the NBO analysis of Reed and co-
workers.14,15 In Table 5, the natural atomic charges at the
atoms involved in the reaction center are given. There is an
important positive charge developed on H6 (0.48–0.49 at
reactants, and 0.54 at TSs) and on C4 (0.06–0.31 at


Table 3. Hessian unique negative eigenvalue and main
components of the transition vectors for the transition states
of the first step of the studied reactions, calculated at the
MP2/6–311þG(d,p) level (all values in arbitrary units)


TS-I TS-II TS-III


Eigenvalue �0.08945 �0.09531 �0.08934
O1—C2 0.159 0.159 0.156
C2—C3 �0.122 �0.125 �0.123
C4—O5 �0.219 �0.214 �0.207
O5—H6 0.522 0.524 0.538
H6—O1 �0.246 �0.277 �0.304
C2—O1—H6 0.176 0.180 0.161
O5—H6—O1 0.185 0.186 0.142
O1—C2—C3—H 0.264 0.245 0.246
C—C4—O5—H6 �0.395 �0.181 �0.168
C0—C4—O5—H6 0.359 0.226 0.132


Table 4. Wiberg bond indices (Bi) of reactants, transition states and products of the studied reactions, percentage of evolution
(%EV) through the chemical process of the bond indices at the transition states, degree of advancement of the transition states
(�Bav) and absolute synchronicities (Sy) (values calculated at the MP2/6–311þG(d,p) level)


O1—C2 C2—C3 C3—C4 C4—O5 O5—H6 H6—O1


First step of the pathway—
Reaction I
Bi


R 1.672 0.995 1.007 0.932 0.750 0.006
Bi


TS 1.102 1.498 0.314 1.449 0.127 0.562
Bi


P 0.963 1.830 0.000 1.882 0.000 0.753
%EV 80.4 60.2 68.8 58.3 83.0 74.4


�Bav¼ 0.709 Sy¼ 0.929
Reaction II
Bi


R 1.669 0.996 0.997 0.915 0.743 0.008
Bi


TS 1.119 1.477 0.319 1.400 0.153 0.535
Bi


P 0.963 1.830 0.000 1.825 0.000 0.753
%EV 77.9 57.6 67.9 53.2 79.4 70.7


�Bav¼ 0.678 Sy¼ 0.927
Reaction III
Bi


R 1.662 0.994 0.979 0.903 0.737 0.011
Bi


TS 1.130 1.465 0.316 1.359 0.171 0.514
Bi


P 0.963 1.830 0.000 1.778 0.000 0.753
%EV 76.1 56.4 67.7 52.1 76.8 67.8


�Bav¼ 0.662 Sy¼ 0.928
Second step of the pathway—
Bi


R 0.963 1.830 — — 0.001a 0.753
Bi


TS 1.272 1.271 — — 0.351a 0.317
Bi


P 1.714 1.005 — — 0.948a 0.002
%EV 41.1 67.8 — — 37.0 58.1


�Bav¼ 0.510 Sy¼ 0.844


a This value correspond to the C3—H6 bond.


THERMOLYSIS OF METHYL �-HYDROXYCARBOXYLATES IN THE GAS PHASE 299


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 294–302







reactants, that increases to 0.38–0.67 at TSs), whereas the
electronic excess is supported by the two oxygens [�(0.73–
0.74) at reactants and �(0.78–0.79) at TSs, for O1; and
�(0.78–0.81) at reactants and �(0.81–0.85) at TSs, for
O5], and by C3 [�0.47 at reactants and �(0.65–0.66) at
TSs]. The negative character of O1 allows it to attract the
H6 in the TS.


The most significant feature that can be obtained from
the NBO charges is the large positive charge developed on
the C4 atom in the TSs, which increases with the methyl
substitution on this carbon atom. The stabilization of this
incipient carbocationic carbon can explain the lowering of
the activation enthalpy for the first step with the methyl
substitution on C4. This explanation was pointed by
Domingo et al.26 in a theoretical study of the gas-phase
decomposition of three �-hydroxycarboxylic acids.


The kinetic parameters for the three reactions studied
here were calculated at the MP2/6–311þG(d,p) level at the
same temperature as used in the experiments, 600.15 K.
These data are compared with the experimental results in
Table 6. The calculated rate constants agree very well with
the experimentally determined values. The primary:
secondary:tertiary rate ratio, obtained from calculated rate
constants, is 1:4.4:28.9, in agreement with the experimental
ratio of 1:9.3:44.7, and it is very similar to that obtained2


for ethyl �-hydroxycarboxylates, 1:6.4:24.5. These ratios
are according to the stabilization of the incipient carboca-
tionic carbon pointed above.


In the second step of the pathway, the enol intermediate
initially formed tautomerizes to its keto form, methyl


acetate. Keto–enol equilibrium has been in the mainstream
of physical organic chemistry for many decades.27,28 The
thermodynamic stabilities of the keto–enol tautomeric
isomers have been the main subjects of many experimental
and theoretical investigation, but some studies on the
kinetic aspects of the tautomeric equilibria in solution
have also been carried out, principally by Kresge’s
group.29–34 Andrés et al.35 carried out a theoretical study
of transition structures, barrier heights and reaction
energies for the intramolecular tautomerization in the
acetaldehyde–vinyl alcohol system.


The optimized structures of the enol and keto forms of
methyl acetate and the TS associated with them are shown
in Fig. 6. The enol prefers an almost planar syn conforma-
tion in the gas phase. This behavior of enols is known
from experiment36–38 and has been confirmed by theory.39


TS-EK has a four-membered cyclic structure. It presents
one and only one imaginary vibrational frequency,
2164.0i cm�1, with the lowest real frequency being
132.7 cm�1. An analysis of the Wiberg bond indices (see
Table 4) indicates that the TS of this second step of the
studied reactions has an intermediate character between
reactant and product, and it is asynchronous, the C2—C3


double bond breaking is very advanced (68%) whereas the
formation of the O1—C2 and C3—H6 bonds is delayed
(percentages of evolution of 41 and 37%, respectively). The
NBO charge distribution (see Table 5) indicates that the
methylene carbon C3 carries the most negative charge,
and the carbonyl carbon C2 is the most positively charged
center.


Table 5. NBO charges, calculated at the MP2/6–311þG(d,p) level, at the atoms involved in the reactions


Species O1 C2 C3 C4 O5 H6


First step of the pathway—
I �0.729 0.982 �0.468 0.057 �0.782 0.484
TS-I �0.783 0.885 �0.646 0.378 �0.813 0.541
II �0.729 0.987 �0.466 0.184 �0.796 0.489
TS-II �0.787 0.901 �0.658 0.522 �0.833 0.542
III �0.735 0.991 �0.468 0.305 �0.806 0.490
TS-III �0.792 0.907 �0.660 0.668 �0.854 0.542
Second step of the pathway—
ENOL �0.755 0.743 �0.591 — — 0.485
TS-EK �0.814 0.950 �0.878 — — 0.508


Table 6. Calculateda and experimentalb kinetic and activation parameters for the studied reactions


�S 6¼


104k (s�1) Ea(kJ mol�1) Log A �H 6¼ (kJ mol�1) �G 6¼ (kJ mol�1) (J mol�1 K�1)


Reaction Calc. Exp. Calc. Exp. Calc. Exp. Calc. Exp. Calc. Exp. Calc. Exp.


First step of the pathway—
I 0.349 0.412 202.9 178.0 13.2 11.11 197.9 176.8 201.7 194.8 �6.3 �30.0
II 1.54 3.84 195.2 164.4 13.2 10.90 190.2 163.2 194.3 183.6 �6.8 �34.0
III 10.1 18.4 185.5 159.9 13.2 11.18 180.5 158.7 184.9 175.8 �7.3 �28.6
Second step of the pathway—


60.1 171.7 12.7 166.7 176.0 �15.6


a At the MP2/6–311þG(d,p) level of theory. Values calculated at 600.15 K.
b Values taken from Ref. 3.
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This second step of the reactions is a more rapid process
than the first step, with an activation free energy of
176.1 kJ mol�1, so it is not the rate-limiting step of the
reactions. Wu and Lien40 obtained a correlation between
the activation free energies corresponding to the
tautomerization X—C(OH)——CH2$X—C(O)—CH3,
and the Hammett substituent resonance parameters, �R


þ,
for proton transfer in the gas phase compiled by Taft and
co-workers:41,42


�G6¼ðkcal mol�1Þ ¼ 55:79 þ 30:95�þR ð13Þ


Using this equation and the �þ
R value43 for the OCH3


group, �0.42, a value of the free energy of activation for
the tautomerization of the enol form of methyl acetate of
179.0 kJ mol�1 is obtained, in very good agreement with
the value calculated in this work.


The calculated rate constant of the tautomerization of the
enol intermediate to methyl acetate is 6.01� 10�3 s�1,
evaluated at the MP2/6–311þG(d,p) level of theory. The
reaction is exergonic, the keto form being 131.8 kJ mol�1


more stable than enol form.
We also carried out a theoretical study on the kinetic


deuterium isotope effects in the thermal decomposition of
the studied methyl �-hydroxycarboxylates, and compared
the results with those calculated previously2 for ethyl �-
hydroxycarboxylates. To our knowledge, there has not been
any experimental study on kinetic isotope effects in the
thermal decomposition of methyl �-hydroxycarboxylates.


The kinetic isotope effects, kH/kD, obtained at the MP2/
6–311þG(d,p) level of theory, are shown in Table 7. As can
be observed, the primary isotope effects are lower in methyl
than in ethyl esters. It is known that the magnitude of the
primary isotope effect in a hydrogen-transfer reaction
varies with the symmetry of the TS and it is maximum
when the hydrogen is symmetrically bonded to the atoms
between which it is being transferred. The small value of
this effect is a consequence of the fact that transfer of
hydrogen, partially bonded to the oxygen of the carbonyl
and hydroxyl groups in the TS, is not linear, and the TS is
late. The O—H bond is not stretched to its breaking point,
but it does bend, so the hydrogen atom may become
attached to another part of the molecule. It is the bending
rather than the stretching which is connected to transla-
tional motion.44–47 Because vibrational frequencies for
bending are much lower than those for stretching, the
zero-point energy lost in the TS will be small and therefore
the primary kinetic deuterium isotope effect should be
small. As can be seen in Table 7, the primary effect
increases in the order primary alcohol< secondary alco-
hol< tertiary alcohol.


The �-secondary deuterium isotope effects that occur
when deuterium atoms are attached to a center that is
undergoing a hybridization change are small but >1. These
results are a consequence of the fact that in the proposed
mechanism the C3 and C4 atoms change their hybridization
from sp3 to sp2 in the TSs. According to the Streitweiser
model,48 the �-isotope effect is predominantly due to the
change of a tetrahedral C–H bending vibration to an ‘out-
of-plane’ deformation in the TS. The �- and �-secondary
effects are cumulative and depend on the number of H� and
H� in the molecules. Hence the �-secondary effect in-
creases in the order reaction III< reaction II< reaction I, in
the same order as the number of H� increases (two in
reactant III, three in II and four in I), whereas the �-
secondary effect is small but slightly higher in reaction III
(six H� in reactant III) than in reaction II (only three H� in
II), and there is no �-secondary effect in reaction I (there is
no H� in reactant I).


Figure 6. Structures of enol and keto forms, and the
corresponding transition state, TS-EK, optimized at the
MP2/6–311þG(d,p) level of theory


Table 7. Kinetic deuterium isotope effects (kH/kD) in the
pyrolysis of methyl and ethyl �-hydroxycarboxylates in the
gas phase


Methyl Ethyl
Reaction Effect compoundsa compoundsb


I Primary 1.42 1.49
�-Secondary 1.20 1.28


II Primary 1.53 1.70
�-Secondary 1.13 1.13
�-Secondary 1.03 1.03


III Primary 1.63 1.78
�-Secondary 1.04 1.11
�-Secondary 1.05 1.11


a Values calculated in this work, at 600.15 K, at the MP2/6–311þG(d,p)
level of theory.
b Values taken from Ref. 2, calculated at 479.15 K, at the MP2/6–
311þþG(2d,p)//MP2/6–31G(d) level of theory.
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CONCLUSIONS


A theoretical study on the thermal decomposition in the
gas phase of three methyl �-hydroxycarboxylates has
been carried out at the MP2/6–311þG(d,p) level of
theory. The reactions take place via a six-membered
cyclic TS. The progress of the reactions was followed
by means of the Wiberg bond indices. The TSs are late,
nearer to the products than to the reactants. The analysis
of the main distances, transition vectors and Wiberg bond
indices indicates that the proton transfer is the most
advanced process.


The kinetic parameters for the studied reactions, evalu-
ated at the MP2/6–311þG(d,p) level of theory, agree well
with the available experimental data. There is a large
positive charge developed on the C4 atom at the TSs, which
increases with the methyl substitution on this carbon atom.
The stabilization of this incipient carbocationic carbon can
explain the lowering of the activation enthalpy for the first
step with the methyl substitution on C4 and, therefore, the
order of the experimental and calculated rate constants:
primary alcohol< secondary alcohol< tertiary alcohol.


A theoretical study on the kinetic deuterium isotope
effects was also carried out, comparing the results with
those corresponding to ethyl �-hydroxycarboxylates.
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ABSTRACT: The glycation of hemoglobin is catalyzed by buffer carbonate and arsenate. The reaction of hemoglobin
with glucose exhibits identical rates in protium and deuterium oxides, both for the buffer-independent rate and for the
first-order rate in carbonate and arsenate buffer. When D-glucose-2-h is compared with D-glucose-2-d, the kinetic
isotope effect for the buffer-independent rates is �2, whereas the buffer-dependent rate constants show no isotope
effects. The absence of both substrate and solvent isotope effects for the buffer-dependent term are indicative that a
functional group on the hemoglobin is the proton-abstracting base in the Amadori rearrangement. The catalytic
constant (kB) of arsenate is double that of carbonate. A different base group on the hemoglobin may be involved in the
abstraction of proton 2 in the Amadori rearrangement. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: glycation; hemoglobin; catalysis; carbonate; arsenate; isotope effects


INTRODUCTION


Studies with a number of proteins indicate that glycation
is not a random chemical modification of amino groups in
proteins. There is preferential glycation of �-chain term-
inal valine residues in hemoglobin1 and a selective
modification of a limited set of lysine residues in hemo-
globin,1 albumin2 and lipoprotein.3 As is shown in
Scheme 1, the initial reversible condensation step of
glucose and hemoglobin forms an aldimine or Schiff
base, which is able to undergo a nearly irreversible
intermolecular Amadori rearrangement.4


Several factors have been reported that can influence
the rate of glycation of hemoglobin: pH,4–6 glucose
concentration4 and catalysis by phosphate buffer,7–9


2,3-diphosphoglycerate5,10–12 and recently by 3-phos-
phoglycerate, 2-phosphoglycerate and 2-glycerolpho-
sphate.13 Clearly, inorganic and organic phosphates
play an important role in determining the kinetics and
specificity of glycation of hemoglobin. However, the
catalyses of inorganic and organic phosphates in the
glycation of hemoglobin are different. The role of organic
phosphates is the abstraction of the proton in the Amadori
rearrangement,13 but the role of inorganic phosphate is
not a classical, proteolytic general acid–base catalysis,


showing that a functional group on the hemoglobin is the
abstracting base in the Amadori rearrangement.8


In order to have a much clearer understanding of the
chemical mechanism for the formation of glycated he-
moglobin, we performed a kinetic analysis of buffer
carbonate and arsenate in order to establish whether
buffer carbonate and arsenate catalyze the glycation of
hemoglobin and their role is the same as that of buffer
phosphate.


EXPERIMENTAL


Human hemoglobin, glucose-2-h, glucose-2-d and glu-
cohemoglobin kit were obtained from Sigma Chemical,
deuterium oxide from Aldrich, sodium dihydrogen
arsenate (NaH2AsO4), disodium hydrogen arsenate
(Na2HAsO4�7H2O) and sodium chloride from Merck,
sodium bicarbonate from BDH and sodium carbonate
from J. T. Baker Acrodisc filters (0.2mm) were purchased
from Gelman Sciences.


Carbonate buffer solutions of pH 8.78 were prepared
by mixing appropriate volumes of 25 mM sodium bicar-
bonate, 25 mM sodium carbonate and 0.15 M NaCl.
Arsenate buffer solutions of pH 7.3 were prepared by
mixing appropriate volumes of 10 mM sodium dihydro-
gen arsenate and 10 mM of disodium hydrogen arsenate.
Buffers in D2O were prepared similarly. Hemoglobin
solutions were prepared by dissolving a weighed sample
of hemoglobin in known volumes of 0.15 M NaCl. The
reaction mixtures were prepared by mixing known
volumes of hemoglobin with different concentrations of
buffer carbonate and arsenate, 0.15 M NaCl, pH 7.3, and
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40 mM glucose at 0 �C. The reaction medium with differ-
ent concentrations of buffer carbonate was 0.15 M NaCl,
pH 8.78, at 37 �C. The final pH for arsenate buffer was 7.3
and for carbonate buffer 8.78 for all solutions. The
reaction was started and maintained at 37 �C. All solu-
tions were sterilized by ultrafiltration thorough a Gelman
0.2mm filter (Acrodisc) in sterile plastic tubes.


The rates of glycation of hemoglobin under an atmo-
sphere of air were measured by following the appearance
of the glycated hemoglobin.14,15 Glycohemoglobin
HbA1C was eluted from a cation-exchange column and
measured spectrophotometrically at 415 nm (Sigma
Kit14,15 No. 440). A hemoglobin concentration of
9.2� 10�2 mM was employed with 40 mM glucose. The
reaction media were 0.15 M NaCl, buffered at 37 �C with
mixtures of sodium carbonate and bicarbonate at pH
8.78. The reactions in deuterium oxide were conducted
at the corresponding pD16 of 9.28. The reaction media
were 0.15 M NaCl, buffered at 37 �C with mixtures of
NaH2AsO4 and Na2HAsO4�7H2O at pH 7.3. The reac-
tions in deuterium oxide were conducted at the corre-
sponding pD16 of 7.8. The kinetics exhibited both a
catalyst-independent term [reflecting reaction assisted
by water, lyons (hydroxide or hydrogen ions) or protein
functional groups] and a first-order term in buffer
(kobs¼ k0þ kB[Buffer]).


In the experiments to determine the solvent isotope
effect for carbonate buffer in H2O and D2O, carbonate
buffer was held constant at 14.0 mM, pH 8.78 and pD
9.28, at 37 �C under similar conditions of hemoglobin
and glucose concentrations.


Proton inventory was carried out at fixed concentration
of 40 mM glucose, 4.8 mM arsenate buffer, in different
mixtures of H2O and D2O at 37 �C.


RESULTS AND DISCUSSION


Figure 1 shows an increase in the first-order rate constants
for the glycation of hemoglobin under similar conditions
as a function of carbonate buffer concentrations, with
40 mM glucose-2-h and glucose-2-d. The primary deuter-
ium isotope effects for the second-order rate constants
(slope) and for the first-order rate constants (intercept) are
HkB/DkB¼ 1.06� 0.07 and Hk0/Dk0¼ 1.96� 0.14. The


glycation of hemoglobin is catalyzed by carbonate buffer.
In fact, general acid–base catalysis is expected for the
proton-abstraction step of the Amadori rearrangement
(Scheme 1). However, we find that the carbonate reaction
occurs with identical rates (kH2O=kD2O ¼ 1:00 � 0:10) in
protium oxide and deuterium oxide (Fig. 2). The absence
of a rate difference in isotopic water solvents shows that


Scheme 1. Mechanism of the non-enzymic glycation of proteins


Figure 1. Plot of the first-order rate constants for the
glycation of hemoglobin with 40mM glucose-2-h and glu-
cose-2-d as a function of the concentration at carbonate
buffer, pH 8.78, at 37 �C


Figure 2. Plot of formation of HbA1C as a function of time
in 14.0mM, carbonate buffer pH 8.78, pD 9.28, for the
glycation of hemoglobin in H2O and D2O at 37 �C
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proton donation from solvent, lyons (hydroxide or hydro-
gen ions) or buffer do not limit the rate. The solvent
isotope effect can be predicted for each case.13


As noted in Fig. 1 the carbonate-dependent reaction
occurs with identical rate constants with either glucose-
2-h or glucose-2-d. This excludes proton abstraction
as the rate-determining step by carbonate buffer. The
absence of either a substrate isotope effect or solvent
isotope effect in fact excludes as a rate-limiting step both
proton-transfer steps of a general acid–base-catalyzed
Amadori rearrangement because proton abstraction by
carbonate buffer would show a substrate isotope effect
and proton donation by buffer would show a solvent
isotope effect. These results are indicative that a func-
tional group on the hemoglobin is the proton-abstracting
base in the Amadori rearrangement. Phosphate8 and
carbonate show the same behavior.


The catalytic constants (kB) for phosphate8 and carbo-
nate are similar (Table 1), but the spontaneous reactions
(k0) are different, because the phosphate reaction was
carried out at pH 7.30 and the carbonate reactions was
carried out at pH 8.78 under similar conditions of
hemoglobin and glucose concentration at 37 �C. The
glycation of hemoglobin increases with pH,4–6 hence
the glycation of hemoglobin is greater in carbonate buffer
than in phosphate buffer. This observation is consistent
with the chemical prediction that only uncharged amino
groups on the proteins can participate in this type of
addition reaction with glucose. The interpretations of the
pH dependences on rates would be complex, because the
observed rates involve two terms, one for the buffer-
independent term (k0) and one for the buffer-dependent
term (kB). The former includes hydroxide ion as base,
water as base and functional groups in the protein. The
second term includes the carbonate dependence on the
rate. k0 increases with pH, but kB apparently does not
change.


Figure 3 shows an increase in the first-order rate
constants for the glycation of hemoglobin under similar
conditions as a function of arsenate buffer concentrations,
with 40 mM glucose-2-h and glucose-2-d. The substrate
isotope effects for the second-order rate constants (slope)
and for the first-order rate constants (intercept) are
HkB/DkB¼ 1.13� 0.06 and Hk0/Dk0¼ 2.11� 0.12, respec-
tively. The glycation of hemoglobin is catalyzed by
arsenate buffer. General acid–base catalysis is expected
for the proton-abstraction step of the Amadori rearrange-
ment (Scheme 1). We find that the reaction occurs with
identical rate constants in protium oxide and deuterium


oxide (Table 1). The solvent isotope effect expected
for the abstraction of the glucose-2-h on the Schiff base
by any catalyst is 1, because this hydrogen does not
exchange.


Catalysis by arsenate buffer, the observed solvent
isotope effect of 1, the flat proton inventory (Fig. 4) and
the substrate isotope effect of 2 in the arsenate-indepen-
dent term are indicative that a functional group in the
hemoglobin is the abstracting base in the Amadori


Table 1. First and second-order rate constants, solvent isotope effects, substrate isotope effects and proton inventory for the
non-enzymic glycation of hemoglobin with different buffers


Buffer catalyst k0 (107 s�1) kB(108 mM
�1 s�1) kH2O/kD2O


Hk0/Dk0
HkB/DkB Proton inventory


Carbonate 8.58� 0.39 2.81� 0.20 1.00� 0.10 1.96� 0.14 1.06� 0.07
Arsenate 2.47� 0.18 5.99� 0.33 0.96� 0.23 2.11� 0.12 1.13� 0.06 Flat
Phosphate8 2.13� 0.04 2.38� 0.08 1.10� 0.10 2.17� 0.11 1.10� 0.10 Flat


Figure 3. Plot of the first-order rate constants for the
glycation of hemoglobin with 40mM glucose-2-h and
glucose-2-d as a function of arsenate buffer concentration,
pH 7.3, at 37 �C


Figure 4. Overall isotope effect as a function of atom
fraction n of deuterium in binary mixtures of protium and
deuterium oxides for glycation of hemoglobin at 37 �C in
4.8mM arsenate, 40mM glucose
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rearrangement. As shown in Table 1, the catalytic con-
stants (kB) for carbonate and phosphate8 buffer are the
same. In contrast, there is about a twofold increase in the
catalytic constant (kB) in the glycation of hemoglobin for
arsenate buffer versus phosphate8 and carbonate buffer,
but the spontaneous reaction (k0) did not vary in arsenate
buffer versus phosphate buffer at same pH of 7.3.
Arsenate, which is anionic and similar in geometry and
pKa to phosphate, is more effective than phosphate as a
catalyst of glycation of hemoglobin. Watkins et al.7


reported a similar effect with RNase. They found that
on incubation of RNase with 0.4 M glucose, pH 7.4, at
37 �C for 3 days in the various buffer systems, arsenate
was a better catalyst than phosphate and TAPSO.7 It is not
clear whether these results from a difference in binding
affinity or the slight, 0.4 unit decrease in the pKa of
arsenate versus phosphate can be the only factor enhan-
cing the extent of glycation of hemoglobin and RNase.7


Hemoglobin is a highly complex molecule that func-
tionally interacts with several other molecular species,
including oxygen, CO2, CO and 2,3-diphosphoglycerate
(DPG). Hemoglobin binds oxygen at four sites which are
distant from the �-chain amino terminus to which glucose
adds to form HbA1C. The binding of oxygen causes a
series of conformational changes throughout the hemoglo-
bin molecule, which include an alteration in the position of
the two �-amino groups of the �-chains so that the
distance between them increases from 16 to 20 Å.17 This
change in conformation is critical to the functional inter-
action of DPG with hemoglobin. This change in position
could affect the rate of HbA1C formation by altering the
chemical environment of the �-amino group or by chan-
ging the accessibility of this group to glucose binding. The
availability of this site for interaction with DPG is com-
promised when it is covalently linked to glucose.18 DPG
catalyzes the glycation of hemoglobin12 by abstracting the
proton in the Amadori rearrangement, but phosphate,8


carbonate and arsenate may induce a conformational
change that enhances the catalytic effectiveness of a basic
functional group in hemoglobin.


Our results show a larger kB for the arsenate-catalyzed
reaction than for the case or either phosphate8 or carbo-
nate. The 3 pKa unit difference between phosphate and
carbonate causes no change in reactivity. On the other
hand, the small 0.4 pKa unit difference between phos-
phate and arsenate is clearly not the answer to the latter’s
catalytic potential.


The absence of structural data on anion–hemoglobin
complexes at the atomic level makes a definite explana-
tion for the higher catalytic potential of HAsO4


2� im-
possible. Nevertheless, a qualitative hypothesis can be
advanced. Desolvation of strongly hydrated species
such as HPO2�


4 , HAsO2�
4 or CO3


2� should make a con-
tribution to the energy cost of formation of anion–
hemoglobin complexes. Such an effect has been observed
in the acetyl transfer reaction between p-nitrophenyl
acetate and oxyanions.19


Aspartate-�-semialdehyde dehydrogenase (ASADH)
catalyses the reversible reductive dephosphorylation of
L-�-aspartyl phosphate to yield L-aspartate-�-semialde-
hyde. In the reverse direction, HPO2�


4 reacts with the
acetyl enzyme formed by oxidation of the aldehyde. Kish
and Viola20 found that arsenate binds this enzyme with a
KM value half that measured for phosphate. They carried
out calculations to determine the charge density on the
peripheral oxygen atoms of different oxyanions. The
result was �0.952 for HPO2�


4 and �0.892 for HAsO2�
4 .


Our interpretation of their data is that there is a higher
free-energy cost for the transfer of phosphate ion, from
aqueous medium to the enzyme catalytic site. The oxya-
nion-mediated glycation of hemoglobin is a process that
parallels ASADH.


Whereas phosphate and carbonate (kB¼ 2.4�
10�8 mM


�1 s�1) show the same catalytic strength as
HAsO4


2� will remain an open question until x-ray data
on the anion–hemoglobin complexes become available.


Arsenate is a better catalyst than carbonate and phos-
phate8 and the isotope effects are indicative that func-
tional groups in the hemoglobin are the catalysts. In the
absence of other information, the data suggest that proton
abstraction by functional groups in the hemoglobin is the
rate-determining step in the glycation of hemoglobin
catalyzed by carbonate and arsenate. The role of carbo-
nate and arsenate is the same as that of phosphate:8 they
induce hemoglobin to catalyze its own glycation.
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ABSTRACT: The reactivity of N-methyl-N-nitroso-p-toluene sulfonamide (MNTS) towards n-alkylamines in water
and in micellar aggregates was studied. Kinetic constants in both media were obtained. The pseudophase micellar
model allows a satisfactory prediction of the experimental behaviour in all cases. The value obtained for the micellar
pseudophase rate constant, ki2, is lower than that in bulk water. The increase in the observed rate constant, ko, with n-
alkylamine concentration is due to an increase in the local concentration of reactants in the micellar surface. The
differences between kw and ki


2 values is due to the polarity of micellar pseudophase being lower than that in bulk
water. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: alkylamine; micelle; nitrosation; transnitrosation; catalysis


INTRODUCTION


The chemistry of the nitroso compounds is of great
interest due to their toxic, carcinogenic, mutagenic and
teratogenic properties1,2 in many animal species.3 In
particular, since the discovery that N-nitrosamines are
powerful carcinogenic agents in all the animal species in
which they have been tested, the nitrosation of secondary
and tertiary amines has been widely studied. From this
point of view, the transfer of the nitroso group from
nitroso group donors to nitroso group acceptors is of great
relevance because non-carcinogenic nitroso compounds
are able to generate the more dangerous nitrosamines.
Under physiologic conditions where these reactions can
be catalysed or inhibited transnitrosation reactions are the
most important processes.


An interesting use of micellar aggregates is the mod-
ulation of chemical reactivity. The reaction rates and
equilibrium constants in micellar media can differ from
the values in bulk water. These differences in reactivity
can be attributed to the solubility of reactants and
products, distribution of reactants in different regions at
the microheterogeneous medium and different physico-
chemical properties in the loci of reaction as compared
with bulk water. Kinetic studies in these systems are
interpreted on the basis of the pseudophase model.4 This


model assumes that the different components of the
reaction media (bulk water and micellar aggregates) are
distributed among different pseudophases in which the
reaction takes place. Such a model allows us to explain a
large number of kinetic experiments,5 with the
simply assumption of reactive distribution between the
pseudophases.


The long chain alkylamines are able to form micellar
aggregates in aqueous solutions. This property allows us
to study the reactivity of a chemical system where the
surfactant is one of the reagents. The alkylamines studied
were N-methylethylamine (MEA), N-methylbutylamine
(MBA), n-hexylamine (HA), N-methylhexylamine (MHA),
N,N-dimethylhexylamine (DMHA), n-octylamine (OA),
N-methyloctylamine (MOA), N,N-dimethyloctylamine
(DMOA) and n-decylamine (DA).


RESULTS AND DISCUSSION


Critical micelle concentration of n-alkylamines


The critical micelle concentration (cmc) of n-alkylamine
solutions has been determined using electrical conductiv-
ity. Figure 1 shows a typical plot of electrical conductiv-
ity vs [amine]. Table 1 shows the cmc values obtained for
primary, secondary and tertiary amines studied. The cmc
value decreases by increasing the chain length of alkyla-
mine. In the same way, the cmc value decreases by
increasing the number of methyl groups in the head
group (amine group) with a constant chain length. It is
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known that the geometry of micellar aggregates is related
to a critical packing parameter,6 f ¼ v=aolc, where ao is
the head group area, v is the volume of the surfactant
molecule and lc is the length of the extended hydrocarbon
chain. If f< 0.3 the resultant aggregate would be sphe-
rical micelles. In the case of f¼ 0.3–0.5 it would be non-
spherical micelles. Values of f in the range f¼ 0.5–1
would imply the formation of vesicles and bilayers. The
aggregate would be reverse micelles if f> 1. The de-
crease in cmc by increasing the chain length implies an
increase in the value of lc without significant changes in
the volume of the surfactant. This increase in lc implies a
decrease in v=aolc. A lower value of f results in a more
stable micellar aggregate and hence a lower cmc value.
The decrease in cmc by increasing the number of methyl


groups in the head group, keeping the chain length
constant, results in a decrease in the f value (ao increases),
and hence, the surfactant packing geometry is more
conic. This fact implies that the micellar aggregate is
more stable and that the cmc decreases.


From cmc values �G0
m of amine micelles can be


calculated using Eqn (1)7:


�G0
m ¼ RT ln Xcmc ð1Þ


where Xcmc is the cmc expressed as a molar fraction. The
values of �G0


m are shown in Table 1.


Reactivity in aqueous media


The nitroso group transfer in aqueous media between N-
methyl-N-nitroso-p-toulene sulfonamide (MNTS) and
various primary, secondary and tertiary amines has
been studied. In the previous section it was demonstrated
that micellar aggregates are formed by long chain amines
(nc� 6). For this reason the amine concentration must
always be kept below the cmc value. The reaction
between MNTS and amines goes through the non-
protonated form of the amine, without basic or acid
catalysis6,8 (Scheme 1).


Linear relationships between ko and [amine] can
be observed in Figs 2 and 3. The rate equation can be
written as


ko ¼ kOH OH�½ � þ kw amine½ � ð2Þ


Figure 1. Determination of the cmc of OA. Plot of [OA] vs
specific conductivity


Table 1. Critical micelle concentration and �G0
m values of


n-alkylamines


Amine Structure Cmc �Gm
o =


(m mol) kJ � mol�1Þð


HA 6.36 �22.5


MHA 5.97 �22.6


DMHA 3.73 �23.8


OA 1.94 �25.4


MOA 1.61 �25.9


DMOA 0.54 �28.6


DA 0.97 �27.1


LA 0.81 �27.6


MLA 0.33 �29.8


DMLA 0.27 �30.3


Scheme 1


Figure 2. Influence of total amine concentration [MEA (�)
and MBA (&)] on the observed first-order rate constant for
the reaction with MNTS
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where kOH and kw are the rate constants for MNTS
hydrolysis8 and nitroso group transfer reactions, respec-
tively. The fact that the intercept of ko vs [amine] is zero
proves that MNTS hydrolysis is non-competitive under
the experimental conditions used. From the slope of ko vs
[amine], the value of kw can be obtained (Table 2).


Primary amines react with nitrosating agents to give
deamination products (Scheme 2). The first step corre-
sponds to N-nitrosation yielding a primary nitrosamine
(RNHNO). In many cases, these nitrosamines are un-
stable and in various fast steps (including a proton
transfer process and the loss of a water molecule) yields
diazonium ions RN2


þ.
The corresponding reaction of secondary amines stops


at the N-nitrosamine stage, since in this case there is no �-
hydrogen available for the proton transfer reaction that
leads to the formation of the diazonium ion.


As Table 2 shows, the primary amines react slower than
secondary and tertiary amines. The reaction sequence
is: MBA>MHA>DMHA>MOA>DMOA�MEA>
DA> OA>HA. Rate constant ratios for these amines are
7.0:6.3:5.0:4.2:2.6:2.6:1.7:1.4:1, respectively. Comparing
the rate constant in water with amines pKa, a good linear
relationship between basicity and reactivity can be ob-
tained (Fig. 4). The slope of the Bronsted plot, �nuc, yields


a value of �nuc ¼ 0:7, which is compatible with previous
results.9


Reactivity in N-alkylamine micelles


Under normal conditions, the kinetic studies in micellar
media are carried out for reactions where the reactants
can be bonded to a micellar surface as a result of their
hydrophobicity. One of the most interesting properties of
micelles is their capacity for compound solubilization.
They act, hence, as reaction media. In the present work,
the micelle-forming surfactant (the n-alkylamine) is also
one of the reactants in the transnitrosation process. The n-
alkylamines used were HA, MHA, DMHA, OA, MOA,
DMOA and DA.


In this case, for an amine concentration lower than
the cmc value, ko increases by increasing [amine] as


Figure 3. Influence of total amine concentration [HA (�),
MHA (~) and DMHA (&) on the observed first-order rate
constant for the reaction with MNTS


Table 2. Kinetic values for the transnitrosation between MNTS and n-alkylamines from Eqns (2) and (4)


Amine pKR3NHþ


a kw=M
�1s�1 Ks=M


�1 ki=s�1 ki
2=M


�1s�1


1 MEA 10.93 (7.93� 0.08)� 10�2 — — —
2 MBA 11.79 (2.12� 0.04)� 10�1 — — —
3 HA 10.6412 (3.02� 0.12)� 10�2 5.7� 0.8 (3.84� 0.35)� 10�3 (3.34� 0.30)� 10�4


4 MHA 11.50 (1.91� 0.03)� 10�1 2.2� 0.2 (1.10� 0.10)� 10�1 (1.14� 0.10)� 10�2


5 DMHA 11.28 (1.52� 0.03)� 10�1 5.6� 0.4 (2.94� 0.19)� 10�2 (3.59� 0.23)� 10�3


6 OA 10.6510 (4.19� 0.11)� 10�2 11.1� 1.7 (1.89� 0.25)� 10�3 (1.64� 0.22)� 10�4


7 MOA 11.26 (1.28� 0.04)� 10�1 5.8� 1.2 (2.98� 0.59)� 10�2 (3.09� 0.61)� 10�3


8 DMOA 11.04 (7.87� 0.57)� 10�2 31.8� 6.3 (3.48� 0.66)� 10�3 (4.25� 0.81)� 10�4


9 DA 10.6410 (5.10� 0.10)� 10�2 14.2� 3.0 (2.24� 0.40)� 10�3 (1.95� 0.35)� 10�4


Scheme 2


Figure 4. Plot of log kw vs pKa for the nitroso group transfer
from MNTS to alkylamines. Numbers correspond to amines
of Table 2
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described above. At amine concentration values higher
than the cmc, an increase in ko is observed, whereas a
significant change of the slope is observed under these
conditions. This change of slope takes place at the cmc
value. The kinetic cmc value is the same as that obtained
using electrical conductivity measurements (vide supra).
This change of slope is due to the appearance of a new
reaction path at the micellar surface.


To rationalize the experimental behaviour, Scheme 3
has been proposed on the basis of a pseudophase micellar
model.


Subscripts i and w correspond to micellar phase and
aqueous phase, respectively, and ki and kw are the rate
constants in each pseudophase.


Following Scheme 3, n-alkylamine concentration can
be written as Eqn (3):


½Dn� ¼ amine½ �T�cmcamine ¼ amine½ �M ð3Þ


From the pseudophase formalism the following rate
equation can be obtained:5


ko ¼ kw amine½ �wþkiKs Dn½ �
1 þ Ks Dn½ � ð4Þ


where kw is the rate constant in the bulk water, ki is the
rate constant at the micellar pseudophase, and Ks is the
binding constant of MNTS to the micellar surface.


From the fit of Eqn (4) to the experimental data (Figs 5
and 6), the rate constant in the micellar pseudophase, ki,
and MNTS binding constant, Ks have been obtained
(Table 2).


For comparison of reactivities in the surfactant inter-
face with the corresponding reactivities in bulk water, the
ki (defined in terms of mole per mole concentrations and
expressed in s�1) must be converted into conventional
reaction rates expressed in l mol�1 s�1. We accordingly
define a ‘conventional’ bimolecular rate constant, ki


2 for
the reaction at the micellar pseudophase by:


ki
2 ¼ kiV ð5Þ


The application of this definition requires some knowl-
edge of the molar volume (V) of the micellar pseudo-
phase. This volume is generally identified as the Stern
layer volume. The range of V values is normally between


0.14 and 0.37 l mol�1,10 whereas the molar volume can be
related to the nature of the head group (for large head
groups11 this value can be 0.5 l mol�1). If we consider
0.14 l mol�1 as the molar volume for tert-methylammo-
nium group and 0.37 l mol�1 for tert-butylammonium,
the molar volume of the R—NH3


þ group can be esti-
mated as 0.087 l mol�1. We must take into account that
this value can be increased by the hydration of the NHþ


3


group. This value would become 0.14–0.20 l mol�1


(Scheme 4).
Analogously, for methylammonium and dimethylam-


monium groups the corresponding values are 0.104 and
0.122 l mol�1, respectively (Fig. 7). Similar considera-
tions about hydration can be made for these groups.


Table 2 shows the values of ki
2. In all cases, the value of


the rate constant at the micellar pseudophase, ki
2, is lower


than in bulk water. In fact, the rate changes in the
presence of colloid aggregates are not proper catalytic
process according to the traditional definition of catalysis.


Scheme 3


Figure 5. Experimental and theoretical values of k0 for
amines HA (�) and DMHA (&) for the transnitrosation
reaction with MNTS. Dotted lines represent an error of 5%


Figure 6. Experimental and theoretical values of k0 for
amines OA (�) and MOA (&) for the transnitrosation reaction
with MNTS. Dotted lines represent an error of 5%
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Micellar aggregates do not imply changes to the intrinsic
barrier of reaction. In this case, the modification to the
observed rate constant is due to changes in the local
concentration of reactants at the various pseudophases of
the microheterogeneous media.


Even though the reactivity sequence at micellar aggre-
gates is the same as that in bulk water (see Table 2), there
are significant differences with respect to the ratios
between the constants. Considering the reactivity se-
quence of primary alkylamines (HA, OA and DA), in
all cases the pKa values are approximately 10.64, while
the ratio kw=k


i
2 is, respectively, 90, 250 and 260. Changes


in the molar volume of the Stern layer associated with
the hydration of the head groups have no influence on the
relative values of this sequence. The most unfavourable
value affects the three ratios in the same proportion and
yields the sequence 45, 125 and 130. This sequence
corresponds to the cmc values for these amines: the
cmc values are 6.36, 1.94 and 0.97 mM, respectively
(vide supra).


Analogous behaviour has been observed for secondary
and tertiary amines.


By increasing the hydrophobic character of the surfac-
tant, the differences in reactivity in the aqueous medium
and the micellar medium are increased. This phenom-
enon is due to the decrease in reactivity with the decrease
in the medium polarity.


For this reason, the rate kw=k
i
2 constitutes a valuable tool


that allows us to evaluate the changes in polarity at a
micellar phase as a function of changes in the nature of the
surfactant monomer. In this way, some interesting conclu-
sions can be obtained taking into account the observed
changes when chain length or head group nature is varied.


By increasing the number of carbons in the hydrocar-
bon chain, keeping the nature of the head group constant,
an increase of the inhibition of the transnitrosation reac-
tion is observed. This means that by increasing the chain
length (and hence its hydrophibicity) the Stern layer is
less polar, yielding a larger kinetic effect upon the
transnitrosation process. This effect is parallel to that
observed on the MNTS binding constant ðKHA


s ¼ 5:7;
KOA


s ¼ 11:1; KDA
s ¼ 14:2Þ. The differences in reactivity


between HA, MHA and DMHA are not discussed be-
cause the differences of hydration result in different Stern
Layer volumes. At this point it must be added that the
steric hindrance at the micellar surface could be different
to that in bulk water due to the restrictions of mobility at
the micelle.


CONCLUSIONS


In the present study, the pseudophase micellar model
allows a satisfactory prediction of the experimental
behaviour in all cases. From the experimental results
we can conclude that the value of micellar pseudophase
rate constant, ki


2, is lower than that in bulk water. The
increase in the observed rate constant, ko, with n-alkyla-
mine concentration can be attributed to an increase in the
local concentration of reactants in the micellar surface.
The differences between kw and ki


2 values is due to a
medium effect (the lower polarity of micellar pseudo-
phase than bulk water).


EXPERIMENTAL


All reactants were purchased from Aldrich. The low
solubility of the N-methyl-N-nitroso-p-toluene sulfona-
mide (MNTS) in water necessitated the use of acetonitrile
as a cosolvent in a proportion never exceeding 1% (v/v)
in the reaction mixture.


Reactions were followed by monitoring the UV absor-
bance of substrate solutions using an HP 8453 spectro-
photometer fitted with thermostated cell holders at
25.0� 0.1 	C. The wavelength used for the kinetic
studies was 250 nm. In all cases kinetic experiments
were carried out under pseudo- first-order conditions
([MNTS]<< [amine]). The integrated first-order rate
expression [Eqn (6)] was fitted to the absorbance–time


Scheme 4


Figure 7. Molar volumes of various surfactants vs length of
the ramification of the head group (�) and molar volumes
calculated for n-alkylamines as a function of the number of
methyl groups (*)
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data by linear regression (r> 0.999) in all cases. The
observed rate constants, k0, could be reproduced with an
error of � 5%. In each instance, it was observed that the
final spectrum of the product of the reaction coincided
with one obtained in pure water, guaranteeing that the
presence of micellar aggregates would not alter the
product of the reaction.


ln At � A1j j ¼ ln A0 � A1j j � k0t ð6Þ


The electrical conductivity (�) was measured with a
Crison conductivimeter calibrated using two KCl con-
ductivity standard solutions supplied by Crison ([KCl]¼
0.0100 mol dm�3, �¼ 1413�S cm�1 at 25 	C and
[KCl]¼ 0.100 mol dm�3, �¼ 12.88 mS cm�1 at 25 	C).
The error in the accuracy of these measurements was
� 0.5%. During the measurements of electrical conduc-
tivity the temperature was regulated using a thermostat-
cryostat Teche TE-8D RB-5, with a precision of
� 0.1 	C. The container with the sample was immersed
in an ethanol–water-bath, and the temperature was mea-
sured together with the conductivity inside the sample
container. The water used for the solution was distilled–
deionised (�¼ 0.10-0.50�S cm�1). The pH value of the
reaction media corresponded to that of the amine solu-
tion, and it was not buffered. Under these conditions a
large amount of amine is in the protonated form. For
these reason, electrical conductivity was used for cmc
value determinations. Surface tension measurements
(Kruss K9 tensiomenter) were also carried out. Values
of cmc obtained by electrical conductivity measurements
and by surface tension measurements were compatible.
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ABSTRACT: For three sets of aromatic compounds, namely various five-membered heterocycles, derivatives of 2H-
tetrazole and six-membered heterocycles, a number of the aromaticity indices, especially magnetic ones, were
calculated. The tables of correlation coefficients between the individual indices revealed that mutual relationships
between them depend on their composition in the set and that some magnetic characteristics themselves may be
orthogonal to others. Copyright # 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


It has now been generally accepted that aromaticity
neither is a physical observable nor can be characterized
by any single well-defined, measurable or calculated
parameter.1–3 Instead, aromaticity is evaluated employing
a wide set of parameters relating to different molecular
properties. As a recent development, new electronic ar-
omaticity criteria, reflecting delocalization of the � system,
have been added to the structural, energetic and magnetic
properties formerly used.4 They are applied to estimate the
extent of transfer of electron density from the pz orbital of
the heteroatom to the rest of the � system, LP5 (for
heteroaromatic, five-membered compounds) or a standard
deviation of electron density inside the ring, SDn.6


The present definition of aromaticity proposes that an
aromatic compound is a species possessing the ability to
sustain an induced ring current.7,8 Neither aromaticity
itself nor ring current are physical observables. Mean-
while, the concept of ring current due to � electron
delocalization remains a useful diagnostic tool of aroma-
ticity for many authors.9 Such a current should manifest
itself in the values and signs of all magnetic properties of
the compound, especially as a large negative contribution
to the out-of-plane component of the magnetic suscept-
ibility, which is precisely what is observed.10


Arguably, magnetic properties are the most heteroge-
neous group of aromaticity characteristics, not only
because numerous properties have been used but also
because of the different means by which they are calcu-
lated or measured. At present, the magnetic values used


for aromaticity investigations are more and more fre-
quently calculated rather than measured. Moreover, some
of them, such as ring current, are not observable quan-
tities. Apart from a variety of magnetic effects there is
also a diversity of methods for their calculation. For
example, NICS (nuclear independent chemical shift)
can be calculated by the GIAO (gauge-independent
atomic orbital) method (as in the original method of
Schleyer et al.11), but it also can be calculated by means
of others, such as individual gauges for atoms in mole-
cules, IGAIM methods.


Occasionally, some authors claim a particular magnetic
parameter to be superior to others in representing the
aromaticity of compounds. For instance, calculated che-
mical NMR shifts were considered to be such reliable
parameters, as they can be measured with high accuracy
in NMR spectroscopy and calculated shifts are in good
agreement with experiment.12 Magnetic susceptibility
exaltation �, the difference between the magnetic sus-
ceptibility of a cyclic conjugated system and that of a
hypothetical cyclic system with localized double bonds in
which the ring current vanishes, is yet another parameter
which once was considered to be the only uniquely
applicable aromaticity criterion13–15—aromatic com-
pounds are characterized by significantly enhanced dia-
magnetic susceptibility.


Flygare and co-workers advocated the utilization of
diamagnetic anisotropy, �aniso, and the susceptibility
component perpendicular to the ring plane, �zz.


16,17


However, it has been pointed out that electron delocaliza-
tion influences only the out-of-plane component of the
susceptibility and that the local and non-local contribu-
tions to �aniso must be differentiated between and only the
latter can constitute aromaticity indices.10,18 A quantita-
tive measure of electron delocalization in a planar, cyclic
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molecule may be obtained by comparing the measured
out-of-plane magnetizability component or magnetic ani-
sotropy with the value predicted for a hypothetical struc-
ture in which the electron distribution is completely
localized. The difference between the observed and cal-
culated values, ��ani and ��zz, is the estimate of the
extent of electron delocalization and of the relative aromat-
icity. Currently, the enhancement of magnetic susceptibil-
ity, �, has been calculated by comparing corresponding
susceptibilities of the reagents of corresponding homo-
desmotic reactions, and so have ��ani and ��zz.


Recently, the NICS is the calculated magnetic property
of rings that some authors consider to be better than
others.19,20 However, this parameter has also been criti-
cized,9,21 on the ground that its physical meaning is not
clear at all.


The mutual relationships between the magnetic and
other (structural and energetic) aromaticity parameters
have been thoroughly discussed, with special attention
being given to whether any linear relationship exists
between them. It has been observed that these relation-
ships depend heavily on the selection of molecules in the
sample. They may also depend on the choice of indices in
the set.3 In what follows, it is hardly unexpected that
different authors should express different opinions on this
point. One hint is that using three magnetic character-
istics, Katritzky and co-workers found that two of them,
�m (experimental molar susceptibility) and � (diamag-
netic susceptibility exaltation), were almost completely
orthogonal (uncorrelated) to the parameters of classical
aromaticity, such as Bird’s I5


22 and I6,23 and they even
postulated two types of aromaticity, which were desig-
nated ‘classical’ and ‘magnetic’.2,24,25 On the other hand,
Jug and Köster26 used different parameters for another set
of compounds and stated that aromaticity is an at least
two-dimensional phenomenon, but did not obtain the
same orthogonality as Katrizky et al.2


Nevertheless, there have been various reports on better
or worse linear relationships between some magnetic and
some other (classical) indices.13,27,28


It would be relevant to ask what the mutual relations
between the magnetic indices themselves are. Whereas
appreciable attention has been paid to the problem of the
relations between the magnetic and other (‘classical’)
aromaticity parameters,2,13,19,24–28 the associations be-
tween the magnetic properties themselves have not yet
been thoroughly explored. In one approach, the authors
compared correlation coefficients for � and NICS and
NICS(1) (nuclear independent magnetic shift in the ring
center and 1 Å above the center, respectively ) for a large
group of five-membered heterocycles19 [with aromatic
stabilization energy, ASE, larger than 5 kcal mol�1


(1 kcal¼ 4.184 kJ)]. The authors claimed that for the set
no good correlation can be obtained. However, some of
their correlation coefficients are high, taking into con-
sideration that numerous samples were used: n¼ 27 or
66. The correlation coefficient is a measure of the linear


correlation between two variables. ‘Goodness’ of corre-
lation can be measured as a probability that the associa-
tion is statistically significant (and not occurring by
chance, e.g. by the particular representation of the whole
population). For n¼ 66, the critical value of the correla-
tion (r) coefficient at the probability level P¼ 1% is
0.315. Any r value higher than 0.315 is statistically
significant with a probability> 99%.29 In this regard,
association of � with NICS is significant at that level,
that of NICS with NICS(1) is highly significant but the
correlation of � with NICS(1) is far less significant with
probability at the level of 10% only.


Here, we compare greater number of magnetic char-
acteristics for three groups of aromatic compounds:


1. five-membered unsubstituted heterocyclics, n¼ 15,
differing in type or number of heteroatoms in the ring;


2. 2H-tetrazole derivatives, differing in type of substitu-
ent at C5, and possessing the same CN4 five-mem-
bered ring, n¼ 15;


3. six-membered unsubstituted heterocycles, n¼ 12.


We are also concerned with the mutual relationships
between magnetic and other aromaticity indices. We will
present the results numerically, through tables of correla-
tion coefficients.


CALCULATIONS


There are many methods of calculating magnetic proper-
ties, which differ especially with respect to the gauge
origin of the vector potential of the magnetic field. The
method selected for calculating NICS values was the
GIAO method (gauge-independent atomic orbital),30


since it was used for this purpose in the original paper.11


Other magnetic properties have been calculated using the
IGAIM (individual gauges of atoms in molecules)31


method. The results were almost the same as those
obtained with the CSGT (continuous set of gauges
transformation) method. The IGAIM and CSGT methods
have been routinely used for the calculation of magnetic
properties,19,20,32,33 except NICSs.


The above-mentioned GIAO and IGAIM methods have
been implemented in Gausian 9834 and all calculations
were performed using this program. The geometry opti-
mization and magnetic properties were calculated at the
B3LYP/6–311þþG** level. Many parameters which
were calculated during this work had been reported
previously, e.g. data for various five-membered hetero-
cycles.19 We recalculated them once again in order to
have all the parameters needed for the compounds of the
three groups obtained by the same method and at the
same level. This was necessary for making comparisons
between the groups.


The magnetic characteristics calculated for each
group are the following: susceptibility, �iso, equalling
1/3(�11þ�22þ 33), where �nn are elements of the
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magnetic susceptibility tensor; anisotropy of the suscept-
ibility tensor, equalling the out-of-plane minus the aver-
age in plane magnetic susceptibility tensor components,
�aniso, and the component of magnetic susceptibility
perpendicular to the ring plane, �zz, in addition to NICS
and NICS(1). To these parameters we added three other
‘excess’ parameters based on the homodesmotic reac-
tions: �, ��ani and ��zz. The last three were derived
from the comparison of �iso, �ani and �zz for the com-
pounds in the set with those calculated for the localized
structures in which the ring current vanishes. For five-
membered heterocycles, the excess values were calcu-
lated according to the same reaction scheme which was
used previously:6,35


For the six-membered heteroaromatics, the excess
values were calculated according to the scheme taking
pyridine as an example:


In the case when the two possibilities of the arrange-
ment of single and double bonds in a molecule resulted in
different reaction schemes (pyridazine, 1,2,4-triazine,
1,2,3,4-tetrazine), the mean of the two calculated excess
values was taken. However, the results of these calcula-
tions cannot be fully satisfactory because the rings of the
reaction species are planar only in a rough approximation,
so the in-plane and out-of-plane components of magnetic
susceptibility have only an approximate meaning.


One more parameter, the 1H NMR chemical shift
(�1H), was added to the group of substituted tetrazoles
as it is known to be very useful for studying aromatic
character.36 However, this parameter was not introduced
for the other two subgroups because local anisotropic
effects can substantially affect proton shielding37 and
therefore the protons to be compared must be located
in similar regions of the magnetic field.38 That is why
we calculated the �1H values only for the subgroup where
the proton is attached to the same (N) atom of the same
ring.


RESULTS


Magnetic parameters for the three groups of compounds
are suggested in Tables 1–3. It has been shown that only
non-local contributions to �iso, �aniso and �zz can function
as aromaticity indices,10,18,39 and these three values are
given for comparison purposes. For the sign of �, the con-
vention is accepted that for aromatic molecules �> 0.15,40


Consequently, the same convention was adopted for two
other excess properties, ��aniso and ��zz. For NICSs the
signs of the computed values are reversed to correspond
with the familiar NMR chemical shift convention,11 hence
negative NICSs denote aromaticity. In principle, the
analysis was restricted to aromatic compounds, i.e. those


which exhibit significant (larger than 3 ppm) enhancement
of magnetic susceptibility—this is a criterion which
responds uniquely to the presence of appreciable � elec-


tron delocalization in molecules.15 However, in Table 3,
one exception, 1,2-oxazine, is given to show which mag-
netic parameters differ in their signs or/and size when this
compound is compared with the others considered aro-
matic. 1,2-oxazine, unlike the rest, cannot be regarded as
an aromatic compound as its parameters (except for �iso)
depart from those for the other compounds.


Tables 4–6 show correlations between the magnetic
parameters within each of the groups. As can be seen, the
correlations for each group are different. We are mainly
interested here in the correlations having a significance
level <1%. Statistically this means that only one in 100
of these will be significant purely by chance.41 The
correlation with that significance level can be safely
regarded as indicating a systematic relation. For the
group of different five-membered heterocycles, the clo-
sest correlation was found between �iso and �zz and
between ��aniso and ��zz. Very significant correlations
(significance level <1%) were also found for eight other
pairs (the corresponding entries are marked in bold).
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Similar results for the second group of compounds, the
substituted tetrazoles, are displayed in Table 5. It can be
seen that in this case the relations between variables are
different. Among the magnetic parameters, a close cor-
relation was found for five pairs only: between �zz and
�iso, between �aniso and �, between �aniso and �1H and
between NICS and NICS(1), ��aniso and ��zz.


Data for the third group are given in Tables 6 and 7. For
the calculation of the correlations displayed in Table 6,
only 11 compounds which can be regarded as aromatics
were taken. In this case, there are six pairs of closely
related parameters. Four of these are the same as in Table
4 for five-memebered heterocycles. The correlation coef-
ficients between magnetic parameters for all 12 com-
pounds are reported in Table 7. It can be seen that the


coefficients in Table 7 (for n¼ 12) are generally much
higher than those in Table 6 (for n¼ 11). The number of
significant correlations (according to the currently ac-
cepted criterion) increased from six to 20.


In view of such different pictures of the relations
between magnetic indices, we wanted to see whether
the correlations between the magnetic characteristics and
other aromaticity indices would be more similar when
comparing the three groups. The structural parameters
that we selected were the following: HOMA,42 I5,22 I6


23


and a minimum bond order in the ring, BOmin;43 as the
electronic parameters, LP5 and SDn;6 and as energetic,
the aromatic stabilization energy, ASE,35 calculated with
the use of the homodesmotic reaction given in Eqn (1).
Details concerning the indices are not summarized here


Table 2. Calculated magnetic parameters of tetrazole derivatives: magnetic susceptibility, �iso, anisotropy of magnetic
susceptibility, �aniso, the susceptibility component perpendicular to the ring plane, �zz, exaltation of the three parameters:
�, ��aniso, and ��zz,


1H magnetic shift, �1H, and nuclear independent magnetic shift calculated at ring centers, NICS and 1 Å
above the ring centers, NICS(1), in ppm


�iso � �aniso �zz NICS NICS1 � 1H ��aniso ��zz


R
BH2 �33.52 18.41 �65.17 �76.97 �13.43 �13.93 12.46 16.35 29.34
H �32.95 10.24 �49.51 �65.96 �14.47 �13.92 12.10 25.16 27.01
OCH3 �46.70 9.00 �38.17 �72.15 �12.68 �11.95 11.28 26.26 26.51
Br �57.99 7.44 �40.62 �85.07 �10.91 �4.76 11.96 35.50 31.11
Cl �49.08 6.64 �41.63 �76.84 �13.16 �12.69 11.83 32.07 29.36
CH3 �42.94 9.54 �44.85 �72.84 �13.34 �13.32 11.74 21.75 23.98
CN �41.37 9.72 �42.17 �69.48 �14.54 �13.77 12.10 25.80 26.92
NH2 �40.19 7.49 �36.54 �64.55 �12.21 �11.62 11.19 19.97 20.80
F �36.69 6.47 �39.66 �63.13 �13.37 �12.27 11.45 24.95 24.21
NO2 �38.84 7.83 �58.42 �77.79 �13.76 �13.20 12.03 25.46 24.80
CF3 �55.05 10.13 �47.67 �86.83 �14.03 �13.71 12.05 27.43 28.41
CHO �35.47 10.57 �58.39 �74.40 �13.62 �13.65 12.22 26.48 28.22
SiH3 �45.27 9.16 �49.53 �78.29 �14.19 �14.10 12.18 22.48 24.14
N3 �47.09 8.76 �36.02 �71.11 �12.68 �12.15 11.61 45.38 39.01
N(CH3)2 �59.41 9.37 �37.44 �84.37 �11.92 �11.59 11.19 * *


* These values for N(CH3)2-tetrazole could not be calculated.


Table 1. Calculated magnetic parameters of five-membered heterocycles: magnetic susceptibility �iso, anisotropy of magnetic
susceptibility �aniso, the susceptibility component perpendicular to the ring plane, �zz, exaltation of the three parameters: �,
��aniso, and ��zz, and nuclear independent magnetic shift calculated at ring centers (NICS), and 1 Å above the ring centers,
(NICS(1), in ppm


�iso � �aniso �zz NICS NICS(1) ��aniso ��zz


furan �40.31 7.78 �39.69 �66.76 �11.92 �9.38 26.03 25.14
pyrrole �45.21 11.23 �44.96 �75.18 �13.65 �10.09 33.61 33.64
thiophene �53.04 10.49 �50.83 �86.93 �12.92 �10.28 33.78 33.01
tetrazole �32.95 9.58 �49.52 �65.96 �14.47 �13.92 29.14 29.01
pyrazole �40.70 11.70 �45.12 �70.78 �13.64 �11.34 30.41 31.97
imidazole �40.78 10.21 �43.46 �69.75 �13.13 �10.58 30.55 30.58
oxazole �36.69 6.49 �38.55 �62.39 �11.47 �9.74 24.83 23.04
isoxazole �35.54 6.96 �40.62 �62.62 �12.29 �10.52 24.26 23.14
2,3-diazafuran �31.42 7.11 �42.96 �60.06 �13.74 �11.64 25.89 24.37
2,5-diazafuran �30.84 4.50 �45.00 �60.84 �13.46 �12.33 21.08 18.56
2,4-diazafuran �32.87 6.35 �38.88 �58.79 �11.88 �10.67 26.75 24.19
3,4-diazafuran �33.16 6.61 �39.00 �59.16 �11.13 �10.30 32.91 28.54
2,5-diazapyrrole �36.63 10.17 �46.95 �67.93 �13.98 �12.79 23.39 25.76
2,4-diazapyrrole �37.27 10.60 �43.51 �66.28 �13.09 �11.59 32.58 32.32
3,4-diazatiophene �43.81 10.36 �52.25 �78.64 �13.66 �12.23 46.44 41.31
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because this task has been performed extensively in
several accounts in the special issue of Chemical Reviews
(May 2001) devoted to aromaticity.


Correlations between the magnetic indices and the
others are given in Tables 8–10. For the first group of
different five-membered heterocyclic compounds there
are 13 pairs of closely correlated indices. � is the
magnetic parameter which is best correlated with three
structural and two electronic indices; a few correlations
were also found for �aniso and NICS (Table 8). The close
correlation of � with HOMA and much weaker with
NICS for this group (Table 4) is in agreement with the
previous results.19


The data in Table 9 illustrate that for the tetrazole
derivatives, � is well correlated with two structural
parameters, I5 and BOmin, and with ASE, �1H with both
electronic parameters LP and SDN, and �aniso with LP. In


this case, HOMA can be considered to be ‘orthogonal’ to
all the magnetic indices.


Comparison of the data in Tables 4 and 8 on the one
hand with those in Tables 5 and 9 on the other shows that
there are more significantly correlated pairs for the first
group of compounds (Tables 4 and 8) than for the second
group (Tables 5 and 9), in spite of Tables 5 and 9 having
more entries than Tables 4 and 8. This suggests that for
the compounds differing in substituents on the same ring
(second group), the aromaticity parameters are less
correlated that for the first group of unsubstituted differ-
ent five-membered rings.


The correlations presented in Table 10 for the six-
memebered heterocycles (n¼ 11) are different once
again—only three close correlations can be seen and in
different pairs than for the other two groups. Here, the LP
parameter is not given as it does not matter for the


Table 4. Correlation coeffifcientsa (top rows) between magnetic indicesb of five-membered heterocycles (n¼ 15), and their
significance levels (bottom rows, italics)


�iso � �aniso �zz NICS NICS(1) ��aniso ��zz


�iso 1.0
� �0.68 1.0


(0.006)
�aniso 0.49 �0.59 1.0


(0.062) (0.019)
�zz 0.95 �0.74 0.75 1.0


(0.000) (0.002) (0.001)
NICS 0.10 �0.54 0.77 0.36 1.0


(0.722) (0.039) (0.001) (0.184)
NICS(1) �0.36 �0.16 0.61 �0.05 0.77 1.0


(0.192) (0.586) (0.015) (0.870) (0.001)
��aniso �0.57 0.57 �0.53 �0.63 �0.15 �0.03 1.0


(0.027) (0.026) (0.041) (0.011) (0.598) (0.926)
��zz �0.68 0.80 �0.62 �0.75 �0.32 �0.08 0.95 1.0


(0.006) (0.000) (0.014) (0.001) (0.249) (0.780) (0.000)


a Magnetic indices are the same as those in Table 1.
b The entries corresponding to the close correlations are given in bold.


Table 3. Calculated magnetic parameters of six-membered heterocycles: magnetic susceptibility �iso, anisotropy of magnetic
susceptibility �aniso, the susceptibility component perpendicular to the ring plane, �zz, exaltations of the three characteristics: �,
��aniso, and ��zz, and nuclear independent magnetic shift calculated at ring centers, (NICS), and 1 Å above the ring centers
(NICS(1), in ppm


� iso � �aniso �zz NICS NICS1 ��aniso ��zz


1,2-oxazine �38.66 0.09 �4.39 �41.59 1.10 1.28 �7.02 �4.59
pyridone �46.66 4.44 �33.53 �69.02 �2.42 �4.25 14.99 14.43
1,2,3-triazine �33.39 8.06 �63.82 �75.94 �4.32 �10.83 36.63 32.48
s-triazine �37.48 3.71 �52.70 �72.61 �4.06 �9.67 20.80 17.57
1,2,4-triazine �34.18 8.30 �60.89 �74.77 �3.78 �10.37 29.43 27.92
pentazine �22.89 3.75 �61.29 �63.75 �0.63 �10.65 28.88 23.00
1,2,4,5-tetrazine �28.06 6.33 �62.16 �69.50 �1.83 �10.60 26.90 24.27
pyrimidine �41.40 10.69 �58.44 �80.36 �5.52 �10.02 32.24 32.18
pyridazine �39.26 10.40 �64.50 �82.26 �5.35 �10.54 51.93 45.02
pyrazine �40.47 12.56 �61.37 �81.39 �5.33 �10.26 34.36 35.47
pyridine �46.50 12.26 �63.48 �88.82 �6.80 �18.62 38.53 37.95
1,2,3,4-tetrazine �27.83 8.98 �62.79 �69.69 �2.69 �10.81 30.11 29.05


RELATIONSHIPS BETWEEN MAGNETIC AROMATICITY INDICES OF HETEROCYCLICS 307


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 303–311







aromatic properties of the compounds in the group. In
Table 10, the ASE values were also omitted. They were
calculated according to Eqn (2), similarly to the ‘excess’
magnetic properties. However, their values were incon-
sistent: some of the values were positive whereas others
were negative. What is more, when two possible arrange-
ments of single and double bonds in a molecule were
possible (pyridazine, 1,2,4-triazine, 1,2,3,4-tetrazine),
one of the values could be positive and the second
negative. We suppose that in this case, some extraneous
factors, such as strains, differences in planarity and minor
hybridization differences, could influence the energies of
the reagents and that the ASE calculated in such a way
does not uniquely represent the true aromatic stabiliza-
tion energy. For the five-membered heteroaromatics the


ASE values seem to be correct (all values are positive) but
they also have to be treated with caution. On the other
hand, the magnetic excess values thus calculated are
probably less influenced by the structural effects because
it has been shown that the diamagnetic susceptibility
tensor is relatively insensitive to the bonding in the
molecule.18


When the same correlations as in Table 10 were
calculated for 12 compounds (including 1,2-oxazine)
(the data are not given here), the number of significant
correlations increased from 3 to 13.


An explanation of the effect of improving the correla-
tions on addition of a compound that is an ‘outlier’ with
respect to the set, or on combining two different groups in
the set, can be found on the basis of statistics. To calculate


Table 6. Correlation coefficientsa (top rows) between magnetic indicesb for six-membered heterocycles (n¼11), and their
significance levels (bottom rows, italics)


�iso � �aniso �zz NICS NICS1 ��aniso ��zz


�iso 1.00
� �0.41 1.00


(0.208)
�aniso �0.45 �0.52 1.00


(0.167) (0.104)
�zz 0.69 �0.85 0.34 1.00


(0.019) (0.001) (0.306)
NICS 0.72 �0.80 0.26 0.97 1.00


(0.012) (0.003) (0.437) (0.000)
NICS1 0.03 �0.54 0.70 0.60 0.51 1.00


(0.928) (0.083) (0.016) (0.050) (0.109)
��aniso �0.05 0.69 �0.74 �0.65 �0.56 �0.54 1.00


(0.881) (0.018) (0.010) (0.030) (0.070) (0.085)
� �zz �0.19 0.86 �0.71 �0.77 �0.69 �0.58 0.97 1.00


(0.585) (0.001) (0.014) (0.005) (0.019) (0.059) (0.000)


a Magnetic indices are the same as those in Table 3.
b The entries corresponding to the close correlations are given in bold.


Table 5. Correlation coefficientsa (top rows) between magnetic indicesb of tetrazole derivatives(n¼15) and their significance
levels (bottom rows, italics)


�iso � �aniso �zz NICS NICS1 ��aniso ��zz �1H


�iso 1.00
� 0.34 1.00


(0.208)
�aniso �0.54 �0.67 1.00


(0.039) (0.006)
�zz 0.72 �0.15 0.20 1.00


(0.002) (0.585) (0.484)
NICS �0.58 �0.26 0.49 �0.27 1.00


(0.024) (0.355) (0.064) (0.332)
NICS1 �0.55 �0.36 0.43 �0.30 0.85 1.00


(0.032) (0.185) (0.114) (0.284) (0.000)
��aniso �0.55 �0.44 0.49 �0.18 0.38 0.44 1.00


(0.040) (0.118) (0.078) (0.527) (0.179) (0.117)
��zz �0.34 0.15 0.09 �0.30 0.24 0.24 0.82 1.00


(0.232) (0.597) (0.762) (0.306) (0.417) (0.417) (0.000)
�1H 0.35 0.55 �0.81 �0.26 �0.56 �0.28 �0.18 0.19 1.00


(0.200) (0.034) (0.000) (0.356) (0.031) (0.318) (0.540) (0.509)


a Magnetic indices are the same as those in Table 2.
b The entries corresponding to the close correlations are given in bold.
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the correlations when the sample comprises different
subgroups may be misleading: mixing them tends to
inflate the correlation.44 Here, addition of only one
non-aromatic compound to 11 aromatic compounds effi-
ciently improves most of the correlations. The effect can
probably provide an explanation for the finding reported
in Ref. 19, namely that correlations for a large set of five-
membered � compounds the aromaticity criteria were
larger when the whole set of compounds was introduced
than in the case when comparisons were restricted to
some groups of compounds, e.g. aromatic compounds
with ASE >5 kcal mol�1. However, contrary to the
authors’ conclusion, the correlations inside the aromatic


subgroups are significant for eight pairs (out of 10) at a
significance level of 1%.


In the present investigation there are more close
correlations in the groups of unsubstituted five- and six-
membered rings than in the group including different
substituted derivatives to the same ring. This was ob-
served for magnetic vs magnetic and magnetic vs ‘clas-
sical’ indices and also within the sets of ‘classical’
(structural and electronic) indices, for which the relevant
correlations coefficients are not reported here.


The picture which emerges from our investigation is
complex. The analysis clearly shows that the relations
between aromaticity indices depend on the choice of the


Table 8. Correlation coefficientsa (top rows) between magnetic,b structural (HOMA, I5, BOmin), electronic (LP, SDN), and
energetic (ASE) indices of five-membered heterocycles (n¼ 15) and their significance levels (bottom rows, italics)


HOMA I5 BOmin LP SDN ASE


�iso �0.33 �0.20 �0.41 �0.24 0.39 0.05
(0.237) (0.468) (0.133) (0.394) (0.146) (0.866)


� 0.75 0.71 0.74 0.80 �0.83 0.5
(0.001) (0.003) (0.002) (0.000) (0.000) (0.059)


�aniso �0.65 �0.54 �0.51 �0.68 0.76 �0.32
(0.009) (0.040) (0.050) (0.005) (0.001) (0.240)


�zz �0.49 �0.35 �0.50 �0.43 0.58 �0.08
(0.065) (0.196) (0.057) (0.107) (0.022) (0.769)


NICS �0.72 �0.61 �0.43 �0.76 0.81 �0.70
(0.002) (0.017) (0.111) (0.001) (0.000) (0.003)


NICS(1) �0.54 �0.56 �0.33 �0.65 0.56 �0.51
(0.038) (0.029) (0.223) (0.009) (0.029) (0.050)


��aniso 0.23 0.15 0.29 0.31 �0.33 �0.24
(0.404) (0.593) (0.299) (0.254) (0.226) (0.389)


��zz 0.46 0.38 0.50 0.54 �0.56 0.02
(0.083) (0.157) (0.060) (0.037) (0.028) (0.942)


a Magnetic indices are the same as those in Table 1.
b The entries corresponding to the close correlations are given in bold.


Table 7. Correlation coefficientsa (top rows) between magnetic indicesb for six-membered heterocycles (n¼12), and
significance levels (bottom rows, italics)


�iso � �aniso �zz NICS NICS1 ��aniso ��zz


�iso 1.00
� �0.27 1.00


(0.396)
�aniso �0.30 �0.73 1.00


(0.347) (0.008)
�zz 0.32 �0.89 0.81 1.00


(0.307) (0.000) (0.001)
NICS 0.50 �0.87 0.65 0.95 1.00


(0.101) (0.000) (0.021) (0.000)
NICS1 �0.05 �0.74 0.88 0.84 0.73 1.00


(0.875) (0.006) (0.000) (0.001) (0.006)
��aniso 0.04 0.82 �0.90 �0.87 �0.77 �0.80 1.00


(0.898) (0.001) (0.000) (0.000) (0.004) (0.001)
��zz �0.05 0.90 �0.88 �0.91 �0.83 �0.82 0.98 1.00


(0.878) (0.000) (0.000) (0.000) (0.001) (0.001) (0.000)


a Magnetic indices are the same as those in Table 3.
b The entries corresponding to the close correlations are given in bold.
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indices and of the corresponding molecules, as has
already been mentioned, and that with the set of para-
meters chosen in the present work no general rules can be
found. However, many significant correlations exist be-
tween different indices.


It can be seen not only that the ‘classical’ aromaticity
indices can be orthogonal to the magnetic ones, but also
that some magnetic parameters themselves may be ortho-
gonal to others (and mostly are).


The lack of a close correlation for many pairs of
magnetic indices suggests that ring current cannot be
the unique physical nature of aromatic stabilization. Were


it so, the magnetic properties, at least the excess ones
(�¼��iso, ��aniso, ��zz) and perhaps the 1H chemical
shift should be more related to each other.


CONCLUSIONS


The analysis made here for sets comprising solely mag-
netic characteristics revealed that there exist many pairs
of parameters orthogonal to each other within the pair;
there exist also a few pairs of the characteristics corre-
lated within a pair (Tables 4–6). That is why for a given
sample of compounds, some magnetic parameters can be
orthogonal to the rest of the aromaticity indices, whereas
others can correlate with them to a greater or smaller
extent (Tables 8–10). The data in Tables 4–10 show that
the correlations are different for the three sets of com-
pounds investigated here. The correlations can be inflated
when the objects belonging to different subgroups (e.g.
aromatic and non-aromatic ones) are combined in a set.
The results suggest that the properties calculated here
cannot be thoroughly accounted for by the corresponding
ring currents, and that other effects, despite the lack of
satisfactory identification yet,4 have also intruded upon
the properties being calculated.
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ABSTRACT: The oxidations of pentan-1-ol with 12 dichromates, fluorochromates, chlorochromates and bromo-
chromate of heterocyclic bases in acidic medium exhibit identical kinetic behavior; first order each with respect to the
chromium(VI) reagents and alcohol, and are acid catalyzed. The Arrhenius plots show two common points of
intersection, one by the three quinolinium complexes and the other by the rest, suggesting the involvement of the
quinolinium moiety in the transition state to be different from that of the other heterocyclic bases. Copyright # 2003
John Wiley & Sons, Ltd.
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INTRODUCTION


Various chromium(VI) reagents, such as pyridinium
dichromate (PDC),1 quinolinium dichromate (QDC),2


imidazolium dichromate (IDC),3 3-carboxypyridinium
dichromate (3CPDC),4 4-carboxypyridinium dichromate
(4CPDC),4 pyridinium fluorochromate (PFC),5 quinoli-
nium fluorochromate (QFC),6 imidazolium fluorochro-
mate (IFC),7 pyridinium chlorochromate (PCC),8


quinolinium chlorochromate (QCC)9 and pyridinium
bromochromate (PBC),10 are used as reagents in organic
synthesis. They are capable of effecting chemospecific,
regiospecific and stereospecific oxidations in highly sen-
sitive systems.11–13 Kinetic and mechanistic studies with
these reagents in aqueous acetic acid are numerous and so
are those dealing with the structure–reactivity relation-
ships operating in these oxidations.14,15 However, the
literature lacks reports on comparisons of the reaction
rates and kinetic orders of oxidations of a substrate with
these reagents, which is the subject of this work. Since
the chromium(VI) oxidation of alcohols is a well studied
reaction, pentan-1-ol was selected as the model substrate
for this study.11–14 The results reveal identical kinetic
behavior of dichromates and halochromates of hetero-
cyclic bases in the oxidations of pentan-1-ol.


EXPERIMENTAL


PDC,1 QDC,2 IDC,3 3CPDC,4 4CPDC,4 PFC,5 QFC,6


IFC,7 PCC,8 QCC,9 PBC10 and pentaamminechloroco-


balt(III) chloride16 were prepared as reported. Pentan-1-
ol was distilled before use. Acetic acid was refluxed over
chromium(VI) oxide for 6 h and distilled through a
column. All the chemicals used were of analytical grade.
Solutions of chromium(VI) reagents were prepared and
standardized iodimetrically. Kinetic measurements were
made at constant temperature. Required volumes of
the reagents of desired concentrations were mixed, and
the progress of the oxidation was followed spectropho-
tometrically at 350 nm, the wavelength at which all the
chromium(VI) reagents exhibit maximum absorbance;
the concentrations of the chromium(VI) complexes
were restricted to the Beer–Lambert law limit. Pen-
tanal, by its IR spectrum (CCl4, 1711 cm� 1) and the
2,4-dinitrophenylhydrazone derivative, and hexaaqua-
chromium(III) ion, by the UV–visible spectra of the
reaction solutions after completion of the oxidation
(568 and 406 nm), were identified as the reaction pro-
ducts. Hence the reaction is represented as


2CrðVIÞ þ 3CH3ðCH2Þ3CH2OH


! 2CrðIIIÞþ3CH3ðCH2Þ3CHO þ 6Hþ


RESULTS AND DISCUSSION


The oxidations of pentan-1-ol with potassium dichromate
(dichromate, DC), PDC, QDC, IDC, 3CPDC, 4CPDC,
PFC, QFC, IFC, PCC, QCC and PBC in 30% (v/v)
aqueous acetic acid, studied under pseudo-first-order
conditions with [HClO4] and [alcohol]� [Cr(VI)], are
first order with respect to the chromium(VI) reagents.
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Plots of log (absorbance) versus reaction time are linear
(e.g. Fig. 1), the least-squares slopes afford the pseudo-
first-order rate constants (k0). The pseudo-first-order rate
constants decrease with increasing [Cr(VI)]0, as reported
elsewhere.17–19 The reported explanation for the decrease
in the specific reaction rate with increasing [Cr(VI)]0 is
the dimerization of chromium(VI); monochromate is
more reactive than dichromate. However, calculation
reveals that on increasing the concentration of dichro-
mate from 5.0� 10�5 to 5.0� 10�4 mol dm�3, the con-
centration of the dimer in the reaction solution increases
from 1 to 5% only but the specific rate decreases to two-
thirds of its value (Table 1). The former finding is
supported by the UV–visible spectral data; the absor-
bance at 440–450 nm, which is characteristic of the
dimer, is insignificant throughout the concentration range


studied and the absorbance at 350 nm, which corresponds
to the monomer, conforms to the Beer–Lambert law.
Hence dimerization is unlikely to be the reason for the
large decrease in the specific rate with increasing
[Cr(VI)]0. A possible explanation is that the increase in
[Cr(VI)]0 may lead to some sort of weak association
among the monomers resulting in a reactivity decrease.
The oxidations are first order with respect to the alcohol.
Plots of k0 versus [alcohol] are straight lines passing
through the origin with correlation coefficients (r) of
0.99 and standard deviations (SD) not larger than
3.8� 10�4 (e.g. Fig. 2). Table 1 presents the rate data.
The reactions are acid catalyzed. The variation of k0 with
[HClO4] appears to be more parabolic than linear (e.g.
Fig. 3). In the absence of mineral acid (pH 1.74), the


Figure 1. Oxidations of pentan-1-ol with chromium(VI)
reagents: pseudo-first-order plots {103[Cr(VI)]o¼
1.0 g atomdm�3, 102[alcohol]¼ 5.0mol dm�3, [HClO4]¼
1.0mol dm�3, 30% (v/v) aqueous acetic acid, 35 �C}


Table 1. Pseudo-first-order rate constants for oxidation of pentan-1-ol with chromium(VI) reagents in 30% (v/v) aqueous
acetic acid at 35 �C


103k0 (s�1)


104[Cr(VI)]0 102[alcohol] [HClO4]


(g atom dm�3) (mol dm�3) (mol dm�3) DC PDC QDC IDC 3CPDC 4CPDC PFC QFC IFC PCC QCC PBC


1.0 5.0 1.00 2.6 3.1 2.3 2.8 2.7 3.2 2.5 1.79 2.6 2.2 1.82 2.1


4.0 5.0 1.00 2.4 2.3 1.80 2.5 2.2 2.3 2.5 1.42 2.3 1.87 1.53 1.86


10.0 5.0 1.00 2.1 1.94 1.53 2.2 2.0 2.2 1.99 1.03 2.0 1.47 1.40 1.69


2.0 1.0 1.00 0.34 0.41 0.39 0.49 0.47 0.45 0.46 0.28 0.42 0.36 0.28 0.35


2.0 2.0 1.00 0.69 0.90 0.66 1.05 1.00 0.77 0.79 0.58 0.96 0.67 0.76 0.65


2.0 7.0 1.00 2.8 3.5 2.8 3.7 4.1 3.6 3.8 2.5 3.2 3.0 2.6 2.5


2.0 10.0 1.00 4.4 6.1 4.9 5.4 5.6 5.0 5.3 3.1 5.8 4.1 3.7 4.3


2.0 5.0 0.10 0.096 0.128 0.162 0.160 0.099 0.148 0.148 0.115 0.134 0.140 0.113 0.091


2.0 5.0 0.20 0.26 0.28 0.31 0.31 0.23 0.29 0.28 0.199 0.26 0.21 0.181 0.186


2.0 5.0 0.40 0.57 0.61 0.68 0.84 0.60 0.76 0.77 0.44 0.51 0.53 0.38 0.52


2.0 5.0 0.60 0.93 0.94 1.09 1.25 1.06 1.02 1.03 0.74 1.15 0.74 0.72 0.76


2.0 5.0 1.00 2.4 2.9 1.9 2.7 2.5 2.3 2.6 1.66 2.4 2.0 1.44 1.96


2.0a 5.0 1.00 1.6 1.48 1.07 1.45 1.44 1.66 1.43 1.06 1.42 1.39 1.09 1.41


2.0b 5.0 1.00 2.2 2.4 1.82 2.5 2.6 2.5 2.4 1.80 2.4 2.2 1.77 2.2


2.0c 5.0 1.00 2.5 3.0 2.4 3.0 2.7 2.7 3.0 2.1 2.3 2.5 1.69 2.3


a [Mn2þ ]¼ 0.020 mol dm�3.
b [acrylamide]¼ 0.10 mol dm�3.
c [SDS]¼ 0.050 mol dm�3.


Figure 2. IDC oxidation of pentan-1-ol: linear variation of k0


with [alcohol] {104[Cr(VI)]0¼2.0 g atomdm�3, [HClO4]¼
1.0mol dm�3, 30% (v/v) aqueous acetic acid, 35 �C}
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oxidations are too slow to follow. Added manganese(II)
ion inhibits the reactions. Anionic micelles of sodium
dodecyl sulfate (SDS) have no influence on the oxidation
rates. Acrylamide, a vinyl monomer, fails to suppress the
reactions. Also, reaction solutions do not initiate poly-
merization of acrylamide, thus excluding the possibility
of a radical mechanism.


In aqueous and partly aqueous media, dichromate is
hydrolyzed and in acidic medium the chromium(VI)
species are20 Cr2O7


2�, HCr2O7
�, H2Cr2O7, CrO4


2�,
HCrO4


� and H2CrO4. Calculation of [Cr2O7
2�] shows


that 95–99% of the dimer is hydrolyzed in the concentra-
tion range 5.0� 10�4–5.0� 10�5 mol dm�3 of dichro-
mate. The UV–visible spectra of the chromium(VI)
reagents in the reaction solution but in the absence of
alcohol confirm the same; the absorbance near 440 is
insignificant. H2Cr2O7 is a strong acid and is almost
completely ionized. Also, the concentration of hydrogen
dichromate relative to dichromate anion ([HCr2O7


�]/
[Cr2O7


2�]), deduced using the dissociation constant of
hydrogen dichromate,20 shows a negligible concentration
of hydrogen dichromate. Calculation of the concentration
of chromate anion relative to hydrogen chromate
([CrO4


2�]/[HCrO4
�]) shows that chromate anion is not


present at the experimental acidity. The concentration of
chromic acid relative to hydrogen chromate ([H2CrO4]/
[HCrO4


�]), obtained using the reported dissociation
constant,20 increases from 0.033 to 0.20 when [HClO4]
is increased from 0.10 to 1.00 mol dm�3; in the absence
of mineral acid, the value is very low (3.5� 10�3). The
above calculations reveal that the most abundant chro-
mium(VI) species in the reaction medium is hydrogen
chromate. However, at high acidities, chromic acid is also
present in comparable concentrations. Solvents of high
permittivity favor dissociation of ionic complexes and
similar speciation is likely in PDC, QDC, IDC, 3CPDC
and 4CPDC; the permittivity of the reaction medium
(calculated) is 56.8. Fluorochromate, chlorochromate and
bromochromate anions (XCrO3


�; X¼ F, Cl, Br) are


probably the predominant species in the case of mono-
mers. In acidic solutions the halogens of the halochro-
mates are labile, resulting in the formation of hydrogen
chromate and chromic acid.21 Chemical tests support the
same; silver nitrate precipitates silver halides from aqu-
eous acidic solutions of chlorochromates and bromochro-
mate; the precipitation is instantaneous in the case of
PCC but is slow with QCC and PBC.


The oxidations are first order in the chromium(VI)
reagents and alcohol and is acid catalyzed. In highly
acidic medium, chromic acid is protonated and the
apparent parabolic dependence of k0 on [HClO4] reveals
the involvement protonated chromic acid (H3CrO4


þ) in
the oxidation. In the case of monomers, it may even be
protonated halochromic acids (H2XCrO3


þ; X¼ F, Cl,
Br). However, it is possible that chromic acid or halo-
chromic acid and hydrogen chromate or halochromate
(HXCrO3 and XCrO3


�; X¼OH, F, Cl, Br) also act as
oxidizing species. The UV–visible spectra of the chro-
mium(VI) reagents, the chromium(VI) reagents with
mineral acid and the reaction solutions show no complex
formation between the alcohol and the chromium(VI)
species. Hence the possible mechanism involves the rate-
determining oxidation of the alcohol with H2XCrO3


þ,
HXCrO3 and XCrO3


�. In the rate-limiting step,
chromium(IV) is formed.12,13 This is confirmed by the
experimental observation that manganese(II) ion sup-
presses the oxidation. Manganese(II) ion reduces the
chromium(IV) formed to chromium(III) ion and is oxi-
dized to manganese(III).22 In the absence of mangane-
se(II) ions, chromium(IV) reduces chromium(VI) to
chromium(V); the oxidation of alcohol with chro-
mium(V) is fast.12,13 Although the reduction potentials
of chromium(VI) (Cr2O7


2�/Cr3þ) and manganese(IV)
(MnO2/Mn2þ) in acidic solution are 1.33 and 1.23 V,
respectively, a separate experiment reveals that the re-
duction of chromium(VI) with manganese(II) under the
experimental conditions is kinetically inert. In recent
years, a mechanism involving chromium(II), also as an
intermediate, has been suggested.22 The chromium(IV)
formed oxidizes the organic substrate and is reduced to
chromium(II); chromium(II) reduces chromium(VI)
yielding chromium(III) and chromium(V). The ambigu-
ity in the reaction mechanism was resolved by testing for
the transient chromium(II) with pentaamminechloroco-
balt(III).23 The reaction was carried out in the presence of
0.015 mol dm�3 pentaamminechlorocobalt(III) chloride,
[Co(NH3)5Cl]Cl2, and the absence of reduction of
cobalt(III) to cobalt(II), confirmed by the lack of absor-
bance of CoCl4


2� at 692 nm24 in the reaction solu-
tion diluted 10-fold with concentrated HCl, excludes
the presence of transient chromium(II). Hence the
chromium(IV) formed is not reduced to chromium(II)
by pentan-1-ol.


XCrO�
3 þ Hþ Ð HXCrO3 K1


HXCrO3 þ Hþ Ð H2XCrOþ
3 K2


Figure 3. 3CPDC oxidation of pentan-1-ol: dependence of k0


on [HClO4] {104[Cr(VI)]0¼ 2.0g atomdm�3, 102[alcohol]¼
5.0mol dm�3, 30% (v/v) aqueous acetic acid, 35 �C}
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H2XCrOþ
3 þ RCH2OH ! RCHO þ HXCrO2 þ H3Oþ k3


HXCrO3 þ RCH2OH ! RCHO þ HXCrO2 þ H2O k4


XCrO�
3 þ RCH2OH ! RCHO þ XCrO�


2 þ H2O k5


CrðIVÞ þ CrðVIÞ ! 2 CrðVÞ fast


CrðVÞ þ RCH2OH ! RCHO þ CrðIIIÞ þ 2Hþ fast


where X¼OH, F, Cl, Br. The rate law for the proposed
mechanism is


�d½CrðVIÞ�=dt ¼f2ðK1K2k3½Hþ�2 þ K1k4½Hþ� þ k5Þ=
ð1 þ K1½Hþ� þ K1K2½Hþ�2Þg
½alcohol�½CrðVIÞ� ð1Þ


and the pseudo-first order rate constant is


k0 ¼f2ðK1K2k3½Hþ�2 þ K1k4½Hþ� þ k5Þ=
ð1 þ K1½Hþ� þ K1K2½Hþ�2Þg½alcohol� ð2Þ


With the approximation 1þK1½Hþ��K1K2½Hþ�2, Eqn (2)
simplifies to


k0 ¼f2ðK1K2k3½Hþ�2 þ K1k4½Hþ� þ k5Þ=
ð1 þ K1½Hþ�Þg½alcohol� ð3Þ


With the available experimental data, application of
non-linear regression to verify the simplified rate Eqn (3)
may not provide significant results. Non-linear regression
and multiple linear regression form a common compo-
nent of software designed for the evaluation of experi-
mental data and Eqn (3) may be rearranged for
application of multiple linear regression:


k0ð1 þ K1½Hþ�Þ ¼ 2ðK1K2k3½Hþ�2


þK1k4½Hþ� þ k5Þ½alcohol� ð4Þ


Since the pKa value of chromic acid in 30% aqueous
acetic acid at 35 �C is unavailable, as an approximation
the value at 25 �C in aqueous solution was used for the
verification of the rate law;20 the influence of the hetero-
cyclic bases on the pKa of chromic acid is ignored.
Multiple linear regressions of the rates of all 12 chro-
mium(VI) reagents studied reveal that only H3CrO4


þ


makes itself felt in the oxidation; the oxidations by
H2CrO4 and HCrO4


� are insignificant. This is as ex-
pected as the protonated chromic acid is a more potent
oxidant than chromic acid and hydrogen chromate.
Hence the kinetic expression (4) further simplifies to


k0ð1 þ K1½Hþ�Þ ¼ 2K1K2k3½Hþ�2½alcohol� ð5Þ


Analysis of the rate data using multiple linear regres-
sion confirms the simplified kinetic expression (5) and
yields the values of K1K2k3 (Table 2). Figure 4 shows the
graphical dependence of the experimental k0 on the
predicted k0; 11 data sets were used for the multiple
linear regression. Variation of the specific reaction rate in
chromium(VI) with [Cr(VI)]0 is well known17–19 and
hence the k0 values at the extreme [Cr(VI)]0 were not
included in the regression; nor were the specific rates in
the presence of the chromium(IV) scavenger Mn2þ and
also in micellar medium. Since the kinetic data for all 12
chromium(VI) reagents conform to the rate law in Eqn (5)
using the same K1 value of hydrogen chromate, the
oxidations turn out to be chromic acid oxidation; the
influence of the heterocyclic bases on the rate and
mechanism of the oxidation is insignificant or minor.


The reaction rates at 20–50 �C afford the acti-
vation energies of the acid-catalyzed oxidations under


Table 2. Activation parameters for the oxidations of pen-
tan-1-ol with chromium(VI) reagents {104[Cr(VI)]0¼
2.0 g atomdm�3, 102[alcohol]0¼ 5.0mol dm�3, [HClO4]¼
1.0mol dm�3, 30% (v/v) aqueous acetic acid}


102K1K2k3


Reagent (dm9 mol�3 s�1)a Ea (kJ mol�1) LogA


DC 2.64� 0.06 38.7� 0.0 3.9� 0.0
PDC 3.29� 0.12 22.4� 2.2 1.2� 0.4
QDC 2.58� 0.12 19.2� 1.9 0.6� 0.3
IDC 3.19� 0.06 28.5� 0.5 2.3� 0.1
3CPDC 3.24� 0.09 34.9� 0.0 3.3� 0.0
4CPDC 2.96� 0.06 35.4� 0.1 3.4� 0.0
PFC 3.13� 0.06 31.1� 0.2 2.7� 0.0
QFC 1.96� 0.06 29.0� 0.7 2.1� 0.1
IFC 3.11� 0.11 32.5� 2.7 2.9� 0.5
PCC 2.47� 0.05 44.1� 1.3 4.8� 0.2
QCC 2.12� 0.06 43.8� 1.7 4.6� 0.3
PBC 2.42� 0.07 43.5� 1.0 4.7� 0.2


a 35 �C.


Figure 4. DC oxidation of pentan-1-ol: graphical depen-
dence of k0(experimental) on k0(predicted) (number of data
sets, n¼ 11; conditions as in Table 1)
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pseudo-first-order conditions {104[Cr(VI)]0¼ 2.0 g
atom dm�3, 102[alcohol]0¼ 5.0 mol dm�3, [HClO4]¼
1.0 mol dm�3, 30% (v/v) aqueous acetic acid}; the rate
law is complex and the enthalpies, entropies and free
energies of activation were not calculated. Although the
activation energy varies linearly with the logarithm of
frequency factor (Fig. 5; r¼ 0.998, SD¼ 0.487,
slope¼ 6.02 kJ mol�1, number of data sets n¼ 12), the
linear relationship between the activation parameters
which were calculated from the same data set is statisti-
cally incorrect.25–29 Operation of isokinetic relationship
in the oxidation with chromium(VI) reagents could be
tested by a linear double logarithmic plot of rates at two
temperatures.25–29 The isokinetic temperature (�) is the
temperature at which all the reagents of the series react
equally fast; the slope of the double logarithmic plot (b)
affords �, �¼ T1T2(b� 1)/(bT2� T1) where T2> T1. The
log k0(T2)� log k0(T1) relationship in the oxidations of
pentan-1-ol with chromium(VI) reagents shows that the
QDC, QFC and QCC oxidation rates do not fall in line
with others (Fig. 6). The validity of the isokinetic
relationship could be found out from the common inter-
section of the Arrhenius lines. Figure 7 shows the opera-
tion of isokinetic relationships, one in the oxidations with
DC, PDC, IDC, 3CPDC, 4CPDC, PFC, IFC, PCC and
PBC and the other in the oxidations with the quinolinium
reagents. The double logarithmic plot of rates at two
different temperatures also supports the conclusion. A
possible reason for the lack of sharp fit is that the
variation of the rate with the reagent is not large
(< 50%), and the error in specific rate, as observed in
similar kinetic studies, is � 4%. This is because the
isokinetic temperature is very close to the experimental
temperature. Although some heterocyclics are reported to
catalyze chromium(VI) oxidation,30 this is ruled out in
the present study; the oxidation rates of dichromates and


halochromates of heterocyclic bases are not significantly
larger than that of potassium dichromate. The observed
small variation in the oxidation rates among the dichro-
mates is probably due to the association of heterocyclic
bases with chromium(VI) species or in the transition
state. The common intersection of the Arrhenius lines
of the oxidations with chromium(VI) reagents except
QDC, QFC and QCC suggests that the involvement of
the quinolinium moiety in the transition state is different
from that of the other heterocyclic bases.


Figure 5. Compensation effect {104[Cr(VI)]0¼ 2.0 g atom
dm�3, 102[alcohol]0¼ 5.0mol dm�3, [HClO4]¼1.0mol
dm�3, 30% (v/v) aqueous acetic acid}


Figure 6. Double logarithmic plot of k0 of oxidations of
pentan-1-ol with chromium(VI) reagents at 323 and
293K {104[Cr(VI)]0¼2.0 g atomdm�3, 102[alcohol]0¼
5.0mol dm�3, [HClO4]¼ 1.0mol dm�3, 30% (v/v) aqueous
acetic acid}


Figure 7. Arrhenius plots for the oxidations of pentan-1-ol
with chromium(VI) reagents {104[Cr(VI)]0¼ 2.0 g atom
dm�3, 102[alcohol]0¼ 5.0mol dm�3, [HClO4]¼ 1.0mol
dm�3, 30% (v/v) aqueous acetic acid}
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CONCLUSION


The oxidations of pentan-1-ol with 12 dichromates and
halochromates of heterocyclic bases in aqueous acetic
acid exhibit identical kinetic behavior. The Arrhenius
lines show two common points of intersections, one in the
oxidations with DC, PDC, IDC, 3CPDC, 4CPDC, PFC,
IFC, PCC and PBC and the other in the oxidations with
QDC, QFC and QCC, indicating that the involvement of
the quinolinium moiety in the transition state is different
from that of the other heterocyclic bases.


REFERENCES


1. Corey EJ, Schmidt G. Tetrahedron Lett. 1979; 399.
2. Balasubramanian R, Prathiba V. Indian J. Chem. 1986; 25B: 326.
3. Kim S, Lhim DC. Bull. Chem. Soc. Jpn. 1986; 59: 3297.
4. Lopez C, Gonzalez A, Cossio FP, Palomo C. Synth. Commun.


1985; 15: 1197.
5. Bhattacharjee MN, Chaudhuri MK, Dasgupta HS, Roy N,


Khathing DT. Synthesis 1982; 588.
6. Murugesan V. Pandurangan A. Indian J. Chem. 1992; 13B: 377.
7. Pandurangan A, Abraham Rajkumar G, Banumathi Arbindoo,


Murugesan V. Indian J. Chem. 1999; 38B: 99.
8. Corey EJ, Suggs JW. Tetrahedron Lett. 1975; 2647.
9. Singh J, Kalsi PS, Jawanda GS, Chhabra BR. Chem. Ind.


(London) 1986; 751.


10. Narayanan N, Balasubramanian TR. Indian J. Chem. 1986; 25B:
228.


11. March J, Advanced Organic Chemistry. Wiley–Interscience: New
York, 2000; 1169.


12. Cainelli G, Cardillo G. Chromium Oxidations in Organic Chem-
istry. Springer: Berlin, 1984.


13. Wiberg KB. Oxidation in Organic Chemistry, Part A. Academic
Press: New York, 1965.


14. Reddy JN, Giridhar S, Rajanna KC, Saiprakash PK. Transition
Met. Chem. (London) 1996; 21: 105.


15. Aruna K, Manikyamba P. Indian J. Chem. 1995; 34A: 822.
16. Adams DM, Raynor JB. Advanced Practical Inorganic Chemis-


try. Wiley: New York, 1965; 67.
17. Mangalam G, Gurumurthy R, Arul R, Karthikeyan R. Indian J.


Chem. 1995; 34B: 107.
18. Meenal KR, Selvameena R. J. Indian Chem. Soc. 1992; 69: 822.
19. Meenal KR, Selvameena R. J. Indian Chem. Soc. 1992; 69: 303.
20. Bailor JC, Emeleus HJ, Nyholm R, Dickenson AFT (eds).


Comprehensive Inorganic Chemistry, vol. 3. Pergamon Press:
New York, 1973; 692.


21. Tong JY, Johnson RL. Inorg. Chem. 1966; 5: 1902.
22. Perez-Benito JF, Arias C. Can. J. Chem. 1993; 71: 649.
23. Huheey JE, Keiter EA, Keiter RL. Inorganic Chemistry.


Addision-Wesley: New York, 2000; 566.
24. Figgis BN. Introduction to Ligand Fields. Wiley Eastern: New


Delhi, 1976; 239.
25. Exner O. Collect. Czech. Chem. Commun. 1964; 29: 1094.
26. Exner O. Nature (London) 1964; 201: 488.
27. Linert W, Jameson RF. Chem. Soc. Rev. 1989; 18: 447.
28. Linert W. Chem. Soc. Rev. 1994; 23: 429.
29. Liu L, Guo Q.-X, Chem. Rev. 2001; 101: 673.
30. Srinivasan C, Rajagopal S, Chellamani A. J. Chem. Soc., Perkin


Trans. 2 1990; 1839.


IDENTICAL KINETIC BEHAVIOR IN OXIDATIONS OF PENTAN-1-OL WITH CHROMATES 93


Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 88–93








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2004; 17: 541–547
Published online in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/poc.775


Investigation of the sulfuryl transfer step
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ABSTRACT: The reactions of the arylsulfatase A (ASA) from Helix pomatia and that from Aerobacter aerogenes
with p-nitrophenyl sulfate were examined by determination of the pH dependence of Vmax=Km and by measurement of
kinetic isotope effects. Both enzymes exhibit bell-shaped pH–rate dependences for Vmax=Km. The ASA from Helix
pomatia exhibits a more acidic pH optimum (pH 4–5) than the ASA from Aerobacter aerogenes (pH �7). The
sulfuryl transfer from substrate to enzyme is general acid-assisted in both enzymes, but isotope effects indicate
differences in the synchronicity of protonation with S—O bond fission. In the reaction of the Helix pomatia enzyme,
protonation is synchronous with bond fission and the leaving group is fully neutralized in the transition state. In the
reaction catalyzed by the Aerobacter aerogenes ASA, protonation of the leaving group lags behind bond fission and
the leaving group bears a partial negative charge in the transition state. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: arylsulfatase; sulfuryl transfer; catalytic mechanism; isotope effect


INTRODUCTION


In recent years there has been a growing realization of
the biochemical importance of sulfuryl transfer. In a
classic experiment performed more than a century ago,
Baumann1 administered phenol to a patient and showed
that it was excreted as phenyl sulfate. This was the first
demonstration of biological sulfation as an important
detoxification mechanism. The biological roles of sulfa-
tion extend much further than detoxification. Sulfate
monoesters are found among all classes of natural pro-
ducts, including nucleotides, peptides and proteins, poly-
saccharides, steroids and lipids. Sulfate monoesters of
steroids are key intermediates in the biosynthesis of
steroids, where the sulfate moiety enables the intermedi-
ates to be kept in circulation as hormone precursors.2


Sulfate esters are formed in biological systems by
sulfotransferases, enzymes which transfer the sulfuryl
group from the phosphoric–sulfuric acid anhydride
PAPS (30-phosphoadenosine-50-phosphosulfate) to the
hydroxyl group of a recipient molecule. This process is


counterbalanced by the action of sulfatases, which cata-
lyze the hydrolysis of sulfate esters. Together these two
enzyme families regulate the sulfation level of biological
molecules in the cell. This regulatory mechanism has
strong similarities to that of phosphorylation/dephosphor-
ylation. Despite its biological importance, sulfate ester
chemistry has been the subject of comparatively few
studies.


Members of the sulfatase enzyme family require post-
translational oxidation of the thiol group of a conserved
cysteine to an aldehyde, yielding a formylglycine. The
amino acid residues surrounding the formylglycine resi-
due in the active sites of members of the arylsulfatase A
(ASA) family are highly conserved.3 A metal ion,
thought to be magnesium or calcium, coordinates one
of the aldehyde hydrate oxygens, lowering its pKa. Two
lysines, two histidines and an arginine are highly con-
served in the active site, in addition to the metal ligands,
which are three aspartic acids and an asparagine. The
x-ray structure of the human arylsulfatase has been
reported.4


Experiments with a number of arylsulfatases using
18O-labeled water have shown that sulfuryl transfer
proceeds by way of sulfur–oxygen bond cleavage, result-
ing in 18O incorporation into inorganic sulfate.5 Kinetic
and stereochemical results indicate that the mechanism is
stepwise with a covalent sulfoenzyme intermediate.6 The
pH dependence of Vmax for hydrolysis of p-nitrocatechol
sulfate by human ASA is bell-shaped, suggestive of acid–
base catalysis.3,7 A proposed mechanism3 consistent with
these observations is shown in Fig. 1. The extent to which
the enzymatic aldehyde exists in its hydrate form under
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physiological conditions is not precisely known. An x-ray
structure of the human ASA indicated that it was more
likely to correspond to a formylglycine hydrate than to a
twofold disordered aldehyde group.8


We have measured the pH–rate dependences for Vmax


and for Vmax=Km using the substrate p-nitrophenyl sulfate
(pNPS) for the ASAs from Helix pomatia and Aerobacter
aerogenes. The first irreversible step in the overall me-
chanism is most likely nucleophilic attack by the alde-
hyde hydrate concerted with loss of the p-nitrophenol
leaving group. Trans-sulfurylation (transfer of the sulfate
group from the sulfoenzyme intermediate to a different
phenol) has not been reported for arylsulfatases. No
phenyl sulfate was detected when the enzymatic hydro-
lysis of pNPS by the two arylsulfatases in this study were
carried out in the presence of phenol (see the Experi-
mental section for details). Mechanistic studies of un-
catalyzed sulfuryl transfer indicate that the process is
concerted, without a pentacoordinate intermediate.9


Therefore, the pH dependence of Vmax=Km reflects ioniz-
able groups of free enzyme and substrate involved in
catalysis of the sulfuryl transfer step from substrate to
enzyme.


Kinetic isotope effects (KIEs) on Vmax=Km for the
ASA-catalyzed hydrolysis of pNPS were obtained using


the competitive method,10 at the positions indicated in
Fig. 2. KIEs in the same positions have been used to
analyze transition states for phosphoryl transfer from
p-nitrophenyl phosphate (pNPP),11 and have been re-
ported for the uncatalyzed hydrolysis of p-nitrophenyl
sulfate.12 The primary isotope effect 18(V/K)bridge gives a
measure of the degree of cleavage of the S—O bond in
the transition state. The secondary isotope effect 15(V/K)
is sensitive to the amount of negative charge borne
by the leaving group. The secondary isotope effect
18(V/K)non-bridge distinguishes between a loose transition
state in which the transferring sulfuryl group resembles
SO3, versus a tight trigonal bipyramidal transition state in
which bond formation to the nucleophile is ahead of bond
fission to the leaving group. In the uncatalyzed hydrolysis
of the anion, KIE and other data support a concerted
reaction with a loose transition state characterized by
extensive bond fission to the leaving group and modest
bond formation to the nucleophile. Under acidic condi-
tions, the leaving group is protonated in the transition
state.12


RESULTS


Kinetic isotope effects


The isotope effects measured for the reactions of the two
arylsulfatases are shown in Table 1. The 18(V/K)non-bridge


values are for substitution of all three non-bridge oxygen
atoms. The isotope effects obtained from isotopic ratios of
product and those obtained from isotopic ratios of residual
substrate agreed within experimental error in all cases and
were averaged together to give the results shown. Six or
more determinations of each isotope effect were made.


Figure 1. Proposed mechanism of sulfate ester cleavage by sulfatases. In the first step, with general acid--base catalysis, the
aldehyde hydrate attacks the sulfate ester forming a sulfoenzyme intermediate. In a second step, sulfate is eliminated with
formation of an aldehyde. Subsequently, the aldehyde hydrate is regenerated by the addition of water


Figure 2. The p-nitrophenyl sulfate substrate showing the
positions at which kinetic isotope effects were measured
and the notation used. The standard notation is used in
which a leading superscript designates the isotopic substitu-
tion. 18(V/K)non-bridge indicates the isotope effect on V/K
resulting from substitution of the three non-bridging oxygen
atoms with 18O. 18(V/K)bridge is the KIE at the bridging
oxygen position and 15(V/K) is the KIE arising from 15N in
the nitro group


Table 1. KIEs at pH 6.6, 25 �C for the hydrolysis of pNPS by
ASA from Helix pomatia and Aerobacter aerogenes


pNPS KIE Helix pomatia Aerobacter aerogenes


18(V/K)non-bridge 1.0024� 0.0005 1.0009� 0.0005
18(V/K)bridge 1.0136� 0.0004 1.0191� 0.0004
15(V/K) 1.0001� 0.0002 1.0009� 0.0002
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pH--rate profiles


The dependences of Vmax=Km for the ASAs from Aero-
bacter aerogenes and from Helix pomatia are shown in
Figs 3 and 4, respectively. For the ASA from Aerobacter
aerogenes the profile is clearly bell-shaped; a fit of the
data to the equation


log
Vmax


Km


¼ log
C


1 þ ½H�=Ka þ Kb=½H�


� �
ð1Þ


which assumes one residue must be protonated and
another must be deprotonated for catalysis, yields calcu-
lated pKa values of 4.71� 0.09 and 8.78� 0.09. The
Vmax=Km profile for the ASA from Helix pomatia is
shifted towards lower pH, and a decrease at acidic pH
is not well defined (data could not be collected below pH
3.3). The data shown were fitted to both Eqn (1) and Eqn
(2):


log
Vmax


Km


¼ log
C


1 þ Kb=½H�


� �
ð2Þ


Figure 3. pH--rate profile for reaction of pNPS with ASA
from Aerobacter aerogenes. Top, for Vmax=Km; the line
drawn through the data represents the fit to Eqn (1).
Bottom, pH dependence for Vmax


Figure 4. pH--rate profiles for the ASA from Helix pomatia.
The line drawn through the data in (A) represents the fit
of the Vmax=Km data to Eqn (1), and that in (B) is the fit to
Eqn (2). (C) Dependence of Vmax on pH
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which describes a rate-dependent single residue that must
be protonated for catalysis. Equation (1) gives a better fit
of the data [�¼ 0.15 versus 0.18 for the fit to Eqn (2)],
with pKa values of 3.0� 0.2 and 6.31� 0.06. The fit to
Eqn (2) gives a pKa of 6.37� 0.06.


The Km value for pNPS increased with increasing pH
for both enzymes. The values for Km at several pH values
are given in Table 2.


DISCUSSION


Kinetic and pH data


One notable difference between the two sulfatases is the
difference in their pH optima. The pH optimum for
Vmax=Km of the Helix pomatia ASA, �4–5, is more
acidic by several pH units from that of the Aerobacter
aerogenes ASA, which is near neutrality. The two en-
zymes have similar Km values at their respective pH
optima; both exhibit increases in Km at higher pH. Similar
behavior has been reported for the arylsulfatase from
Aspergillus oryzae.13 The pH dependence of catalysis
was not reported, but the Km for pNPS was found to
increase from 0.41 mM at pH 4.02 to 18 mM at pH 7.54.13


The human ASA has been examined using p-nitrocatechol
as a substrate, and exhibits a pH optimum of 4.5, where
the Km is 4.2 mM.3


The bell-shaped pH dependence of Vmax=Km for the
Aerobacter aerogenes ASA indicates that both acid and
base catalysis occur during sulfuryl transfer from sub-
strate to enzyme, to form the sulfoenzyme intermediate.
A logical assumption for the roles of such residues is for a
general base that deprotonates the aldehyde hydrate
nucleophile and a general acid that protonates the leaving
group. The Vmax=Km pH–rate profiles potentially reflect
ionizations on free substrate and free enzyme. However,
the pKa of the substrate is very low; the pKa of unsub-
stituted sulfuric acid is of the order of �314 and the
p-nitrophenyl substituent will make this pKa even more
negative. As a result, the anionic form is the only species
present in appreciable quantity in the pH ranges mea-
sured, and hence is the only viable form of the substrate
for catalysis.


The Aerobacter aerogenes ASA pH dependence of
Vmax=Km displays what appears to be a hollow on the


acid side of the profile. The appearance of such a hollow
can be the result of a situation in which both the substrate
and the proton do not dissociate readily from the proto-
nated enzyme–substrate complex, in other words, if both
the substrate and proton are ‘sticky’.15 Such a phenom-
enon can also result from the presence of a second residue
whose protonation has a minor but measurable effect of
reducing V/K; in such a case the slope of the asymptote
will still go to unity. The 18(V/K)bridge is the largest KIE
and thus the most sensitive one to the suppression that
would occur in the event of a sticky substrate. Its
magnitude is very high for a situation in which the
leaving group is protonated by general acid catalysis in
the transition state, as discussed in detail below. For this
reason, we doubt that substrate stickiness, which would
suppress the intrinsic KIE, is the likely cause of the
hollow in the pH–rate profile.


The pH dependence of Vmax=Km for the Helix pomatia
ASA does not clearly drop off at low pH [Fig. 4(A) and
(B)]. Attempts to gather kinetic data below pH 3.3 were
hampered by gradual enzyme inactivation, as evidenced
by curved absorbance versus time plots (data not shown).
In the pH range that could be examined, it was noted that
while Vmax decreases as pH is lowered [Fig. 4(C)], Km


does also, resulting in only a small apparent trend toward
a decrease in Vmax=Km. Nevertheless, a small drop in
Vmax=Km at the lowest pH at which data could be
obtained can be observed in Fig. 4, and a fit of the data
to the equation assuming a bell-shaped pH dependence
[Fig. 4(A)] results in a somewhat better fit of the data.
Although suggestive, the results are far from conclusive.
Thus, although general acid catalysis is clearly indicated
for both enzymes, whether catalysis by the Helix pomatia
ASA also depends on a basic residue that must be
deprotonated is uncertain.


Background to interpretation of the isotope
effects


The previously reported12 isotope effects for the uncata-
lyzed hydrolysis of pNPS are shown in Table 3. The large
difference in reactivity under alkaline and acidic condi-
tions precluded measurement of these KIEs at the same
temperature. The data at pH 9 represent those for a
reaction in which the leaving group departs as the
phenolate anion. Based on reactions with the phosphate


Table 2. Variation of Km for pNPS with pH for the ASA
enzymes in this study


Helix pomatia Km Aerobacter aerogenes Km


pH (mM) (mM)


4.3 60 263
5.3 102 223
6.3 387 244
7.3 1432 824
7.8 4970 883
9.8 2163


Table 3. Kinetic isotope effects for the aqueous hydrolysis
of pNPS:12 values for 18Knon-bridge are the KIEs for all three
non-bridge atoms labeled; standard errors in the last decimal
place(s) are shown in parentheses


pNPS KIE pH 9.0, 85 �C 10 M HCl, 15 �C


18knon-bridge 0.9951 (3) 1.0098 (3)
18kbridge 1.0210 (10) 1.0101 (2)
15k 1.0026 (1) 1.0004 (1)


544 S. G. GIBBY, J. M. YOUNKER AND A. C. HENGGE


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 541–547







ester pNPP, when the leaving group is p-nitrophenol the
magnitude of 18kbridge reaches a maximum value of about
1.03 at room temperature, when bond fission is extensive
and the leaving group is not protonated.11 Because
protonation of p-nitrophenoxide is associated with an
inverse 18O isotope effect of 0.985, protonation in the
transition state reduces the magnitude of the bridge-18O
KIE. If both bond fission and protonation are far ad-
vanced, a net KIE of about 1.015 is observed. This net
normal effect results from loss of bending and torsional
modes associated with the phosphoryl group that are
absent in the phenol. (For similar reasons, the 18O
fractionation factors between water and alcohols are
2–3% and are normal, in the direction from alcohol to
water).16 The gas-phase 18O fractionation factor between
p-nitrophenol and pNPP has been calculated to be
�1.011 and that between p-nitrophenol and p-nitrophe-
nyl acetate 1.014. The latter compares well with an
experimental value of 1.012. Since the fractionation
factors between p-nitrophenol and the acetate and phos-
phate esters are similar, that between p-nitrophenol and
pNPS is expected to be of comparable magnitude. Thus a
similar value for 18(V/K)bridge would be expected in a
transition state in which S—O fission and proton transfer
are both far advanced.


The presence of negative charge on the leaving group
reveals itself in the presence of a normal 15(V/K). The
p-nitrophenolate anion has contributions from a quino-
noid resonance form with less N—O bond order and
more N—C bond order. Because N—O bonds are stiffer
than N—C bonds in terms of vibrational frequencies, the
nitrogen atom is more tightly bonded in the neutral
species than in the phenolate anion. Hence the 15N
equilibrium isotope effect (EIE) for deprotonation of p-
nitrophenol is normal, 1.0023� 0.0002.17 In reactions
where protonation is synchronous with bond fission, no
negative charge develops and the 15N KIE is unity. Thus,
in the acid hydrolysis of pNPS, in which a proton is
thought to be transferred to the leaving group in the
transition state, this KIE is much smaller than in the
reaction of the pNPS anion (the very small 15k that is
observed may represent the EIE between pNPS and
nitrophenol, or may indicate that protonation lags slightly
behind S—O bond fission).


The secondary non-bridge-18O KIE in sulfuryl transfer
reactions may also be considered in part by analogy with
the body of data for phosphoryl transfer, since the
changes in hybridization and in bonding to the non-
bridge oxygen atoms in sulfuryl and phosphoryl transfer
reactions are analogous. In phosphoryl transfer reactions,
the non-bridge-18O KIE reveals whether the phosphoryl
group resembles metaphosphate in a loose transition
state, in which case this KIE is small and inverse, or if
it has a phosphorane-like structure in a tighter transition
state, in which case this KIE is normal.11 In phosphate
triester reactions, which have tight phosphorane-like
transition states, 18knon-bridge reaches values of 3%


(1.03).18 Calculations at the B3LYP6–31þþG** level
of the expected equilibrium isotope effect between pNPS
and sulfur trioxide (P. Czyryca and A. C. Hengge,
unpublished results) yield a value of 0.9910. The experi-
mental value of 0.9951 for the hydrolysis of the pNPS
anion is consistent with expectations from the calcula-
tions and from KIEs from analogous phosphoryl transfer
reactions, for a transition state in which the sulfuryl group
resembles SO3. In the acid hydrolysis reaction, the
normal 18knon-bridge KIE reflects deprotonation of the
sulfuryl group as this proton is transferred to the leaving
group during reaction, and is also affected by the fractio-
nation factor for protonation of the labeled and unlabeled
sulfuryl groups. Since such protonation is highly unlikely
in the enzymatic reactions that are the subject of this
paper, these are not relevant.


Mechanism and transition state of sulfuryl
transfer from pNPS to enzyme


The KIE data for the ASA from Helix pomatia are unity
for 15(V/K) and 1.0136 for 18(V/K)bridge, consistent with a
transition state in which S—O bond fission and protona-
tion of the leaving group are both far advanced. The small
normal value for 18(V/K)non-bridge of 1.0024 contrasts with
the inverse value of 0.9951 for the uncatalyzed hydrolysis
of the pNPS anion. By analogy with phosphoryl trans-
fer reactions, this indicates an increase in nucleophilic
participation.


The leaving group KIE data for the ASA from Aero-
bacter aerogenes indicate that a fractional negative
charge resides on the leaving group in the transition state
(as evidenced by the 1.0009 value for 15(V/K), about one-
third of the value of the 15N EIE for deprotonation of
p-nitrophenol). The 18(V/K)bridge KIE is larger than that
for the Helix pomatia ASA by about one-third of the
value for the 18O EIE for deprotonation of p-nitrophenol
[recall that protonation reduces the magnitude of
18(V/K)bridge]. Thus, a transition state is indicated in
which protonation of the leaving group is concerted,
but not completely synchronous, with S—O bond fission.
The small normal 18(V/K)non-bridge again suggests more
nucleophilic participation than in the uncatalyzed reac-
tion of the anion, but less than in the reaction catalyzed by
the Helix pomatia ASA.


CONCLUSIONS


The pH–rate dependences of V/K for both enzymes
indicate general acid–general base catalysis of the sul-
furyl transfer from pNPS to enzyme particularly for the
Aerobacter aerogenes ASA. The Aerobacter aerogenes
ASA shows a higher pH optimum than the ASA from
Helix pomatia. The two enzymes also differ in the
synchronization of leaving group protonation and S—O
bond fission. The two processes are fully synchronous in
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the Helix pomatia ASA, with the result that the leaving
group is neutral in the transition state. In the Aerobacter
aerogenes ASA reaction, about one-third of a charge
resides on the leaving group, indicating that proton
transfer lags behind S—O bond fission.


EXPERIMENTAL


Arylsulfatase A from Helix pomatia (type H-5) and from
Aerobacter aerogenes (type VI) were obtained from
Sigma-Aldrich and were used as received.


Syntheses of unlabeled p-nitrophenyl sulfate and of the
isotopic forms used for KIE determinations were carried
out as described previously.12


Kinetics experiments


The potassium salt of pNPS was used in all kinetic
experiments. All kinetic runs were performed at 25 �C
and the concentrations of pNPS used ranged from 0.01 to
4.0 mM. These reactions were examined in buffer solu-
tions consisting of 0.05 M Tris, 0.05 M Bis-Tris and 0.2 M


acetate, ranging in pH from 3.3 to 9.8. This buffer system
maintains a constant ionic strength of 0.1 M throughout
the pH range. The stock solution of the Aerobacter
aerogenes ASA was prepared by adding 100ml of the
commercial enzyme prep (in 50% glycerol and 0.01 M


Tris, pH 7.5) to 1 ml of pH 6.3 Bis-Tris–acetate buffer.
For Helix pomatia ASA, a stock solution was prepared by
dissolving 4.0 mg of the lyophilized enzyme in 1 ml of
pH 6.3 buffer. Reactions were initiated by addition of
50ml of this enzyme solution to 3 ml of buffer containing
pNPS. Periodically, 400ml aliquots were removed and
added to 800ml of 1 M NaOH, measuring the evolution of
p-nitrophenolate spectrophotometrically at 400 nm.


Test for trans-sulfurylation activity


Each of the arylsulfatases was incubated with pNPS
substrate in the presence of an equimolar quantity of
phenol and allowed to react for approximately two half-
lives, as judged by assaying release of p-nitrophenol. At
this time the reaction was stopped, titrated to pH 2 and
extracted with diethyl ether to remove free phenols. The
aqueous fraction was concentrated and proton NMR was
used to look for the presence of phenyl sulfate. NMR
showed remaining unreacted pNPS but no detectable
phenyl sulfate. For Helix pomatia the reaction conditions
were 1 mM potassium p-nitrophenyl sulfate, 1 mM phenol,
pH 6.3 and for Aerobacter aerogenes 0.4 mM potassium
p-nitrophenyl sulfate, 0.4 mM phenol, pH 7.3.


Isotope effect determinations


Kinetic isotope effects were measured using the metho-
dology reported previously for the uncatalyzed hydro-
lysis of pNPS.12


p-Nitrophenyl sulfate (26 mg) was added to 5 ml of
0.1 M Bis-Tris–0.2 M acetate buffer at room temperature in
three large test-tubes. Enzyme stock solution (180 ml) was
then added (with A. aerogenes the commercial enzyme
solution was used as received; with H. pomatia, the
enzyme prep was prepared as 4.0 mg enzyme in 1 ml of
pH 5.8 Bis-Tris–acetate buffer). The reaction progress
was monitored by recording periodic measurement of the
absorbance of 5 ml of the above solution in 3 ml of 1 M


NaOH at 400 nm. When the individual samples had
reached fractions of reaction ranging from 30 to 60%,
each was diluted with 5 ml of H2O. A 50ml aliquot of this
solution was then added to two separate tubes, one
containing 0.5 ml of 1 M HCl and the other 0.5 ml of
1 M NaOH. p-Nitrophenol was assayed by measuring the
absorbance at 400 nm, which was immediately measured
on the basic sample. The acidic sample was kept at 40 �C
overnight to ensure complete hydrolysis of the remaining
substrate before the absorbance was read. For both
samples, absorbance was recorded of a 50ml aliquot in
3 ml of 1 M NaOH.


Next, each solution was titrated with 1 M HCl to pH
<3. The p-nitrophenol was then extracted with diethyl
ether (3� 25 ml). The organic layers were dried over
anhydrous magnesium sulfate and the ether was removed
by rotary evaporation. The aqueous layer containing the
residual substrate solution was then acidified by adding
1.2 ml of 10 M HCl and kept at 40 �C for 24 h for com-
plete hydrolysis of residual pNPS. Subsequently, the
p-nitrophenol liberated from residual substrate was ex-
tracted with diethylether as described for the product
samples.


All p-nitrophenol samples were then sublimed at
100 �C and subsequently subjected to isotope ratio ana-
lysis, using a Europa 20–20 isotope ratio mass spectro-
meter. Data analysis was carried out as reported
previously for the uncatalyzed hydrolysis reactions of
the same substrate.12
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epoc ABSTRACT: Nucleophilic attack of cyanide anion at the carbonyl carbon was studied computationally at the MP2/6–
311þG** level for ketene and at the MP2/6–31þG* and MP2/6–31þG*//HF/6–31þG* levels for all four title
compounds. Heats of addition were computed for formation of in-plane adducts and perpendicular adducts where the
terms ‘in-plane’ and ‘perpendicular’ indicate the direction of nucleophilic attack relative to the ketene plane. Heats of
activation were also computed for the two modes of attack. For ketene (1) the in-plane adduct is favored by
37.6 kcal mol�1 and the in-plane transition state by 18.8 kcal mol�1. For the 6-methylene compound (2) the in-plane
adduct is favored by 20.1 kcal mol�1 and the in-plane transition state by 7.3 kcal mol�1. For the 6-oxo compound (3)
the in-plane adduct is more stable by 11.2 kcal mol�1 whereas the in-plane transition state is preferred by
8.8 kcal mol�1. For the 4-oxo compound (4) the in-plane adduct is favored by 19.3 kcal mol�1 but its transition state
by only 2.8 kcal mol�1. The in-plane adduct for ketene is the enolate of acetyl cyanide while the perpendicular adduct
is a pyramidalized carbanion attached to a cyanocarbonyl group. Calculated NPA charges support this conclusion. The
perpendicular adduct is actually the transition state for rotation about the C—C bond of the ketene moiety in the in-
plane adduct, and the 37.6 kcal mol�1 enthalpy difference is closely matched by the calculated activation enthalpy for
rotation about the C—C bond of acetaldehyde enolate: �Hz ¼ 33.6 kcal mol�1. The smaller differences found for in-
plane vs perpendicular adduct formation for the 6-methylene, 6-oxo and 4-oxo compounds are correlated with
decreases in bond length alternation within the six-membered rings which occur upon addition of the nucleophile.
Less alternation may be associated with an approach to aromaticity, hence an increase in stability. Both modes of
attack lead to reduced bond length alternation, but the amount of alternation is lowered more for the perpendicular
adducts than for the in-plane adducts. Changes in the C—O bond lengths are also diagnostic. For all four ketenes the
ketenyl C——O length in the in-plane adducts is greater than in the perpendicular adducts reflecting more single bond
(enolate) character in the former and more double bond (carbonyl) character in the latter. On the other hand the lengths
of the 6-oxo and 4-oxo C—O bonds in their in-plane adducts are smaller than in the perpendicular adducts, consistent
with increased conjugation with the oxo substituent in the latter. The greater NPA charge on the 6-oxo and 4-oxo
oxygens of the perpendicular adducts supports this conclusion. Calculated enthalpies of activation are in the order
ketene> 6-methyleneketene> 6-oxoketene, in qualitative agreement with experimentally determined rates of
hydration. Copyright # 2004 John Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience
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INTRODUCTION


Nucleophilic addition is one of the most characteristic
reactions of ketenes. Oxygen, nitrogen, sulfur, and carbon
nucleophiles have all been found to add readily:


R1R2C�------C�------O þ Nu---H ! R1R2CH---CðNuÞ------O ð1Þ


In fact the generation of short-lived ketenes has often
been implicated by detection of products derived from
nucleophilic trapping. Experimental evidence relating to
the mechanisms of these additions has been reviewed in
detail by Seikaly and Tidwell.1,2 Among other features,
the attack of the nucleophile on the �-carbon occurs in
the plane of the ketene skeleton,3 a result supported by
molecular orbital calculations which reveal a large coef-
ficient of the LUMO at C� in the ketene plane.4 Although
this result is generally accepted for typical ketenes, it has
been suggested that for the cyclic, conjugated ketene 4-
oxo-2,5-cyclohexadienylidineketene (4-OCDK) (4),5 and


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 1075–1083


*Correspondence to: J. R. Keeffe, Department of Chemistry and
Biochemistry, San Francisco State University, 1600 Holloway Avenue,
San Francisco, California 94132, USA.
E-mail: keeffe@sfsu.edu







by analogy, 6-methylene-2,4-cyclohexadienylidineketene
(6-MCDK) (2) and 6-oxo-2,4-cyclohexadienylidineketene
(6-OCDK) (3), that attack perpendicular to the ketene plane
is preferred. Both 26 and 37 react with water much faster
than do either ketene8 or a saturated cyclic analog, penta-
methyleneketene,9 and it might be inferred that perpendi-
cular attack could aromatize the ring thereby imparting
extra stability to the transition state:


ð2Þ


In this paper, we report an ab initio computational
study of the addition of nucleophilic cyanide anion to
ketene itself and to ketenes 2, 3 and 4. Adducts and
transition states are calculated both for in-plane and
perpendicular nucleophilic attack on all four ketenes.
Previous computational work on the addition of nucleo-
philes to ketenes, including oxoketenes, has been re-
ported and discussed by Tidwell and co-workers.2, 7


METHODS


For the reactions of ketene with cyanide, calculations
were carried out at the MP2/6–311þG** level and also at


the lower MP2/6–31þG* and MP2/6–31þG*//HF/6–
31þG* levels using the Gaussian 9410 and Gaussian
9811 quantum mechanical packages. This was done in
order to assess the performance at the lower levels
relative to the higher level. As can be seen from
Table 1, the reaction and activation enthalpies obtained
by all three methods are in good qualitative agreement. It
was important to establish acceptable performance at the
lower levels because they were used for the larger
systems associated with compounds 2, 3 and 4. Zero-
point vibrational energies (ZPVEs) were calculated at the
HF/6–311þG** or HF/6–31þG* levels and scaled ac-
cording to the recommendations of Scott and Radom.12


Previous work has shown that the use of ZPVEs calcu-
lated at the HF/6–311þG** level and applied to MP2/6–
311þG** electronic energies leads to negligible errors,
compared with the use of MP2/6–311þG** ZPVEs, in
computed �HRXN values.13


For three transition state structures in the 6-methylene
and 6-oxo series, convergence at the MP2/6–31þG* level
was not obtained. At the MP2 level the nucleophile
drifted away from the ketene, indicative of barrier-free
addition at this level. Therefore, we report single-point
MP2/6–31þG*//HF/6–31þG* energies (i.e. MP2 ener-
gies calculated for the optimized HF geometries) as well
as the fully optimized MP2 energies for the compounds
which did converge at that level. As can be seen from
Table 2, the effects on �H values are inconsequential. We
note here that almost all the calculated transition states
for reactions of 2, 3 and 4 are early in the sense that the
nucleophile-electrophile distances are long (see Table 4).
Moreover, the transition state energies are well below
those of the reactants, and are in the range expected for
anion–molecule complexes (Table 2). It seems likely that
those transition states successfully calculated at MP2/6–
31þG* represent small bumps separating ion–molecule
complexes from the addition products, and that in those
cases in which convergence was not achieved at that level


Table 1. Enthalpies of reaction and activation and isomerization for addition of cyanide to ketene (1) (kcalmol�1)a


Process MP2/6–311þG** MP2/6–31þG*//HF/6–31þG* MP2/6–31þG*


1þCN�! 1(ad-ip) �26.8 �28.0 �28.3
(in-plane cyano adduct)
1þCN�! 1(ad-s-perp) 10.8 12.5 11.7
(syn perpendicular cyano adduct)
1þCN�! 1(ts-ip)b �5.3 �6.9 �5.3
(in-plane cyano ts)
1þCN�! 1(ts-s-perp)c 13.5 15.3 14.5
(syn perpendicular ts)
1þCN�! 1(ad-nc-ip) �8.6 NA NA
(in-plane isocyano adduct)
1þCN�! 1(ts-nc-ip) �4.4 NA NA
(in-plane isocyano ts)
1(ad-s-perp)! 1(ad-a-perp)c 1.6 1.0 1.0
1(ts-ip)! 1(ts-s-perp)c 18.8 22.2 19.8


a �E values were corrected for ZPVE differences. ZPVEs were calculated at the HF/6–31þG* level and scaled by 0.9153 for the 6–31þG* basis set, and at
HF/6–311þG** and scaled by 0.9135 for the 6–311þG** basis set, as recommended by Scott and Radom,12 but no further (thermal) corrections were applied.
b Enthalpies of activation.
c Enthalpies of isomerization.
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the reaction has a very small or non-existent barrier.
Attempts to calculate the ion–molecule complexes were
not successful, but led to addition.


In-plane adducts in the 6-methylene, 6-oxo and 4-oxo
series were constructed in two ways. In the first way, the
rings were built as exo-methylene or exo-oxo cyclohex-
adiene moieties. In the second way, a benzene core was
used. The two ways produced identical results.


Adducts formed by attack perpendicular to the plane
defined by the ketene moiety were also investigated in
two ways. In one way a constraint was applied so that
rotation to the in-plane structure would not occur. For
ketene itself this was done by requiring the H—C—C—
CN (or H—C—C—NC) dihedrals to be equal, thus
ensuring Cs symmetry. For the reactions in the 6-methy-
lene, 6-oxo and 4-oxo systems, one of the dihedral angles


defined by the cyano carbon, the ketenyl �-carbon, and
two adjacent ring carbons was fixed at 90�. In the second
way, the perpendicular adducts of ketenes 2, 3 and 4
were calculated as the transition states for rotation about
the C�—C� bond of the more stable, in-plane adducts.
The resulting structures have dihedral angles within 10
degrees of perpendicularity. Calculated energies using
the two methods were in good agreement, and each
structure has a single imaginary frequency corresponding
to rotation toward the in-plane adduct. Energies obtained
using the second method are preferred as they reflect no
artificial constraints.


The ‘transition states’ for addition in the perpendicular
manner were calculated by enforcing the 90� dihedral
angle of approach. The resulting structures are not true
transition states, but second-order saddle points each with
two imaginary frequencies, one corresponding to the reac-
tion coordinate for addition and the other to rotation about
the C�—C� bond. Nevertheless, these structures are taken
as useful approximate models for the perpendicular transi-
tion states. The energetic differences between in-plane and
perpendicular attack are usually so large that small errors
caused by the use of these models are not significant.


Natural population analysis (NPA) charges were com-
puted for structures optimized at the MP2/6–311þG**
level for the ketene series, and at MP2/6–31þG* level for
ketenes 2, 3 and 4.


RESULTS AND DISCUSSION


Ketene


Several nucleophiles were examined to determine the
exo- or endothermicity of their addition reactions to
ketene. There is a delicate balance between the nucleo-
philicity and the leaving group ability (nucleofugality) of
the nucleophile. Among the halides, fluoride forms the
in-plane adduct highly exothermically. The adducts of
chloride and bromide, on the other hand, are not stable,
but dissociate to anion–molecule complexes. Bicarbonate
forms a stable in-plane adduct with ketene, but the O—C
bond length is unusually long at 1.66 Å (MP2/6–31þG*
geometry). Cyanide, attacking either as a carbon-cen-
tered nucleophile (cyanide) or as a nitrogen-centered
nucleophile (isocyanide), forms stable in-plane adducts
with normal nucleophile-carbon lengths: 1.50 Å in the
cyanide adduct and 1.52 Å in the isocyanide adduct
(MP2/6–311þG** geometries); see Table 3. However,
in the perpendicular adducts these lengths have increased.
For the perpendicular cyanide adduct a modest lengthen-
ing to 1.54 Å can be attributed to negative hyperconjuga-
tion. In the perpendicular isocyanide adduct (HF/6–
311þG** geometry) an additional increase to 1.57 Å
has occurred. For the perpendicular isocyanide transition
state the distance is longer still. In fact at MP2/6–
311þG** both the perpendicular isocyanide adduct and


Table 2. Enthalpies of reaction, activation and isome-
rization for addition of cyanide to 6-methylene-2,4-
cyclohexadienylidineketene (2), 6-oxo-2,4-cyclohexadienyli-
deneketene (3) and 4-oxo-2,5-cyclohexadienylidineketene
(4) (kcalmol�1)a


MP2/6–31þG*
Compound Process //HF/6–31þG* MP2/6–31þG*


2 2þCN�! 2(ad-a-ip) �51.0 �52.5
(in-plane adduct, anti)
2þCN�! 2(ad-perp) �30.9 �31.5
(perpendicular adduct)
2þCN�! 2(ts-a-ip)b �15.4 NA
(in-plane ts)
2þCN�! 2(ts-perp)b �8.1 �7.4
(perpendicular ts)
2(ad-a-ip)! 2(ad-perp)c 20.1 21.0
2(ts-a-ip) ! 2(ts-perp)c 7.3 NA


3 3þCN�! 3(ad-s-ip) �55.8 �56.1
(syn in-plane adduct)
3þCN�! 3(ad-s-ip)- 52.5 �52.9
(anti in-plane adduct)
3þCN�! 3(ad-perp) �44.6 �45.5
(perpendicular adduct)
3þCN�! 3(ts-a-ip)b �22.2 NA
(in-plane ts)
3þCN�! 3(ts-perp)b �13.4 NA
(perpendicular ts)
3(ad-s-ip)! 3(ad-perp)c 11.2 10.6
3(ad-s-ip)! 3(ad-a-ip)c 3.3 3.2
3(ts-a-ip)! 3(ts-perp)c 8.8 NA


4 4þCN�! 4(ad-ip) �66.0 �66.1
(in-plane adduct)
4þCN�! 4(ad-perp) �47.0 �46.8
(perpendicular adduct)
4þCN�! 4(ad-oxo) 0.2 0.6
(oxo adduct)
4þCN�! 4(ts-ip) �18.8 �19.5
(in-plane ts)
4þCN�! 4(ts-perp) �18.8 �16.7
(perpendicular ts)
4(ad-ip)! 4(ad-perp)c 19.0 19.3
4(ad-ip)! 4(ad-oxo)c 66.2 66.7
4(ts-ip)! 4(ts-perp)c 0.0 2.8


a �E values were corrected for ZPVE differences. ZPVEs were calculated
at the HF/6–31þG* level and scaled by 0.9153 as recommended by Scott
and Radom,12 but no further (thermal) corrections were applied.
b Enthalpies of activation.
c Enthalpies of isomerization.
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transition state are unstable toward departure of the
isocyanide anion.


Three adducts of ketene with cyanide were investi-
gated, the in-plane adduct, 1(ad-ip), and two perpendi-
cular adducts, 1(ad-s-perp) and 1(ad-a-perp).
Perpendicular adduct 1(ad-s-ip), having the lone pair on
the pyramidal CH2 group syn to the oxygen is more stable
by 1.0–1.6 kcal mol�1 (1 kcal¼ 4.184 kJ) than the alter-
native adduct in which the lone pair is anti to the oxygen.
The in-plane adduct is formed exothermically,
�HADD¼�26.8 kcal mol�1, and is favored over the syn
perpendicular adduct by 37.6 kcal mol�1 at the MP2/6–
311þG** level.


The simplest reason for the large energetic difference
between the in-plane and perpendicular adducts is that
the former is an oxyanion enolate (the conjugate base of
acetyl cyanide) while the latter is a primary carbanion
with an attached acyl group unable to conjugate with the
carbanion center. This conclusion is supported by com-
puted (NPA) charges: the in-plane adduct has more
negative charge on the oxygen than on C�, whereas the
opposite is true of the perpendicular adduct. To test this
point further, two other systems were studied at the MP2/
6–311þG** level. One was acetaldehyde enolate (5) and
its perpendicular conformer (6). The latter species can be
considered as the perpendicular hydride adduct of ketene,


and as the transition state for rotation about the C—C
bond of acetaldehyde enolate. For this process
�Hz ¼ 33.6 kcal mol�1, very similar to the difference
between the in-plane and perpendicular cyano adducts
of ketene. The second was allyl anion (7) and its
perpendicular conformer (8). The activation energy for
rotation about a C—C bond of the planar C2v allyl anion
via the perpendicular Cs transition state was found to be
�Hz ¼ 21.9 kcal mol�1 (Foresman et al.14 report a rota-
tional barrier, �Hz ¼ 20.9 kcal mol�1 at the MP2/6–
31þG* level). Although several factors are at work in
determining the difference between this activation energy
and the larger barriers found for the enolates, a dominant
influence must be the ability of the enolates not merely to
disperse negative charge but to relocate it to the highly
electronegative oxygen atom.


Another view of these effects comes from con-
sideration of the gas-phase acidities, �HACID, for pro-
pene and acetaldehyde. The computed values at the


Table 3. Selected geometric features of ketene, its cyanide and hydride adducts and the transition states for addition of
cyanidea


Compound d(C—O) (Å) d(CH2—C) (Å) d(C—X) (Å)b � (H—C—H), ( �) � (O—C—C), ( �) Change at tsc (%)


1 ketene 1.168 1.322 NA 121.8 180.0 NA
1(ad-ip) 1.267 1.387 1.502 119.9 131.5 NA
(in-plane cyano adduct)
1(ad-s-perp) 1.227 1.463 1.542 104.5 130.1 NA
(perp, syn cyano adduct)
1(ts-ip) 1.173 1.334 2.642 123.9 164.8 5.0
(in-plane cyano ts)
1(ts-s-perp) 1.191 1.415 1.902 107.8 140.6 39
(perp, syn cyano ts)
1(ad-nc-ip) 1.243 1.378 1.516 120.4 134.8 NA
(in-plane isocyano adduct)
1(ad-s-perp) 1.172 1.460 1.570 105.1 134.3 NA
(perp, syn isocyano adduct)d


1(ts-nc-ip) 1.183 1.347 2.109 122.7 154.1 20
(in-plane isocyano ts)
1(ts-s-perp) 1.165 1.450 1.636 105.9 136.6 81d


(perp, syn isocyano ts)d


5 acetaldehyde enolate 1.271 1.390 1.125 119.2 130.1 NA
6 acetaldehyde enolate, 1.232 1.480 1.139 104.0 128.0 NA
perpendicular
7 allyl anion 1.399e 1.399e 1.099 117.7 131.6f NA
8 allyl anion, perp 1.353e 1.491e 1.114 106.7 125.0f NA


a Geometries were optimized at MP2/6–311þG** except where indicated.
b X stands for the nucleophilic atom in adduct formation: carbon for addition of cyanide, nitrogen for the isocyanide adduct, hydrogen for the hydride adduct.
For the allyl anions X is hydrogen and the electrophilic partner is allene.
c Defined as the change in the C—O bond length of ketene which has occured at the transition state relative to that (larger) change which has occured in the
adduct; % changes in the CH2—C lengths and the O—C—C angles are qualitatively in the same order, that is, larger for perpendicular addition than for in-
plane addition.
d Geometries were optimized at HF/6–311þG**. The C——O length in ketene is 1.136 Å at this level. See discussion in the text under Ketene.
e These lengths are the C—C bond lengths the in allyl anions.
f This angle is the C—C—C angle in the allyl anions.


1078 J. R. KEEFFE


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 1075–1083







MP2/6–311þG** level are 390.0 and 367.5 kcal mol�1,
respectively, a difference of 22.5 kcal mol�1 favoring
deprotonation of acetaldehyde (Experimental gas phase
�HACID acid values range from 365.8� 2.2 to
366.5� 2.9 kcal mol�1 for acetaldehyde and from
389.1� 1.5 to 390.7� 2.1 kcal mol�1 for the allylic pro-
tons of propene15). For deprotonation to the perpendi-
cular anions a smaller difference, ��HACID


¼ 10:8 kcal mol�1 is found. The larger ��HACID value
arises from the difference between the combined reso-
nance and polar effects of the formyl and vinyl groups
whereas the smaller one may be attributed almost solely
to the differential polar effects of the two groups. One
may therefore infer that relative to the vinyl group, almost
half the acid-strengthening ability of the formyl group is
due to its polar effect.


Comparison of the in-plane and perpendicular adducts
shows several interesting geometric features, listed in
Table 3. Predictably, the C—O bond is shorter and the
C�—C� bond longer in the perpendicular forms owing to
the interruption of resonance. Likewise, one of the C—C
bonds in the allyl anion lengthens while the other
becomes shorter in the perpendicular form. Additionally
the bond between the nucleophilic carbon in the CN
moiety and the carbon to which it bonds is longer in the
perpendicular adduct than in the in-plane adduct, a
manifestation of negative hyperconjugation. This result
is also seen in the perpendicular forms of acetaldehyde
enolate and allyl anion in which the bond in question is
the C—H bond at the central carbon. Finally, we note that
the perpendicular anions are strongly pyramidalized at
the anionic carbon. In fact the H—C—H angles are
substantially less than 109.5�, especially in the ketene
adducts. This implies additional p-character in the orbi-
tals used to form the C—H bonds, thus additional s-
character in the non-bonding orbital containing the lone
pair, a stabilizing feature.


The transition state, 1(ts-ip), for in-plane addition of
cyanide to ketene is, by all measures, an early one, in
agreement with Hammond’s postulate. The distance
between the nucleophilic and electrophilic carbons is
very long: 0.74 Å longer than in the perpendicular transi-
tion state, 1(ts-s-perp). Similarly, the fractional changes
in several geometric features which have occurred at the
ts, relative to the changes reached in the adducts, are
much less for in-plane attack than for perpendicular
attack (see Table 3).


Nucleophilic attack by isocyanide on ketene was also
investigated, that is, attack by the nitrogen atom of CN�


was examined. For in-plane attack the calculations con-
verged normally both for adduct formation, 1(ad-nc-ip),
and for the corresponding transition state, 1(ts-nc-ip). For
perpendicular attack the calculations converged at the
HF/6–311þG** level, but optimization at MP2 resulted
in expulsion of the nucleophile. The MP2//HF �H values
can considered only approximate; however, in-plane
attack is heavily favored.


The reactions of isocyanide with ketene are not as
exothermic as those using cyanide. The cyano in-plane
adduct is 18.2 kcal mol�1 more stable than the isocyano
in-plane adduct. However, the corresponding transition
states differ by only 0.9 kcal mol�1. A possible reason is
that the structure obtained for the isocyano ts is a later one
having a CN � � �C distance more than 0.5 Å shorter than in
the cyano case, thus having more bonding character. As
with attack by cyanide, the perpendicular geometry is
strongly disfavored when isocyanide attacks.


6-Methylene-2,4-cyclohexadienylidineketene
(6-MCDK)


Two adducts were calculated for the addition of cyanide
to 6-MCDK (2). Both are formed exothermically. As
shown in Table 2, the anti in-plane adduct, 2(ad-a-ip), is
more stable than the perpendicular adduct, 2(ad-perp), by
ca 20–21 kcal mol�1. The alternative in-plane adduct
with the cyano group syn to the methylene group did
not converge.


Bond length alternation within the six-membered ring
can be assessed from the average C—C lengths and the
average deviation from this mean. Because not all struc-
tures could be optimized at the MP2/6–31þG* level, we
used HF/6–31þG* geometries for this purpose. In the
substrate the bond lengths within the ring vary from 1.331
to 1.471 Å. The average is 1.425� 0.062 Å, indicating a
high degree of alternation. For the two adducts smaller
ranges, smaller average lengths, and smaller average
deviations are found. For the in-plane adduct the average
C—C distance is 1.419� 0.049 Å, whereas for the per-
pendicular adduct it is 1.408� 0.031 Å. The latter never-
theless is not fully aromatized; the C—C distances in
benzene at the HF/6–31þG* level are 1.388 Å.


Two transition states for the addition of cyanide to 2
were obtained, structures 2(ts-a-ip), the anti in-plane ts,
and 2(ts-perp), the perpendicular ts. Calculation of a syn
in-plane ts was not successful. As mentioned in Methods,
calculation of the perpendicular structure required im-
position of a constraint, and 2(ts-perp) is therefore not a
true transition state, but an approximation. It has two
imaginary frequencies, one associated with the attack of
cyanide and the other with rotation toward the in-plane
geometry. The in-plane ts is about 7 kcal mol�1 more
stable than the perpendicular ts.


Several geometric features show that the in-plane
transition state is an earlier one than the perpendicular
ts; see Table 4. The distance between the nucleophilic
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cyano carbon and the electrophilic ketene carbon in the
more exothermic in-plane reaction is greater, 2.627 Å,
than that for the perpendicular ts, 2.200 Å. The same
conclusion is drawn from the distortion of the C——C——O
angle at the ts: less for the in-plane structure. Some
reduction of bond length alternation within the ring has
already occurred in both transition states. Relative to
the change in average C—C length which has occurred in
the adducts, the reduction in average C—C length and the
average deviation from the mean of this length are less for
the in-plane than for the perpendicular ts, just as in the
adducts.


6-Oxo-2,4-cyclohexadienylidineketene (6-OCDK)


Three cyano adducts were found for ketene 3, the
6-oxoketene: two in-plane adducts, one of them with
the cyano group syn to the 6-oxo group, 3(ad-s-ip), and
the other anti, 3(ad-perp), plus a perpendicular form,
3(ad-perp). Adduct formation is highly exothermic in all
cases. Once again the ts structure found for perpendicular
attack could be calculated only by constraining the attack
angle to 90�. Once again, the structure found for the
adduct has one imaginary frequency (rotation toward the
in-plane geometry) whereas that for the transition state


has two, the rotational motion plus the nucleophilic
attack coordinate. Of the two in-plane adducts, the syn
conformer is the more stable by 3.6 kcal mol�1. This
adduct is more stable than the perpendicular adduct by
9.6 kcal mol�1, a smaller margin than for the 6-
methyleneketene.


Two transition states were obtained for attack of
cyanide on the 6-oxo ketene. Only an anti in-plane ts,
3(ts-a-ip), was calculated; the syn in-plane ts input
structure was not stable and converged to the anti
structure. This structure has a single imaginary fre-
quency, a very low frequency at �67 cm� 1 correspond-
ing to the addition reaction coordinate. The distance
between the cyano carbon and the ketene carbon is very
long, 2.64 Å, indicating a very early ts. The perpendicular
ts, 3(ts-perp), has two imaginary frequencies, one being
the reaction coordinate and the other torsion toward the
in-plane structure. The distance from the cyano carbon to
the ketene carbon is shorter at 2.36 Å. The perpendicular
ts is about 9 kcal mol�1 less stable than the in-plane ts, a


Table 4. Selected geometric features of 6-methylene-2,4-cyclohexadienylidineketene (2), 6-oxo-2,4-cyclohexadienylidineketene
(3), 4-oxo-2,5-cyclohexadienylidineketene (4), their cyanide adducts and the corresponding transition statesa


Compound d(C�—O) (Å) d(C�—C�) (Å) d (C—CN) (Å) d(C——X)b (Å) � (O—C�—C�), ( �)


2 6-MCDK 1.140 (1.179) 1.323 (1.342) NA 1.335 (1.361) 179.9 (178.8)
2(ad-a-ip) 1.222 (1.270) 1.406 (1.423) 1.512 (1.485) 1.352 (1.380) 129.9 (128.1)
(in-plane adduct, anti)
2(ad-perp) 1.190 (1.234) 1.481 (1.469) 1.512 (1.496) 1.371 (1.391) 128.6 (127.9)
(perpendicular adduct)
2(ts-a-ip) 1.136 1.351 2.627 1.345 159.4
(in-plane ts, anti)
2(ts-perp) 1.140 (1.176) 1.391 (1.365) 2.200 (2.556) 1.350 (1.367) 150.7 (160.9)
(perpendicular ts)
3 6-OCDK 1.127 (1.167) 1.341 (1.353) NA 1.208 (1.249) 179.3 (178.7)
3(ad-s-ip) 1.212 (1.254) 1.435 (1.440) 1.499 (1.486) 1.230 (1.270) 126.1 (126.1)
(in-plane adduct, syn)
3(ad-a-ip) 1.200 (1.245) 1.438 (1.441) 1.523 (1.507) 1.225 (1.265) 131.0 (129.9)
(in-plane adduct, anti)
3(ad-perp) 1.187 (1.232) 1.486 (1.475) 1.509 (1.493) 1.243 (1.281) 127.9 (126.8)
(perpendicular adduct)
3(ts-a-ip) 1.122 1.374 2.644 1.220 161.7
(in-plane ts, anti)
3(ts-perp) 1.125 1.397 2.362 1.224 156.4
(perpendicular ts)
4 4-OCDK 1.135 (1.174) 1.329 (1.348) NA 1.203 (1.249) 180.0 (180.0)
4(ad-ip) 1.213 (1.256) 1.416 (1.429) 1.509 (1.491) 1.227 (1.269) 128.8 (128.0)
(in-plane adduct)
4(ad-perp) 1.190 (1.235) 1.479 (1.469) 1.508 (1.493) 1.242 (1.279) 128.1 (127.2)
(perpendicular adduct)
4(ts-ip) 1.127 (1.167) 1.344 (1.362) 3.418 (3.196) 1.214 (1.259) 171.6 (168.0)
(in-plane ts)
4(ts-perp) 1.133 (1.173) 1.390 (1.387) 2.281 (2.313) 1.223 (1.264) 153.3 (154.9)
(perpendicular ts)


a Geometries were optimized at HF/6–31þG*; values in parentheses are those for optimization at MP2/6–31þG*.
b X is CH2 for ketene 2 and O for ketenes 3 and 4.
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value similar to the difference between the calculated
transition states for in-plane and perpendicular attack of
cyanide on the 6-methyleneketene.


As expected, the geometry changes are smaller in the
transition states than in the adducts. The 6-oxo C——O
bond has lengthened, more so in the perpendicular ts than
in the in-plane ts. Bond length alternation within the ring
is greater for the transition states than for the adducts, and
greater for the in-plane ts than for the perpendicular ts,
again as expected.


4-Oxo-2,5-cyclohexadienylidineketene (4-OCDK)


Although experimental kinetic data on nucleophilic addi-
tion to 4-OCDK (4) have not been reported, a set of
calculations was carried out for the nucleophilic addition
of cyanide to this 4-oxo ketene, the ‘para’ isomer of the 6-
oxoketene, 3. At the MP2/6–31þG* level the in-plane
adduct is more stable than the perpendicular adduct by
19.3 kcal mol�1.


In-plane adduct formation is calculated to be more
favorable for 4 than for 3 by 10 kcal mol�1. This is
because the 4-oxoketene is the less stable substrate (by
3.4 kcal mol�1) and because its adduct is the more stable
product (by 6.6 kcal mol�1). It is interesting that the 6-
oxoketene is more stable than its 4-oxo isomer in light of
the fact that 1,2-benzoquinone is calculated to be less
stable than 1,4-benzoquinone by 7.8 kcal mol�1, also at
MP2/6–31þG*. The superior stability of the 6-oxoketene
is attributable to an attractive electrostatic interaction
between the 6-oxo oxygen and C�, the carbonyl carbon
of the ketene moiety, an attraction sufficient to overcome
van der Waals repulsion between the two atoms. [The 6-
oxo oxygen and C� are 2.71 Å apart in the ketene and
2.68 Å apart in the in-plane adduct. Computed charges
(MP2/6–31þG*, NPA) are �0.59 for the oxygen and
þ 0.81 for C� in the ketene changing to �0.68 and
þ 0.25 in the adduct. The group charge on the cyano
moiety is � 0.10.] This interaction is, of course, absent in
the 4-oxoketene. In 1,2-benzoquinone the corresponding
interaction is a repulsive one between the two vicinal
oxygen atoms. Geometric parameters support this state-
ment. The distance and the intervening angles between
the oxygens in 1,2-benzoquinone are larger than those
between the 6-oxo oxygen and C� in the ketene. Most
striking is the distance between the ring carbons to which
the oxygens in the quinone are attached: 1.549 Å, unu-
sually long for a bond between two sp2 carbons. In the
ketene the corresponding C—C length is 1.481 Å. As for


the adducts, the 6-oxo in-plane isomer shows the 6-oxo
oxygen and C� to be well within their combined van der
Waals radii. This produces a repulsive interaction for
which there is an insufficient compensating electrostatic
attraction (see comment in square brackets above).


Perpendicular adduct formation is about as favorable
for the 4-oxoketene as for the 6-oxoketene, a conse-
quence of the fact that the 4-oxoketene and its perpendi-
cular adduct are both less stable than their 6-oxo
counterparts by similar amounts. The favorable electro-
static interaction between the 6-oxo oxygen and C�,
discussed above for the 6-oxoketene, also exists in its
perpendicular adduct.


Activation enthalpies for the addition of cyanide to
ketene 4 present a surprise. At the MP2/6–31þG* level
the difference in �Hz for in-plane versus perpendicular
attack is only 2.8 kcal mol�1, favoring in-plane attack. At
the MP2//HF level the difference has disappeared en-
tirely. These small differences are a consequence of a
greater activation enthalpy for in-plane attack and a
smaller activation enthalpy for perpendicular attack for
4 relative to 3. The result allows the possibility that for
this ketene, perpendicular addition might compete with
in-plane addition. A comparison between rates of nucleo-
philic addition to 4 (or 3,5-dimethyl-4) and the 2,6-
dimethyl analog could settle the issue.


Charge distribution and bond length
alternation in adducts of 2, 3 and 4


Adduct formation is more exothermic for the oxoketenes,
3 and 4, than for the 6-methylene ketene, 2. This is
especially the case for the perpendicular adducts (Table
2). The electron-withdrawing power of the oxo substitu-
ent is the key. The NPA charge on the exocyclic CH2


group is �0.080 in the in-plane adduct and �0.317 in the
perpendicular adduct for ketene 2. Ketenes 3 and 4 show
greater negative charge at the exocyclic oxygens in their
adducts: �0.67 for the in-plane adducts and �0.75 for the
perpendicular adducts. In contrast, the amount of nega-
tive charge borne by the ketenyl oxygen of the adducts
tends toward the opposite order: 6-methylene (in-
plane)> 4-oxo (in-plane)� 6-oxo (in-plane)> 6-methy-
lene (perpendicular)� 6-oxo (perpendicular)� 4-oxo
(perpendicular). The perpendicular adducts experience
more delocalization of charge through the ring and into
the exocyclic substituent than do the in-plane adducts.


The geometries are consistent with this picture. The
lengthening of the exocyclic——CH2 and——O bonds is
distinctly greater for the perpendicular adducts of each
ketene. Likewise, the perpendicular adducts have the
shortest and the most similar bond distances between
ring carbons indicating an increase in aromatic character.
The average C—C distances between ring carbons for
the adducts (HF/6–31þG* geometries) are 6-oxo
(perp)¼ 1.405� 0.024; 4-oxo (perp)¼ 1.406� 0.026;
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6-methylene (perp)¼ 1.408� 0.031; 4-oxo (in-plane)¼
1.412� 0.039; 6-oxo (in-plane)¼ 1.414� 0.039; and
6-methylene (in-plane)¼ 1.419� 0.049 Å. Of course, the
original ketenes have greater bond length alternation than
their adducts with average C—C lengths of 1.425� 0.062,
1.420� 0.083 and 1.423� 0.059 Å for 2, 3 and 4, respec-
tively. Hence all the evidence points to relatively greater
aromatization for the perpendicular adducts of these ke-
tenes, especially for 3 and 4, than for the in-plane adducts.
Even so, the in-plane products are favored in each case.


Although the degree of aromaticity attained by the
perpendicular adducts of 2, 3 and 4 is greater than for the
in-plane adducts, it is noteworthy that reduced bond
length alternation and some charge delocalization does
occur in the in-plane adducts also. In-plane attack gives
an enolate anion in which negative charge resides for-
mally on the enolate oxygen. This oxygen formally has
three lone pairs of valence electrons in orbitals at least
one of which has � symmetry and is parallel to the vicinal
C�


——C� � system, hence with that of the ring. The MO
thus produced is the HOMO-2 (with the remaining lone
pairs occupying the HOMO and HOMO-1). By this
interaction, conjugation with the ring and some back
donation of electron density into the substituent at C6
(or C4) can be achieved (see Fig. 1).


Not only the adducts of ketenes 2, 3 and 4, but also the
ketenes themselves may possess � systems with a mea-
sure of extra stability. This conclusion follows from a
comparison between nucleophilic addition of cyanide
anion to the 4-oxo carbonyl group of 4 and addition to
the ketenyl carbonyl group; see Eqn (3). Addition of a
nucleophile to the 4-oxo group disrupts the quinoid
structure of the reactant and is calculated as thermoneu-
tral at best—in contrast to the strongly exothermic
addition to the ketene function.


Bond length alternation in the transition
states for 2, 3 and 4


The transition states for formation of both the in-plane
and perpendicular adducts of ketenes 2, 3 and 4 are early,
especially the in-plane transition states. The HF/6–
31þG* distances between the nucleophilic cyano carbon
and the electrophilic ketenyl carbon in these cases range


from 2.63 to 3.42 Å. For the perpendicular transition
states these distances are shorter: 2.20 to 2.36 Å (see
Table 4). Progress toward adduct geometry can also be
inferred from the diminution of bond length alternation
within the ring which has occurred at the transition states
and the corresponding adducts, both relative to the
original ketene. In all cases greater reduction of bond
length alternation has occurred in the perpendicular
transition states than for the in-plane adducts, just as
expected from the nucleophile–electrophile distances
cited above. It is interesting that the percentage reduction
in the mean C—C bond lengths reached in the transition
states, and also the reduction in the average deviation
from that mean, is 50% or more except for the 4-oxo in-
plane ts. If reduced bond length alternation is taken as a
crude measure of an approach to aromaticity, one might
infer that development of whatever aromatic character is
possessed by the adducts is well along at the transition
states, particularly the perpendicular ones, even though
nucleophilic attachment is weak.


This point is of interest in view of Bernasconi et al.’s
recent conclusion that in proton transfer reactions in
which aromatic products are formed from non-aromatic
precursors, development of aromaticity at the ts outpaces
proton transfer.16 Bernasconi et al.’s conclusion was
based on experimental energetic considerations while
the present results rely solely on computed bond lengths.
While the agreement is intriguing, it cannot yet be
regarded as anything more. Better ketene substrates for
investigating this issue would be the cyclopentadienyli-
deneketenes17 in which the products of nucleophilic
attack are fully aromatic.


CONCLUSIONS


In-plane attack of nucleophilic cyanide on ketene is
strongly favored, both thermodynamically and kineti-
cally, over perpendicular attack. The in-plane adduct is
an enolate anion while the perpendicular adduct is a
pyramidalized carbanion with an attached, orthogonal
cyanocarbonyl group. The preference for in-plane attack
holds also for the cyclic, conjugated ketenes 6-MCDK, 6-
OCDK and 4-OCDK, despite an earlier prediction5 that
for the latter (and for the others by analogy) perpendi-
cular attack might be likely. Nevertheless, the in-plane
adducts of the cyclic, conjugated ketenes are not so
strongly favored as for ketene itself, and calculated
activation enthalpies indicate that perpendicular addition
to 4-OCDK might compete kinetically.


The thermodynamic preference for in-plane over per-
pendicular addition, ��HADD, decreases in the order
ketene>> 6-MCDK� 4-OCDK> 6-OCDK. Reductions
in C—C bond length alternation within the rings of the
cyclic, perpendicular adducts occur in the same order,
although the differences are not large. Hence there is
indication of partial aromatization of the six-membered


Figure 1. p-Orbital alignment allowing �-delocalization of
negative charge for in-plane attack of a nucleophile on
ketenes 2, 3 and 4
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rings, greater for perpendicular addition than for in-plane
addition of a nucleophile, and enhanced by the electron-
accepting oxo substituent. Increased delocalization of
negative charge (NPA) into the oxo group is also calcu-
lated for perpendicular attack in support of this argument.
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ABSTRACT: The physico-chemical relationship between living and non-living systems remains a question of intense
debate. This paper introduces the concept of dynamic kinetic stability as a means of incorporating living systems
within a conventional physico-chemical framework. Its essence, all replicating systems, both animate and inanimate,
represent elements of a replicator space. In contrast to the world of non-replicating systems (all inanimate), where
selection is fundamentally thermodynamic, selection within replicator space is effectively kinetic. Driven by
mutagenic autocatalysis selection in replicator space leads from kinetically less stable systems to kinetically more
stable systems. Our kinetic approach suggests that all living systems may be thought of as manifesting a kinetic state
of matter (as opposed to the traditional thermodynamic states), and allows the translation of key Darwinian concepts,
such as fitness and natural selection, into traditional physico-chemical terms that are applicable at the molecular level.
Copyright # 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


Although it is now universally agreed (at least amongst
scientists) that both biological and non-biological sys-
tems follow the same laws of chemistry and physics, the
striking physico-chemical pattern manifested in biologi-
cal systems, and the manner in which that pattern derives
from the laws of physics and chemistry, continue to be
debated. Hence although Darwinian natural selection
constituted the enormous intellectual leap that has domi-
nated the biological arena for the past 150 years, the need
to strengthen the link between that biologically oriented
idea and established physico-chemical concepts remains.


One long-standing approach that has been used to
address the problem has been a kinetic one.1,2 After all,
even the simplest living system is but a complex network
of chemical reactions, and many biological features such
as control and regulation seem to be governed by kinetic
rather than thermodynamic factors. Indeed, beginning
with Lotka’s pioneering work3 at the beginning of the
20th century, considerable effort has been dedicated to
providing a kinetic perspective on the emergence and
function of biological systems. Yet despite this effort, a
widely accepted conceptual framework, within which
the function and character of both biological and non-
biological systems can be readily accommodated, still
appears lacking. Dawkins has written: ‘Darwin’s


‘‘survival of the fittest’’ is really a special case of a
more general law of survival of the most stable.’4 But
what is meant by the term ‘most stable’? Certainly in a
thermodynamic sense living systems are actually un-
stable, having constantly to consume energy in order to
maintain their far-from-equilibrium state. What, then, is
the physico-chemical relationship between fitness, a
biological term, and stability, a physical term? In this
paper we wish to address this issue by building on the
established kinetic approach to living systems and to
introduce the concept of dynamic kinetic stability. Our
goal is to relate better the nature of chemical transforma-
tions in biological as opposed to non-biological systems.


DISCUSSION


As noted above, Dawkins alluded to a fundamental uni-
versal law that leads to the survival of the most stable. The
term ‘stable’ in non-scientific usage merely means that the
object in question is persistent—that it remains (rela-
tively) unchanged with time. However, within a physico-
chemical context, the term ‘stable’ has a more precise
meaning, normally referring to a thermodynamic stability,
although Dawkins certainly did not intend to imply that
living systems are thermodynamically stable. In fact, as
we well know, the reverse is true—living systems are
thermodynamically unstable, continually tapping into
some external energy source (chemical or photochemical)
in order to maintain the far-from-equilibrium state so
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essential to life. Living systems appear stable in some
non-thermodynamic sense, in that they maintain their
structural and functional integrity over extended periods
of time. How, then, can we classify the non-thermody-
namic stability associated with living systems within
physico-chemical orthodoxy? In order to do so, we now
extend the concept of kinetic stability and apply it to living
systems.


Static and dynamic kinetic stability


The term kinetic stability is an established one in chemi-
cal thinking and refers to a chemical system, often
thermodynamically unstable, whose free energy of acti-
vation is such that its rate of reaction into some relatively
stable thermodynamic product is slow. Thus a mixture of
hydrogen and oxygen at standard temperature and pres-
sure exemplifies a kinetically stable system in that the
thermodynamically favored transformation into water
does not take place at a measurable rate without some
form of activation. This form of kinetic stability, how-
ever, is a static one and we now extend the term to one
that is dynamic in nature, one that may be usefully
applied to living systems.


One key feature of living systems is their ability to
replicate. Indeed, a common view suggests that life began
with a replicating molecule5 leading to an RNA world,6


and that the kinetic power of replication is the driving
force for both evolution and emergence.2,7,8 We will
therefore attempt to understand the physico-chemical
pattern manifest in complex biological systems by using
as a model the much simpler pattern that can be estab-
lished by simple molecular replicators. The inherent
assumption here is that the kinetic patterns associated
with simple molecular replicators and living systems (i.e.
complex replicators) share key basic attributes.


All replicating systems, whether molecular or complex
assemblies, are necessarily autocatalytic. Thus in a gen-
eral autocatalytic reaction depicted by


Aþ Bþ C!X X þ Z ð1Þ


X might be a polynucleotide, A, B and C activated
nucleotides and Z pyrophosphate ion; or X could be a
pair of rabbits, A, B and C carrots, water, and oxygen, and
Z rabbit waste and carbon dioxide. However, replication,
like all autocatalytic processes, is unsustainable. A single
replicating molecule undergoing 79 acts of replication
generates a mole of material (279 � 6� 1023), and if that
mole were to undergo another 83 replication steps, it
would, in principle (given sufficient resources), generate
a mass about that of the Earth! Clearly, unchecked
replication must at some point run into the brick wall of
resource limitation.


One possible kinetic resolution of unsustainable auto-
catalytic replicator formation is the establishment of a


steady-state replicator population. This involves a pro-
cess whereby at some point in time the rate of replicator
formation on the one hand, and the rate of replicator
degradation on the other, are roughly in balance. Awidely
used kinetic formulation that has been employed over the
years to describe the net rate of accumulation of a
molecular replicator (for example, see Ref. 9), one whose
roots go back to Lotka’s pioneering work,3 is given by


dX=dt ¼ kMX � gX ð2Þ


where X is the replicator concentration, M is monomer
concentration and k and g are the rate constants for
replicator formation and decay, respectively. The key
feature of this equation (and others of its kind) is that
the replicator is undergoing competing processes of
formation (the kMX term) and decay (the gX term),
with a steady state being achieved if and when those
two rates are equal (i.e. when dX/dt¼ 0). Replicators
capable of maintaining a significant steady-state popula-
tion under a particular set of conditions could, by defini-
tion, be classified as kinetically stable in that a seemingly
permanent population of replicators is present, even
though the individual molecular identities of that system
are undergoing constant change.


This chemical example of replicator kinetic stability is
akin to the physical example of a large flowing river. A
river may be classified as a stable entity in the sense that it
persists over extended periods of time; however, that
stability is also kinetic rather than thermodynamic in
nature. A river’s appearance when it remains constant
over time reflects a physical steady state—the water that
constitutes the river is continually being replaced, with
the rate of water flow into the river from its sources
equaling the rate of flow out into the lake or sea.


Having extended the term kinetic stability to replicat-
ing systems, we can now take the concept a step further
by quantifying it. A simple measure of the dynamic
kinetic stability of a replicating system would be the
size of the equilibrium population of replicators that is
established. The larger that population, the greater is the
ability of that replicator to survive any perturbation of the
steady-state conditions which might lead to a reduction in
population number. Accordingly, the greater is its kinetic
stability. Thus a replicating system that (i) can only
maintain a small equilibrium population or (ii) one that
cannot maintain a steady-state population at all (owing to
its tendency to degrade more rapidly than it can replace
itself through replication) would be classified as kineti-
cally unstable. At some point in time its population
number may fall away to zero. On this basis, most
biological species that populate the Earth (although not
all) would be characterized as kinetically stable. Note
that the quantification of dynamic kinetic stability can
also be illustrated with our flowing river example. Thus,
large rivers would tend to be more stable than small
rivers. A rain-free period, for example, might lead to a
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small stream drying up, whereas a large river normally
flows independently of normal climatic changes.


Of course, kinetic stability (static or dynamic), in
contrast to thermodynamic stability, is not an intrinsic
function of the system alone but, as intimated earlier, is
also dependent on its surroundings. So whereas thermo-
dynamic stability is inherent, kinetic stability is circum-
stantial. A hydrogen–oxygen mixture in a glass container
is kinetically stable, although that same mixture in the
presence of a platinum catalyst becomes kinetically
unstable. Dynamic kinetic stability, as reflected in repli-
cating systems, follows the same pattern. A particular
bacterial population in a pool of water might be kineti-
cally stable, whereas that same population in a chlori-
nated pool would be unstable. Clearly, changes in
circumstance may dramatically affect the kinetic stability
of physical, chemical and biological, systems. So with
regard to this feature, kinetic stability and thermody-
namic stability are fundamentally distinct. Thermody-
namic stability, being a state function, is inherent to the
system itself, whereas kinetic stability is necessarily
dependent on factors extraneous to the system.


Transitions in replicator space


Let us now consider the process in which one replicator
mutates, by whatever mechanism, into a structurally
different replicator (for a recent review on molecular
replicators, see Ref. 10). Can we make some general-
izations regarding the preferred direction of the mutation
process? In Darwinian terminology, we say that muta-
tions that lead to increasingly fit replicators are favored
through natural selection, but can we consider this
process in chemical rather than biological terms? In order
to attempt this, let us consider molecular replicators,
where the mutation process is simpler and can be quanti-
fied to a degree.


Consider the mutation of some molecular replicator X1


into some other molecular replicator X2 (either through a
process of imperfect replication or as a result of some
secondary chemical process). We may then ask: what is
the kinetic outcome when these two molecular replicators
compete for the same molecular building blocks? Lifson7


has recently pointed out that the kinetic solution for two
molecular replicatorsX1 andX2 each following the kinetic
scheme of Eqn (2) [depicted in Eqns (3) and (4)]:


dX1=dt ¼ k1MX1 � g1X1 ð3Þ


dX2=dt ¼ k2MX2 � g2X2 ð4Þ


is one in which the steady-state concentration of one of
the replicators, say X1, tends toward a limiting concen-
tration:


X1 ¼ s=k1M ð5Þ


where s is the rate of supply of monomers M, while the
concentration of the second replicator drops to zero:


X2 ¼ 0 ð6Þ


In other words, two molecular replicators obeying the
kinetic scheme of Eqn (2) cannot co-exist; one of the
replicators (the one we would define as kinetically more
stable) drives the second replicator (the kinetically less
stable one) into extinction. [Formally, the case in which
both replicators are of precisely the same kinetic stability
(defined as k1/g1¼ k2/g2) would allow co-existence, but
this result is highly improbable and represents a special
case.7]


This kinetic result, if it were to apply to replicating
systems generally, would lead to some far-reaching con-
sequences. Let us consider all replicating entities as
elements of a replicator space. Any mutation, leading
to the conversion of one particular replicator into some
other replicator, would be considered a transition in
replicator space. Taking Eqn (2) as a kinetic model for
replicator formation and decay would mean that success-
ful transitions in replicator space would only be those that
lead to the formation of replicators of higher kinetic
stability. Should some mutation lead to the formation of a
kinetically less stable replicator, then, given the kinetic
result described above, it would simply decay and dis-
appear with time. Thus the transition between two con-
nected elements in replicator space would effectively take
place in just one direction: the direction based on kinetic
selection. Transitions leading to the formation of kineti-
cally more stable replicators would be selected for,
whereas transitions that lead to the formation of kineti-
cally less stable replicators would be selected against.


Of course, this all or nothing result described above for
molecular replicators derives from the kinetic formula-
tion we have employed [Eqns(2)–(4)] and a different
result could arise for different formulations. For example,
two competing oligonucleotide replicators that establish
a ‘predator–prey’ relationship (in that the shorter repli-
cator becomes raw material for the replication of the
longer one), could display different kinetic characteris-
tics, and might lead to an oscillating pattern rather than to
an all-or-nothing steady state.1 A further possible kinetic
outcome is one that leads to the co-existence of compet-
ing replicators.11 This was the observed experimental
result for enzyme-free oligonucleotide replication12 and
is explained by rate-limiting duplex dissociation which
changes the kinetic response and leads to parabolic
(rather than exponential) growth.13 Certainly for the
biological world of highly stable replicators, co-existence
is a clearly established fact. The enormous range of
widely varying species—eukaryotes, prokaryotes and
archae—that co-exist in a single biosphere is evidence
for that. Given these comments, it is clear, therefore,
that the kinetic model expressed by Eqn (2) is simplistic
and does not reflect biological reality. Nonetheless, we


314 A. PROSS AND V. KHODORKOVSKY


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 312–316







believe it does serve to illustrate our basic point—the
dynamic equilibrium that is established between different
replicators, whether molecular or complex, is inherently
fragile. The process of mutation necessarily leads to a
variation in replicator (kinetic) stability, and once a
number of replicating systems emerge, all competing
(directly or indirectly) for the same limited resources,
there will be a general tendency for kinetically more
stable replicators to displace kinetically less stable ones.
Thus the biological term less fit to more fit, when
translated into physico-chemical terminology, becomes
kinetically less stable to kinetically more stable.


Several general points can now be made. First, it is
apparent that our use of the term kinetic stability is
somewhat different to the conventional chemical one,
whereby a system is considered kinetically stable (of the
static kind) if it is separated from possible reaction
products by a large activation barrier. In the context of
replicating systems, kinetically stable systems (of the
dynamic kind) would include those replicators that can
maintain a large equilibrium population, i.e. those that
are characterized initially by either high rates of forma-
tion and/or low rates of decomposition. Second, the
kinetic stability of a replicator is unrelated to its thermo-
dynamic stability (in fact, kinetically stable replicators
are almost invariably thermodynamically unstable, as is
evident from the far-from-equilibrium state that living
systems always maintain). Third, just as a thermody-
namic force drives ‘regular’ chemical systems from
higher free energy states toward lower ones (�G< 0),
i.e. from thermodynamically less stable to thermodyna-
mically more stable, in the parallel world of kinetically
driven replication, the kinetic power of mutagenic auto-
catalysis would tend to drive modular replicators from
ones that are kinetically less stable to ones that are
kinetically more stable. Our general point, therefore, is
that there is a basic similarity in the pattern of chemical
behavior observed in the two parallel chemical worlds of
kinetic and thermodynamic selection—in each of these
worlds chemical systems are driven from less stable to
more stable.


One further point regarding the differences between
kinetic and thermodynamic selection needs to be noted.
Whereas transitions in regular chemical space (thermo-
dynamic selection) are convergent in character, those in
replicator space (kinetic selection) are divergent. For
example, in regular chemical space all hydrocarbon–
oxygen mixtures are driven toward the same thermody-
namic sink, carbon dioxide and water. In replicator space,
however, transitions leading to increased kinetic stability
are not directed towards any particular target system of
maximal kinetic stability. As noted earlier, kinetic stabi-
lity, in contrast to thermodynamic stability, is not a state
function. Accordingly, the process of kinetic selection
leads to the divergent exploration of replicator space
utilizing all available degrees of freedom—material,
spatial, even temporal—in a process in which an


ever-increasing number of kinetically stable replicators
are generated through kinetic selection. Biological evolu-
tion is just the more common term for this divergent
process of kinetic selection.


Finally, we suggest that the above concept of dynamic
kinetic stability may help provide a physico-chemical
bridge between animate and inanimate systems. On the
one hand, all living systems follow the same laws of
physics and chemistry that non-living systems follow, yet
the physico-chemical pattern associated with living sys-
tems is uniquely distinct—a pattern that involves highly
complex reaction networks with elaborate control and
feedback mechanisms, maintained in a far-from-
equilibrium state through some energy harvesting me-
chanism. Our point is that although both kinetic and
thermodynamic factors play a role in all chemical sys-
tems, animate and inanimate, the relative importance of
these two factors appears to invert in these two distinctly
different worlds. Within the inanimate world, chemical
transformations are primarily controlled by thermody-
namic factors, whereas within the replicative world,
owing to the enormous kinetic power of replication,8


transitions are effectively controlled by kinetic factors,
although, of course, each and every transition within
replicator space fully obeys the laws of thermodynamics
and, specifically, the second law. In the replicative world,
mutagenic transformations supported by kinetic selection
led to an evolutionary process and the emergence of
energy-harvesting systems (chemical, photochemical),
which in turn opened up the feasibility of a range
of thermodynamically unconstrained structural and
dynamic pathways. The result was complex, kinetically
stable, thermodynamically unstable replicators. The im-
plication we might draw from the above argument is that
the physico-chemical aggregate represented by any living
system may be classified as a kinetic state of matter, as
opposed to the traditional thermodynamic states, solid,
liquid, gas, with which we are all familiar. Simply put,
matter under appropriate conditions can complexify into
kinetic and not just thermodynamic states.


In closing, we would suggest that the above simple
conceptual framework for relating living and non-living
systems may have relevance to a number of current
biological questions. Let us consider two examples. First,
it may impact on the long-simmering origin of life
question by redirecting the focus of that study from the
highly problematic historic questions on which that
research tends to dwell, questions such as where life
began, what the conditions were on the prebiotic Earth
and what the early replicative systems from which life
evolved were, to the more fundamental ahistoric question
of what physico-chemical principles led to the process of
biological complexification and the emergence of life on
Earth.14 Second, it seems to us that the concepts of
dynamic kinetic stability and the existence of kinetic
states may provide a basis for explaining several of the
unique properties of living systems—their extraordinary
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degree of complexification, their far-from-equilibrium
character and, in particular, their so-called purposeful
structure and behavior. Further work along these lines is
currently in progress.
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ABSTRACT: The effect of solvent composition in aqueous ethanol, trifluoroethanol and hexafluoropropan-2-ol on the
rate constant and activation parameters for the uncatalysed hydrolysis of 2-(p-nitrophenoxy)tetrahydropyran (1) was
investigated, and the m(YOTs) value is 0.60. This appreciable but less than maximal value is in accordance with an SN1
mechanism with rate-limiting ionization. The �-deuterium secondary kinetic isotope effect (�-kie) for the
uncatalysed hydrolysis of 1 is 1.17 in water (46 �C), 1.15 in aqueous trifluoroethanol (50% mole fraction, 70.6 �C)
and 1.13 in aqueous ethanol (50% mole fraction, 70.6 �C). These values correspond to about 1.19 at 25 �C, which is
characteristic of rate-limiting ionization in an SN1 reaction and appreciably higher than values for enzyme-catalysed
glycolysis. The �-kie is smaller under aqueous acidic conditions (1.07, 0.1 mol dm�3 hydrochloric acid, 20.2 �C)
when 1 hydrolyses with acid catalysis. The previously reported �-kie for the hydrolysis of 1 in buffered aqueous
dioxan (1.063, 25 �C) is now seen to correspond to acid-catalysed hydrolysis. These new results for 1 indicate that
transition structures in enzyme-catalysed glycolyses with �-kie values of less than about 1.15 at 25 �C involve a lower
degree of carbenium ion character than has hitherto been assumed. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: solvolysis; carbenium ion; oxocarbenium ion; SN1; �-deuterium kinetic isotope effect; solvent effect;


Winstein–Grunwald equation; acetal hydrolysis; glycoside hydrolysis


INTRODUCTION


It is well known that simple hemiacetals are unstable in
aqueous solution, whereas many furanose and pyranose
hemiacetals formed by intramolecular cyclisation of
carbohydrates are isolable compounds. Correspondingly,
simple acetals, although stable in neutral or basic aqueous
solution, are unstable in aqueous acids, whereas acetals
derived from carbohydrates, i.e. glycosides, are generally
relatively unreactive towards hydrolysis under all pH
conditions, and are easily hydrolysed only with enzymic
catalysis, which may occur with retention or inversion of
configuration at the anomeric carbon. Over the years,
there have been many investigations using naturally
occurring carbohydrate and model substrates into how


enzymes bring about this dramatic catalysis.1 Central
amongst model substrates which undergo uncatalysed
hydrolysis is 2-(p-nitrophenoxy)tetrahydropyran (1)
with its structural simplicity and a pH-independent reac-
tion over a wide pH range; it has a good nucleofuge and
none of the severely deactivating hydroxy groups in the
electrofuge so characteristic of carbohydrate-derived
substrates.2,3 In non-acidic aqueous solution, 1 is gener-
ally believed to undergo initial heterolysis with separa-
tion of the 4-nitrophenoxide anion via transition structure
2 to give the oxocarbenium ion intermediate 3, which
undergoes subsequent nucleophilic capture by water.
Under acidic conditions, 1 shows general acid catalysis,
in contrast to the specific acid catalysis which is normally
observed for acetals and ketals.2–4 Substituent effects in
the nucleofuge,5 medium effects,6 solute effects7 and
electronic and steric effects in the electrofuge of 1 and
related acetals have been reported.8 Craze and Kirby
demonstrated that the uncatalysed hydrolysis of acetals
is characterized by high sensitivity to the base strength of
the nucleofuge, and proposed that C—O cleavage is
more likely to be rate limiting than diffusional separation
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of the ion pair on the grounds that relatively stable
carbenium ions do not usually undergo internal return.9


Organic co-solvents, in particular acetonitrile, dimethyl
sulfoxide and 1,4-dioxane, have a rate retarding effect on
the hydrolysis of 1,6 in line with expectation for an SN1
reaction in water, and the aqueous solvent deuterium
kinetic isotope effect has been interpreted as indicating a
degree of solvent participation in the transition state.2


However, whilst solvent participation in nucleophilic
solvolytic substitution reactions is usually nucleophilic,
Fife and Jao2 proposed that water facilitates departure of
the nucleofuge from 1 by hydrogen bonding, i.e. electro-
philic participation. Also, although it is generally agreed
that 1 undergoes hydrolysis by an SN1 mechanism, few
authors have considered it within the extended ion pair
range of SN1 possibilities recognized since the work of
Winstein, subsequently refined by Shiner and others.10,11


The �-deuterium secondary kinetic isotope effect (�-
kie) has been widely used as a criterion of mechanism,12


especially in attempts to characterize solvolytic reactions
of secondary alkyl arenesulfonates.13,14 The technique
has also been used to investigate mechanisms of hydro-
lysis of acetals catalysed by enzymes such as lyso-
zyme.1,15 When the �-kie of an SN1 reaction of a
simple secondary alkyl substrate with a nucleofuge
bonded through oxygen was believed to be in the region
of 1.15 at 25 �C, values in the range ca 1.05–1.1 for
enzyme-catalysed hydrolyses of glycosides were inter-
preted as indicating an appreciable degree of carbocation
character in the transition state for formation of an
oxocarbenium ion intermediate in the enzyme-catalysed
reaction.16 However, �-kie values of up to ca 1.19 (25 �C)
are now known for SN1 reactions that involve rate-limit-
ing ionization of an oxygen bonded nucleofuge from a
simple secondary alkyl residue.17 Even higher values of
ca 1.23 (25 �C) are observed in cases of rate-limiting
separation of the initially formed intimate ion pair into a
solvent-separated ion pair, for example when using
highly ionizing, weakly nucleophilic solvents.14,17 In
this latter type of SN1 mechanism, the trigonal carboca-
tion is fully formed in the transition state and the �-kie
attains its maximal value,12–14 whatever that might be [an
exceptionally high �-kie of 1.33 has recently been
reported for solvolysis of (Z)-5-trimethylstannyl-2-ada-
mantyl brosylate in 97% (w/w) aqueous trifluoroethanol
at 25 �C,18 which involves an unusally substituted non-
planar carbenium ion intermediate]. On the other hand, if
ionization is rate limiting, vestigial bonding between the
�-carbon and the oxygen of the departing nucleofuge
remains in the transition structure, and a lower �-kie
value is obtained according to the position of the transi-
tion structure within the reaction coordinate for bond
heterolysis. Neighbouring group participation, either by
lone pair donation from a heteroatom19 or non-classical
delocalization of �-C—C electron density in the transi-
tion state,20 also reduces the �-kie. When the substitution
is bimolecular, however, the �-kie values are much closer


to unity or even slightly less.12 It follows that a
value as low as ca 1.15 in a solvolytic reaction of a
secondary alkyl substrate with an oxygen-bonded nucleo-
fuge corresponds to an exceptionally early transition state
in a rate-determining ionization, or appreciable nucleo-
philic assistance to ionization, or parallel unimolecular
and bimolecular mechanisms. Consequently, if the sol-
volysis of simple secondary alkyl arenesulfonates is a
proper model for the enzyme-catalysed hydrolysis of
glycosides, results currently regarded as the upper limit
for an SN1 mechanism (ca 1.23 with full development of
the carbenium ion centre in the transition state) require a
reassessment of what now must be seen as rather low �-
kie values for enzyme-catalysed hydrolysis of glycosides
and related reactions.


There have been relatively few �-kie results for the
non-enzyme-catalysed hydrolysis of simple acetals
which could act as proper models for enzyme catalysed
reactions,21,22 and some appreciable values have been
reported for unambiguously bimolecular substitution re-
actions on acetals.23,24 These have been ascribed to SN2
mechanisms with only weakly bonded nucleophile and
nucleofuge in the transition structure, i.e. the central
carbon bears an appreciable positive charge, or to reac-
tions with polarizable groups which bond through ele-
ments other than oxygen, e.g. when using iodide as a
nucleophile. An early result by Bull et al. of kH/kD¼
1.063 (buffered aqueous dioxane, 25 �C) for 1 was
surprisingly low in view of even the early results men-
tioned above for secondary alkyl arenesulfonates.22 This
could have been evidence that the latter are not in fact
good models for acetals, and that the endocyclic oxygen
in an acetal somehow leads to an attenuated �-kie. For
example, the lone pair donated by the endocyclic oxygen
of the electrofuge in the ionization of 1 could exert the
same sort of depressing effect on the �-kie as neighbour-
ing group participation does in the solvolysis of (non-
simple) secondary alkyl arenesulfonates.19,20 If this is so,
the basis for earlier interpretations of results for enzyme-
catalysed glycolyses is totally undermined. Clearly, the
result for 1 by Bull et al.22 needed corroboration and the
upper limit for the �-kie of an acetal undergoing hydro-
lysis by an SN1 mechanism with rate-limiting ionization
is needed. Furthermore, the possibility that acetals with
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particular structural features may undergo SN1 hydrolysis
by rate-limiting ion pair separation, as is the case for
some secondary alkyl arenesulfonates in highly ionizing
media,14 needs to be explored.


RESULTS


A preliminary account of some of this work has already
appeared.25


Compound 1a was prepared by a modification of a
literature method;2,26 it was established that pyridinium
p-toluenesulfonate (tosylate) is a more effective catalyst
than either 2,4-dinitrophenol or benzilic acid, and leads to
more reproducible results than p-toluenesulfonic acid;
dichloromethane proved to be the most effective solvent.
Its rate of hydrolysis in water, aqueous ethanol, aqueous
trifluoroethanol and aqueous hexafluoropropan-2-ol, with
and without added hydroxide, was investigated UV
spectrophotometrically by an established method,17,27


and it was confirmed that the reaction is not base
catalysed. Rate constants and activation parameters for
reactions under various conditions are shown in Tables 1
and 2 and are in accord with results of previous investiga-
tions using narrower ranges of non-hydroxylic solvents.6


The isotopically labelled material (1b) was prepared
from deuterated dihydropyran, which had been made by a
literature method28 and shown to be virtually fully


deuterated at position 2 by 1H NMR analysis (no signal
at �H �6.4). In respects other than 1H NMR spectroscopy
(there was a barely detectable signal at �H 5.7–5.8), the
deuterated product (1b) was identical with the unlabelled
material. Integration of the NMR spectrum obtained by
repeated scans indicated deuterium incorporation to be
> 99% at C-2. The �-kie was measured in slightly
alkaline aqueous solution and as a function of the pH in
buffered and unbuffered water with no significant con-
centration of any organic co-solvent, and the results are
shown in Table 3. Clearly, the �-kie is �1.17 at 46 �C in
water under all conditions that do not allow acid cata-
lysis, but in solutions of pH < ca 3, the �-kie decreases
and corresponds to the earlier value reported by Bull
et al.22 Results for aqueous ethanol and aqueous trifluor-
oethanol are also included in Table 3 and are seen to be
very similar to those in non-acidic water once the
temperature and lower precision are taken into account.


DISCUSSION


Solvent effect


As expected,29 increasing proportions of co-solvents
retard the rate of hydrolysis of 1 in water, and effects
are illustrated in Figs 1 and 2. The effect of ethanol in
Fig. 1 is similar to the effects of 1,4-dioxane, acetonitrile


Table 1. Rate constants at 25 �C and activation parameters for the hydrolysis of 2-(p-nitrophenoxy)tetrahydropyran (1) in
aqueous ethanola


EtOH (vol. %) Mole fraction EtOH Temperature range ( �C) 107 k25 (s�1) �Hz (kJ mol�1) �Sz (J K�1 mol�1)


0 0.00 35–64 403 100 6
5 0.016 27–61 376 99 2
40 0.17 52–74 34.2 101 �9
52.0 (wt%) 0.298 44–75 9.27 99 �28
71.9 (wt%) 0.50 65–81 2.42 99 �39
82.2 (wt%) 0.643 60–82 0.950 100 �43
93 0.803 64–83 0.64b 97 �58
96.6 (wt%) 0.92 71–84 0.09c — —


a Reactions were usually 5� 10�3 mol dm�3 in NaOH to allow UV monitoring of the formation of 4-nitrophenoxide at ca 405 nm. Estimated errors: ca 20% in
k25, � 5 kJ mol�1 in �Hz, � 8 J K�1 mol�1 in �Sz.
b Estimated errors: ca 100% in k25, � 8 kJ mol�1 in �Hz, � 15 J K�1 mol�1 in �Sz.
c Approximate result.


Table 2. Rate constants at 25 �C and activation parameters for the hydrolysis of 2-(p-nitrophenoxy)tetrahydropyran (1) in
aqueous trifluoroethanola


TFE (vol. %) Mole fraction TFE Temperature range ( �C) 107 k25 (s�1) �Hz (kJ mol�1) �Sz (J K�1 mol�1)


0.00 0.000 35–64 403 100 6
15.9 (wt%) 0.033 28–61 214 97 �12
50 0.200 46–74 12.2 102 �15
84.7 (wt%) 0.500 49–79 6.14 100 �29
97 (wt%) 0.853 51–81 4.84 98 �38
40% HFIPb 0.102 36–75 18.7 98 �26


a Reactions were usually 5� 10�3 mol dm�3 in NaOH to allow UV monitoring of the formation of 4-nitrophenoxide at ca 405 nm. Estimated errors: ca 20% in
k25, � 5 kJ mol�1 in �Hz, � 8 J K�1 mol�1 in �Sz.
b Results for aqueous hexafluoropropan-2-ol; estimated errors: ca 50% in k25, � 10 kJ mol�1 in �Hz, � 15 J K�1 mol�1 in �Sz.
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and dimethyl sulfoxide reported earlier by Haak and
Engberts,6 except that the wider range of solvent compo-
sition now shows the plot of ln [k25 (s�1)] against mole
fraction of ethanol to be slightly curved. This is more
evident with the more acidic trifluoroethanol (TFE) and


hexafluoropropan-2-ol (HFIP) as seen in Fig. 2. Interest-
ingly, the limiting value at ever higher concentrations of
these more acidic, less nucleophilic solvents corresponds
to a faster reaction than in ethanol. This is as expected if
the solvent effect is mainly due to its dielectric properties
or to electrophilic rather than nucleophilic participation
in the transition structure. However, a small measure of
nucleophilic assistance in the transition state may be
indicated by the ratio of �6 in the rate constants in
40% aqueous ethanol and 85% aqueous trifluoroethanol
(approximately the same YOTs values,29 but very different
nucleophilicities).


The effect of the polarity or ionizing power of a
medium on the rate of solvolysis of a compound may
be quantified using the Winstein–Grunwald equation30


(or an extended31 or modified32 version). The gradient of
a log(kcompound) versus log(kstandard) correlation close to
unity means that the solvent effect for the solvolysis of
the compound in question is the same as for the standard
compound, and this is usually interpreted as evidence for
closely similar mechanisms. The original standard com-
pound, tert-butyl chloride, led to Y values of solvents
being measures of their polarity or ionizing power, but 2-
adamantyl tosylate is now regarded as more appropriate
for substrates with oxygen-bonded nucleofuges, and YOTs


values for solvents are now in more common use.33 An
m-value, the gradient of the plot of log[k (s�1)] against
YOTs, approaching unity indicates an SN1 mechanism
closely similar to that of solvolysis of 2-adamantyl
tosylate; an m-value lower than unity was initially inter-
preted as indicating that the reaction involves a low
degree of charge separation in the transition structure
(assuming there are other reasons for believing that the
reaction is still SN1), or that the mechanism is not SN1 at
all. More recent results, however, have shown that un-
ambiguously SN1 reactions may, for particular reasons,
have relatively low m-values. The m-value for 2-adaman-
tyl azoxytosylate (4), for example, which unquestionably
undergoes SN1 solvolysis with rate-limiting concerted


Table 3. �-Deuterium secondary kinetic isotope effects on hydrolysis of 2-(p-nitrophenoxy)tetrahydropyran (1)a


pH Medium Temperature ( �C) 104 kH (s�1) kH/kD


13.2 1 M NaOH 46.1 6.32 1.17
12.7 0.1 M NaOH 46.2 5.61 1.16
10.7 Unbuffered NaOHb 46.2 5.39 1.18
7.2 0.1 M Tris buffer 46.1 5.35 1.17
4.5 0.1 M acetate buffer 46.1 6.73 1.17
3.0 0.1 M chloroacetate buffer 46.1 14.2 1.11
1.0 0.1 M HCl 20.2c 6.50 1.07
— EtOH–H2O, mole fraction 1:1b,d 70.6 0.545 1.13
— TFE–H2O, mole fraction 1:1b,d 70.6 1.20 1.15


a Rates of reactions of protium and deuterium compounds were measured simultaneously in different cells of the same thermostatted cell block of a UV
spectrophotometer, and all results shown are averages of at least three determinations. Estimated errors: ca 5% in kH and � 0.01 in the kH/kD rate ratios. A small
increase in absorbance at 347 nm was monitored for the reactions at pH 1.0, 3.0 and 4.5; for all the other reactions, a much larger increase in absorbance at
405 nm due to 4-nitrophenolate was monitored.
b 10 ml of 1 mol dm�3 aqueous NaOH were added to ca 2.5 cm3 of the reaction mixture in the UV cell.
c This reaction was too fast to follow by our technique at 46 �C.
d Estimated errors: ca 20% in kH and � 0.02 in the kH/kD rate ratios.


Figure 1. Graph of ln [k (s�1)] against mole fraction of
ethanol for the hydrolysis of 2-(p-nitrophenoxy)tetrahydro-
pyran (1) in aqueous ethanol, 25 �C


Figure 2. Graph of ln [k (s�1)] against mole fraction of co-
solvent for the hydrolysis of 2-(p-nitrophenoxy)tetrahydro-
pyran (1) in aqueous trifluoroethanol (^) and hexafluoro-
propan-2-ol (*), 25 �C
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heterolytic fragmentation,34 is only 0.46.35 Figure 3
shows the slightly curved plot for reactions of 1 in
aqueous ethanol with an average m-value of 0.60
(R> 0.99). This less than maximal value is very similar
to the result for SN1 solvolysis of 1-adamantyl picrate
(m¼ 0.57 in aqueous ethanol mixtures), a compound with
a nucleofuge more akin to that in 1 than arenesulfonates
are;36 it is within the range expected for an SN1 reaction
of 1 with ionization rather than ion pair separation being
rate limiting.


Activation parameters


Enthalpies of activation (Tables 1 and 2) are uniformly
high, and the decrease in reactivity with increasing
proportions of organic co-solvent is entirely due to
changes in the entropy of activation. In pure water,
formation of a more polar transition structure from a
neutral substrate disrupts the structure of water itself, and
the favourable entropy change associated with this and
the bond-loosening in the substrate itself are not com-
pletely cancelled out by the loss of entropy due to
enhanced solvation of the transition structure.37 Conse-
quently, SN1 reactions of neutral substrates in pure water
usually have modestly positive �Sz values, and 1 is no
exception. Commonly, the same reactions in non-aqueous
or mixed solvents have �Sz values closer to zero as the
opposing contributions to �Sz more closely cancel each
other out; the overall �Sz may even be slightly negative.
In the present results, �Sz becomes increasingly negative
as the proportion of co-solvent increases and the reac-
tion becomes slower. This is wholly in accord with a
reaction involving rate-limiting ionization and, as the
reaction becomes slower, the transition structure (2)
becomes increasingly like that of the incipient intermedi-
ate (the ion pair), i.e. more polar and hence more strongly
solvated. Clearly, the increasing enthalpy cost of sub-
strate ionization, as the proportion of co-solvent in-
creases, remains balanced by the increasingly
favourable enthalpy of transition state solvation.


a-Deuterium secondary kinetic isotope effect


The �-kie of 1.17 at 46 �C for the uncatalyzed hydrolysis
of 1, which corresponds to ca 1.19 at 25 �C, is virtually
the same as values found for solvolysis of secondary alkyl
arenesulfonates which react by rate-limiting ionization.17


It appears, therefore, that the mechanism by which the
adjacent endocyclic oxygen of 1 facilitates the departure
of the nucleofuge and stabilizes the carbenium ion inter-
mediate does not noticeably depress the �-kie. Even
taking into account the slightly different conditions, this
�-kie result for 1 is significantly larger than the value
reported earlier by Bull et al. (1.063, aqueous dioxane,
25 �C).22 Although the earlier reaction conditions were
not explicitly described, the buffered reaction will have
been mildly acidic, and it is known that 1 is susceptible to
acid catalysis at low pH. The present results in Table 3
now show that the acid-catalysed reaction of 1 has an
appreciably lower �-kie than the uncatalysed reaction,
which almost certainly accounts for the earlier low result.
We ascribe this depressed �-kie to an appreciably earlier
transition state in the rate-limiting heterolysis due to the
much better nucleofuge (4-nitrophenolate hydrogen-
bonded to a hydronium ion) rather than to nucleophilic
assistance. This corresponds to an unusual sensitivity of
the �-kie to the effectiveness of the leaving group bonded
through a common element, but is in accord with the
previously reported sensitivity of the reaction to the base
strength of the nucleofuge.9 Moreover, if the similarity in
the isotope effects for uncatalysed hydrolysis of 1 and
solvolysis of simple secondary alkyl arenesulfonates
indicates a similar extent of C—O bond cleavage in the
respective transition structures, the facilitation provided
by participation of a lone pair on the endocyclic oxygen
of the acetal must be compensating for the very consider-
able difference in leaving group abilities of arenesulfo-
nate and 4-nitrophenoxide (as reflected by the pKa values
of their conjugate acids).


Conclusions and relevance to
enzyme-catalysed glycolysis


A value approaching ca 1.15 for an enzyme-catalysed
glycolysis was previously taken to imply a late transition
state on the way to an sp2-hybridized oxocarbenium ion
intermediate.16 The principal basis for this inference was
that solvolyses of simple secondary alkyl arenesulfonates
had �-kie values of ca 1.15 and were believed to involve
rate-determining formation of sp2-hybridized carbenium
ion intermediates in SN1 reactions.12,13 Subsequent con-
siderations by Jencks and others of the putative oxocar-
benium ion intermediates in glycolysis reactions
indicated lifetimes in aqueous solution short compared
with times of molecular vibrations,1,24,38 i.e. oxocarbe-
nium ions derived from typical carbohydrates are prob-
ably too unstable to exist in aqueous media. Hence,


Figure 3. Graph of log [k (s�1)] against YOTs for the hydro-
lysis of 2-(p-nitrophenoxy)tetrahydropyran (1) in aqueous
ethanol, 25 �C
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although the evidence for intermediates in enzyme-
catalysed glycolyses appears convincing,1,39 these are
clearly not free oxocarbenium ions. However, arguments
against oxocarbenium ion intermediates based on an
overall �-kie being normal rather than inverse are in-
valid.40 It never can be appreciably inverse when the
reaction centre in the initial state to which the kinetics
measurements relate is saturated (sp3), and could be only
slightly inverse in the event of a rate-determining SN2
step with a tight transition structure,12 i.e. asynchronous
in the associative sense. The current consensus is that the
intermediates are covalently bonded glycosyl enzymes,1


i.e. reactant, product and intermediate in enzyme-cata-
lysed glycolysis have fully covalent sp3-hybridized car-
bon at the anomeric centre, and either their formation or
subsequent hydrolysis may be rate limiting. In the light of
these considerations, and �-kie values greater than unity
for bimolecular substitution reactions on simple acet-
als,23,24 enzymatic glycolysis �-kie results were re-inter-
preted in terms of a bimolecular rate-limiting trigonal-
bipyramidal transition structure with the central anomeric
carbon only weakly bonded apically to both nucleofuge
and nucleophile, and bearing an appreciable degree of
positive charge. This was sometimes referred to as an SN1-
like SN2 reaction with an open or exploded transition
structure, i.e. a concerted mechanism which is appreciably
asynchronous in the dissociative sense, regardless of
whether it is the step for the intermediate’s formation or
its hydrolysis. It follows that the overall �-kie value for
glycolysis sheds little light on whether the formation of the
intermediate or its subsequent hydrolysis is rate limiting.


However, subsequent results have established that the
�-kie associated with rate-limiting ionization of a simple
secondary alkyl arenesulfonate can be as high as 1.19
(25 �C).17 Moreover, the present results establish beyond
doubt the close numerical similarity between the �-kie
for solvolysis of simple secondary alkyl arenesulfonates
and the uncatalysed hydrolysis of 1 (1.17 in water at
46 �C, corresponding to ca 1.19 at 25 �C) when initial
heterolysis is rate limiting in both cases. The latter is
obviously the more appropriate comparator for the hy-
drolysis of acetals. Values for enzyme-catalysed glyco-
lyses (up to �1.15), therefore, are a smaller proportion of
the maximum for acetal hydrolysis (at least 1.19) and
consequently the degree of positive charge on the anome-
ric carbon in the transition structure must be less than was
earlier believed. It remains to identify conditions under
which 1 or an analogue reacts with rate-limiting ion pair
separation and to determine the �-kie for that process. A
reasonable interim assumption is that it will be very
similar to that for the corresponding solvolytic mechan-
ism of simple secondary alkyl arenesulfonates, ca 1.23 at
25 �C. This reduces further the estimated degree of
carbenium ion character at the anomeric carbon in the
rate-limiting transition structure of an enzyme-catalysed
glycolysis, and hence the degree to which the mechanism
of that step may be described as SN1-like.


EXPERIMENTAL


The preparation of 2-(p-nitrophenoxy)tetrahydropyran
(1a) was based on literature methods2,26 but using pyr-
idinium tosylate as catalyst and dry dichloromethane as
solvent. The reaction was worked up in the usual way to
give a quantitative yield of an oil which subsequently
crystallized; m.p. (recryst. petroleum spirit, b.p. 30–
40 �C) 57–58 �C (lit.2 59–60 �C); �H 8.20 (d) and 7.15
(d) (4H, arom), 5.75 (m, 1H), 3.6–3.9 (m, 2H), 1.6–1.8
(m, 4H), 1.8–2.1 (m, 2H); �C: 162.2 (C-10), 142.0 (C-40),
125.8 (C-30,50), 116.3 (C-20,60), 96.4 (C-2), 62.1 (C-6),
30.0 (C-3), 25.0 (C-4), 18.3 (C-5).


�-Deuteration of 2,3-dihydropyran. tert-Butyllithium
(12 cm3, 1.1 mol dm�3 in pentane, 15 mmol) was added
dropwise to a mixture of THF (0.8 cm3) and 2,3-dihy-
dropyran (1 cm3, 11 mmol) at �78 �C. The reaction
mixture was allowed to warm to room temperature and
then cooled again to �78 �C, whereupon deuterium oxide
(99.9% 2H2O, 1 cm3) was added. The reaction mixture
was again warmed to room temperature; absence of a
signal in the region �H 6.3–6.5 in the 1H NMR spectrum
of the organic phase indicated complete deuteration.


2-Deutero-2-(p-nitrophenoxy)tetrahydropyran (1b). In
another preparation of �-deuterated 2,3-dihydropyran,
anhydrous calcium chloride was added to the 2H2O-
quenched reaction mixture to aid phase separation, the
organic phase was removed by Pasteur pipette and the
deuterated aqueous phase was extracted with dry dichlor-
omethane (2� 4 cm3). The combined organic phase was
dried by percolation through a plug of MgSO4 plus
Na2CO3 contained by cotton-wool in a Pasteur pipette.
4-Nitrophenol (1.53 g, 11 mmol) and a few crystals of
pyridinium tosylate were added to the dried organic
solution and the reaction mixture was stirred for 9 days
at room temperature with monitoring by TLC. After the
usual workup, the title compound was obtained in 15%
yield; 1H NMR analysis showed only an extremely weak
signal in the region �H 5.5–5.8, indicating virtually
complete deuteriation.


Kinetics. Water used for solvolytic studies was glass
distilled and ethanol was dried by fractional distillation
from magnesium ethoxide; solvents for kinetics were
prepared by mixing accurately measured volumes or
weights of components. Reactions were initiated by
addition of up to 10ml of a stock solution of the substrate
in a non-reactive solvent, e.g. diethyl ether or ethanol.
Our UV-based kinetic method has already been de-
scribed,27 and reactions were normally monitored for at
least 2–3 half-lives. Under non-acidic unbuffered condi-
tions, 10ml of 1 mol dm�3 sodium hydroxide were nor-
mally added to ensure formation of 4-nitrophenoxide
anion and hence a substantial increase in absorbance;
this was not effective in HFIP. All reactions were cleanly
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first order and standard deviations on individual rate
constants were typically less than 1%.
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ABSTRACT: It is shown that the concept of internal pressure cannot be used to explain the strong rate enhancement
of Diels–Alder reactions when carried out in water with respect to common organic solvents. Copyright # 2004 John
Wiley & Sons, Ltd.
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In a recent article, Kumar and Deshpande1 claimed that
the correlation proposed by Kodaka2 between the internal
pressure Pint and the work of cavity creation �Gc


provides support for a quantitative understanding of the
rate enhancement of Diels–Alder reactions in water and
aqueous salt solutions with respect to organic solvents.
They explicitly wrote that ‘the hydrophobic packing of
diene and dienophile is greatly facilitated by the internal
pressure of water’. It is simple to show that the claim by
Kumar and Deshpande is not correct. The values of Pint at
25 �C for the solvent media in which the reaction of
anthracene-9-carbinol with N-ethylmaleimide has been
investigated are reported in Table 1, together with those
of the second-order rate constant.3 The Pint values are
calculated by means of the thermodynamic relationship
Pint��T/�, where � is the thermal expansion coefficient
and � is the isothermal compressibility of the liquid.4–7


All the Pint values for aqueous salt solutions were directly
calculated by Kumar.7


What is immediately evident is that Pint of water is
smaller than that of isooctane, methanol, 1-butanol and
acetonitrile. This fundamental point was completely ne-
glected by Kumar and Deshpande, but is of central
importance. In fact, even though the trend of the Pint


values for water and aqueous salt solutions correlates with
the trend of the rate constants, the correlation does not
exist when non-aqueous solvents are considered. Accord-
ing to the data in Table 1, on passing from acetonitrile to


water k2 increases 200-fold, whereas Pint decreases 2-fold.
In addition, the reaction shows the lowest k2 value in
acetonitrile, even though this solvent has the largest Pint


even considering the aqueous salt solutions.
Such a result is not restricted to the specific Diels–


Alder reaction selected, but is of general validity. Com-
pare, for instance, the k2 values for the reaction of
cyclopentadiene with 5-methoxy-1,4-naphthoquinone8


in different solvents with the respective values of Pint


reported in Table 2. In addition, there is rate enhancement
also at the temperature of maximum density of water
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Table 1. Second-order rate constants for the Diels–Alder
reaction of antracene-9-carbinol with N-ethylmaleimide in
various media at 45 �C3 and the respective values of the
internal pressure, Pint,


4–7 at 25 �Ca


k2� 103 Pint


(M�1 s�1) (atm)


Isooctane 8.0� 0.7 2326
Methanol 3.4� 0.3 2780
1-Butanol 6.7� 0.2 2961
Acetonitrile 1.1� 0.8 3841
Water 230� 2 1655
NaCl–water 308� 6 3756
NaBr–water 298� 5 3692
NaBF4–water 224� 2 2231
NaClO4–water 205� 2 1530
NaPF6–water 190� 2 1441
NaAsF6–water 179� 5 1373
GdmCl–water 129� 6 1426
GdmBr–water 116� 2 1402
GdmBF4–water 92� 4 1230
GdmClO4–water 86� 4 1146


a All the aqueous salt solutions have a 2 M concentration. Gdmþ stands for
guanidinium ion.







where Pint is zero, in striking contrast with the claim by
Kumar and Deshpande.


Therefore, it is not true that a higher internal pressure
of the liquid medium implies higher reaction rates for
Diels–Alder reactions. The internal pressure concept
cannot explain the strong rate enhancement of Diels–
Alder reactions when carried out in water with respect to
common organic solvents, as already pointed out by


Blokzijl and Engberts.9 This is a general conclusion
that should be widely recognized.
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Table 2. Second-order rate constants for the reaction of
cyclopentadiene with 5-methoxy-1,4-naphthoquinone at
25 �C in different solvents8 and the respective values of
the internal pressure at 25 �C4


k2� 103 Pint


(M�1 s�1) (atm)


Hexane 0.77 2578
Carbon tetrachloride 1.43 3381
Benzene 1.52 3773
Acetone 1.73 3585
Dimethyl sulfoxide 7.88 4932
Ethanol 14.5 2816
Methanol 17.9 2780
Ethylene glycol 133 5243
Water 5260 1655
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ABSTRACT: ESR studies carried out during the reaction of ferrocenoylsilanes with Grignard reagents at low
temperature led to the detection of the radical anions of the former compounds. Cyclic voltammetric experiments
indicate that the observed radical anions are likely to originate through an inner-sphere electron transfer process.
Different radical species were observed upon annealing, originating from destruction of the ferrocenyl moiety.
Paramagnetic species were also detected on reacting ferrocenoylsilanes with LiAlH4. Copyright # 2004 John Wiley
& Sons, Ltd.
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INTRODUCTION


The reaction of aldehydes and ketones with Grignard
reagents is of very broad scope, and is reported in every
textbook of organic chemistry as a well established
method for the preparation of alcohols (see, for example,
Ref. 1). In a recent paper,2 we described the unusual
reactivity of ferrocenoylsilanes towards Grignard re-
agents. Actually, as outlined in Scheme 1, the reaction
of Grignard reagents with ferrocenoylsilanes 1 afforded
as main product ketones 2, where the silyl moiety has
been replaced by the alkyl group from the Grignard
reagent, instead of the expected tertiary alcohols. In all
cases ketones 2 were formed in very low yields, i.e. 11–
15% depending on the individual ferrocenoylsilane and
Grignard reagent used. The yields could be substantially
improved (up to 60% in the most favourable case) by
adding cerium trichloride to the system, that is when
working under Imamoto conditions.3 This behaviour was
rationalized by admitting that the expected alcohols are
actually formed in a first stage but are quickly converted


to the recovered carbonyl compounds via the formal loss
of a silane unit that in the aqueous medium is converted to
a silanol.2


The unusual behaviour of ferrocenoylsilanes towards
nucleophilic addition is not unique to Grignard reagents.
Indeed, the reactions of ferrocenoylsilanes 1 with alkyl-
lithium derivatives also resulted in the formation of
ketones 2 with 50–60% yields, whereas that with lithium
aluminium hydride led to ferrocenecarboxaldehyde in a
similar yield.2 Puzzled by the low yields of these reac-
tions and reminiscent of previous studies in which it was
shown that hydrides and Grignard reagents may react
with organic compounds via single electron transfer
(SET) processes,4–7 we undertook a combined ESR and
cyclic voltammetric (CV) study of the reactions of
ferrocenoylsilanes 1a and b and methylmagnesium chlor-
ide in order to investigate the possibility of the occur-
rence of SET processes as one of the factors leading to the
peculiarly low yields.


RESULTS


ESR studies


When MeMgCl was added at 223 K to an argon-purged
THF solution of 1a contained in a quartz tube located
inside the cavity of an ESR spectrometer, a single line
could be observed with �Hpp � 0.50 mT and a g-factor
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value of 2.01235 [see Fig. 1(a)]. Raising the temperature
resulted in an initial increase in the spectral intensity that
reached a maximum at ca 253 K. Further heating of the
system resulted in a rapid intensity decrease and at or


above 273 K the original signal completely disappeared,
to be replaced by a more complex signal [see Fig. 1(b)
and 1(c)]. The new spectrum was centred at higher field
(g¼ 2.00299) and could be satisfactorily reproduced by
assuming coupling of the unpaired electron with five
different hydrogen atoms (aH¼ 0.095, 0.228, 0.595,
0.746 and 1.692 mT). When 1b was similarly reacted
with MeMgCl a partially resolved 1:2:1 triplet
(a2H¼ 0.121 mT, g¼ 2.01330) was observed [see
Fig. 2(a)] instead of the broad single line, the hyperfine
structure indicating coupling of the unpaired electron
with two magnetically equivalent hydrogen atoms.
When the spectrum was recorded at higher receiver
gain it also exhibited satellite lines on the two wings
of the main signal [see Fig. 2(b)] due to the 29Si is-
otope present in natural abundance (n.a. 4.7%, I¼½,
a29Si


¼ 0.988 mT). An almost identical ESR spectrum
could be observed by reducing 1b over a sodium mirror
in the presence of some dibenzo-18-crown-6 ether in
THF solution (a2H¼ 0.110 mT, a29Si¼ 1.000 mT,
g¼ 2.01265) at ca 250 K. At variance with 1a, heating
the reaction mixture of 1b did not result in any major
change of the spectral pattern, and at room temperature
the ill-resolved triplet with its small satellite lines re-
mained the only observable signal. On the other hand,
attempts to perform the electrochemical reduction of
either 1a or 1b at room temperature in DMF or DMSO
solutions containing TBAP as supporting electrolyte
failed to lead to the detection of any ESR signal whatso-
ever. Also, no ESR signals were detected on reacting 1a
and b with methylmagnesium bromide in the presence of
cerium trichloride,2,3 or on treatment with methyllithium
at low temperature.


For the sake of comparison, 1b was also reacted with
�SiPh3, �GePh3 and �SnBu3 radicals by photolysing a
solution of 1b in di-tert-butyl peroxide containing the


Figure 1. ESR spectra observed on reaction of MeMgCl
with 1a: (a) in THF at 233K; (b) in THF at 298K; (c) same as
(b) but recorded on a narrower magnetic field scan width
with a 7-fold decrease of the modulation amplitude
(0.0075mT)


Scheme 1
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appropriate Group 14 hydride or ditin compound. In all
cases (see Table 1) this led to radicals whose spectra were
closely reminiscent [see Fig. 2(c)] of that observed on
reaction of 1b with MeMgCl, although with larger g-
factor values. These signals were fairly persistent even at
room temperature and could be observed for minutes
after interrupting the UV irradiation.


When an argon-purged THF solution of 1a was treated
with LiAlH4 at 193 K, an ESR signal consisting of a
broad single line (�Hpp � 0.70 mT) with a g-factor of
2.0279 was observed. The line, the intensity of which
decreased as the temperature was raised, was undetect-


able above 223 K and could not be further resolved.
An analogous spectral behaviour (single line, �Hpp�
0.70 mT, g� 2.0280) was exhibited by 1b. In some
experiments with either 1a or 1b, weak new signals
identical with those already observed on treating the
same compounds with a Grignard reagent could be
detected between 223 K and 263 K. These new signals
disappeared as the temperature was further increased.


Electrochemical studies


Relying on the fact that 1a and 1b exhibited very similar
ESR and voltammetric behaviour, the electrochemical
studies were focused only on the latter compound. The
electrochemical investigation was carried out in THF at
room and low temperature under highly aprotic condi-
tions by means of CV, and the same voltammetric pattern
was observed independent of the working electrode
material used (platinum and glassy carbon). Whereas at
room temperature the monoelectronic reduction process
was apparently reversible, the irreversibility of the pro-
cess became fully evident when working below room
temperature.


The low temperature CV curve for the negative poten-
tial region (see Fig. 3) consisted of a cathodic peak I
having a peak potential Epc of �2.2 V (vs SCE) and of an
anodic peak II at �1.3 V that, on the other hand, varied
drastically with the scan rate. Basically the same beha-
viour was observed at room temperature, but with peaks
less far apart. The cathodic peak was rather broad in
comparison with an electrochemically reversible process,
with a separation Ep–Ep/2 of 140 mVafter uncompensated
ohmic drop correction. The anodic peak II was even
broader, and its corresponding charge was smaller than
that of the cathodic peak. The latter corresponds to a one-
electron process, since it shows the same charge as that of
the one-electron oxidation.8 The lower current corre-
sponding to anodic peak II is consistent with the occur-
rence of a subsequent chemical reaction after reduction
(see below).


The electrochemical irreversibility was assessed vary-
ing the sweep rate over several orders of magnitude (from
0.1 to 1000 Vs �1), the higher scan rates resulting in a
larger cathodic–anodic peak separation and in a broad-
ening of the peaks themselves, a feature typical of a
sluggish electron transfer. The occurrence of a chemical


Figure 2. ESR spectra observed on reaction of 1b: (a) with
MeMgCl in THF at 233K; (b) same as (a) but recorded on a
narrower magnetic field scan width with a 20-fold increase
of the receiver gain (marked lines are 29Si satellites); (c) with
hexabutylditin under UV irradiation at 298K (marked lines
are 117/119Sn satellites)


Table 1. ESR spectral parameters of the radicals observed when reacting 1b under different conditions


Reagent Radical a2H aother g T (K)


Na/THF DB18C6 1b
.� 0.110 1.000 (29Si�) 2.01265 250


MeMgCl THF 1b
.� 0.121 0.988 (29Si�) 2.01330 253–298


HSiPh3 BOOB/h� 3 0.113 2.317 (29Si�) 2.02160 298
HGePh3 BOOB/h� 4 0.117 0.520 (73Ge) 2.02083 298
Bu3SnSnBu3 h� 5 0.124 16.40 (119Sn) 2.01657 298


15.76 (117Sn)
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reaction following the electron transfer process was also
substantiated by the appearance in the positive potential
region of a reversible redox couple with a much lower
current (roughly 5%) than that corresponding to a one-
electron process: this new voltammetric wave, which was
not present in the voltammetric curve relating to the
oxidation of the starting material, could be attributed to
ferrocene on the basis of its E½ potential.


DISCUSSION


We attribute the ESR signals observed in the course of
the reaction of 1a and b with Grignard reagents to the
corresponding radical anions 1a.� and b.� (or the ion
pairs between these radical anions and a magnesium
counterion) on the basis of previous ESR investigations
focused on the reduction of alkyl- and arylferrocenyl
ketones9,10 and on the radical anion of nitroferrocene.9 In
particular, the multiplicity of the signal of 1b.�, the
values of its splitting and g-factor and the detection at
high gain of 29Si satellites with a splitting similar to that
found in the radical anion of benzoyl triphenylsilane11


make its identification unambiguous. Further, the identity
of 1b.� could be substantiated by generating the authentic
radical anion by alkali metal reduction of 1b in the
presence of an appropriate crown ether. In the spectra
of 1a.� the small unresolved splitting from the hydrogen
atoms of the two methyl groups bonded to the silicon
atom makes it impossible to resolve the small triplet from
the ring hydrogen atoms in positions 2 and 5.


The addition of Group 14 organometallic radicals to
carbonyl compounds has been widely investigated, and is
known to lead to radical adducts structurally related to the
ketyl radical anions (Scheme 2) (for a comprehensive
collection of ESR data, see Ref. 12). Thus the spectra
observed on reacting 1b with silyl, germyl or stannyl
radicals can be safely attributed to radicals 3–5. The
similarity of these spectra with those observed when


reacting 1b with MeMgCl provides, if needed, further
support to the identification of the radical anion 1b.�.


The identification of the species responsible for the
spectrum observed when the reaction mixture of 1a and
MeMgCl was allowed to warm to room temperature [see
Fig. 1(b) and 1(c)] is intriguing. The value of the g-factor
is much lower than that of the radical anion 1a.� and
seems indicative of the destruction of the ferrocene
moiety. The hyperfine coupling constants derived from
computer simulation are consistent with a semicyclic
pentadienylic radical and on this basis we tentatively
assign the observed spectrum to radical 6 (see Fig. 4).


It is unclear what the fate of the radical anions 1a.� and
1b�� may be and how radical 6 is formed. Although the
resulting ferrocenoyl radical could not be detected by
ESR, the possibility that at low temperature 1a.� and 1b.�


evolve by loss of a R3Si� anion cannot be ruled out
a priori. Indeed, this decay route via loss a R3Si� anion
seems to find support in the remarkably higher persis-
tence of the neutral silyl, germyl and stannyl adducts 3–5,
for which the loss of the R3Si� anion is not a likely event.


We believe it worthwhile stressing that the observation
of the spectra of radical anions 1a.� and 1b.� suggests the
occurrence to a greater or lesser extent of a SET process
involving the ferrocenoyl silanes and the Grignard re-
agent, in a fashion similar to the widely documented
formation of ketyl radical pairs in the reactions between
ketones and Grignard reagents.1,13,14 The electrochemi-
cal results have particular implications as to the possibi-
lity of such a SET process taking place in the initial stage
of these reactions. The successive CV traces, obtained
without renewal of the diffusion layer, were satisfactorily
reproduced through simulations (the simulations were
carried out using the Marcus theory instead of the Butler–
Volmer equation for the heterogeneous electron transfer


Figure 3. Experimental and simulated (see text) multiscan
cyclic voltammetric curves for 1b (10�3


M) in THF solution
containing TBAH (5� 10�2


M) at 203K. Working electrode,
Pt 125mm; scan rate, 1 V s�1. The experimental trace is
shown in grey


Scheme 2


Figure 4. Assignment of the hyperfine coupling constants
(mT) for radical 6
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step) based on the mechanism outlined in the square
Scheme 3, according to which in the forward scans a slow
electron transfer reduction process would lead to the
observed cathodic peak I (see Fig. 3). Cleavage of the
silicon–carbonyl bond of the resulting radical anion
would afford the ferrocenoyl radical and silyl anions.
Slow oxidation of the latter, in the reverse scans, would
lead to silyl radicals15 that might quickly recombine
following two equivalent pathways, i.e. coupling either
with the ferrocenoyl radicals in the diffusion layer to
regenerate the starting ferrocenoylsilanes or with another
silyl radical giving a disilane as by-product.16


Peak II would therefore be the result of two concomi-
tant processes: (i) the re-oxidation of the ferrocenoylsi-
lane radical anion, that is displaced so far from the
cathodic peak because the heterogeneous electron trans-
fer process is intrinsically slow, and (ii) the oxidation of
the triphenylsilyl anion. The detection of the small
ferrocene oxidation wave may be explained by decarbo-
nylation of ferrocenoyl radical, a very slow process
because of the aromaticity of the pentaatomic rings. [It
should be emphasized that although a simple slow elec-
tron transfer process can simulate the cathodic wave I of
Fig. 3, it is completely faulty with anodic peak II.
Furthermore, the hypothesis of a simpler electrochemical
mechanism not involving any chemical reaction cannot
justify the appearance of ferrocene in the positive poten-
tial region, after the reduction process. Other mechanisms
(EC and ECE) have also been taken into consideration
but the corresponding simulated curves do not match all
the voltammetric features as the proposed square Scheme
3 does.] The simulation of such a mechanism leads to a
reduction potential E¼�1.71 V (vs SCE) for the ferro-
cenoylsilane species instead of the apparent value of
�2.2 V, and to E¼�2.01 V (vs SCE) for the silyl radical,
a reasonable value on the basis of the reduction potential
data available for triphenylsilyl chloride15 and triphenyl-
silyl anion.16


The results derived from the electrochemical behaviour
of 1a and b do not justify the occurrence of a homo-
geneous outer-sphere electron transfer between the
Grignard reagents (donor) and the ferrocenoylsilanes
(acceptor) since the energy driving force calculated
from the redox potentials of the two partners6e,7a would
be largely unfavourable. On the other hand, in the actual
chemical system the formation of a complex between


ferrocenoylsilanes 1a and b and the Grignard reagent can
take place. Thus, an intimate interaction of some sort
between the partners might render the electron transfer a
thermodynamically more accessible process,17 in a fash-
ion akin to the inner-sphere mechanism previously evi-
denced in the reactions of Grignard reagents with
benzophenone.18 [Further support for the feasibility of
an inner-sphere ET in the investigated reactions was
gained by reacting methylmagnesium chloride with
phthalonitrile and terephthalonitrile, whose reduction
potentials (i.e. E½¼�1.79 and �1.71 V vs SCE, respec-
tively)19 are very close to that of 1b. The spectrum of the
radical anion of phthalonitrile was actually observed in
the former case, whereas in the latter we failed to detect
any ESR signal. In fact, the former species, having the
two nitrile groups in ortho positions, would be more
suitable to the formation of an inner-sphere adduct with
the Grignard reagent than terephthalonitrile.] We are
aware that there is a continuum of pictures between the
outer-sphere and inner-sphere limiting situations and that
ESR spectroscopy only gives a view of the result, yet it
seems to us that once the former process has been
excluded the latter remains the only alternative, its ease
depending on the intimacy of the interaction between the
two partners.


Although the occurrence of a SET transfer therefore
seems proved, it seems unlikely that such a process lies
on the reaction coordinate leading to the main isolated
product, i.e. ketone 2. Actually, although the formation of
2 might be also thought (see Scheme 4) as resulting from
a combination between the ferrocenoyl radical, deriving
from the radical anions 1a.� and 1b.� via loss of R3Si� ,
and a methyl radical, derived from decomposition of the
radical cation of the Grignard reagent, it should be
considered that, as soon as it is formed, 2 would im-
mediately react with the excess Grignard reagent to give
the higher alcohol 2-ferrocenylpropan-2-ol (not isolated
from the reaction mixture).


Overall, by combining the results from products stu-
dies and ESR and electrochemical experiments, we
believe that the reaction between ferrocenoylsilanes and
Grignard reagents is correctly schematized as previously
reported and as outlined in Scheme 1, and that SET
processes also take place to some extent, triggering side
reactions that may be the reason for the very low yields of
the main process.


The observation of ESR signals (broad line with g �
2.03) on simple addition of lithium aluminium hydride to
solutions of ferrocenoylsilanes also seems an indication
of the occurrence of a SET process. Because they are
featureless, it is difficult to assign these signals to any
specific radical species exclusively on the basis of the
values of their g-factor. Although several radicals con-
taining the ferrocenyl moiety have been the subject of
ESR investigations,20 we could not find any report of the
detection of signals similar to those observed in the
present study. The nature of the species from which


Scheme 3
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they originate therefore remains virtually unclear,
although their g-values are indicative of a substantial
interaction between the iron atom and the unpaired
electron. It should be stressed that a recent computational
study indicated that the ferrocenyl moiety is expected to
exert a strong stabilizing action on radicals through a spin
delocalization mechanism involving iron;21 incidentally,
we note that this would result in high g-factors such as
those observed in the present study. We are not in a
position to say whether the initial electron transfer leads
directly to paramagnetic complexes responsible of the
observed signals, or if these are due to radical species
originating from their degradation. As mentioned afore,
in some cases on heating the LiAlH4–1a,b reaction
mixture the broad line was replaced by ESR signals
imputable to radical anions [1a.� and 1b.�]. Although
not definite evidence, this allowed the possibility that the
evolution of the complex proceeds via the radical anions
of the starting acylsilanes, and it seems possible that also
these species evolve via loss of the silyl anions. Although
in principle the isolated ferrocenecarboxaldehyde might
derive from hydrogen abstraction from the solvent or
from LiAlH4 by the ferrocenoyl radical formed in the
fragmentation, the main issue remains that the newly
formed aldehyde would further react with LiAlH4 to
afford ferrocenylmethanol.


CONCLUSIONS


Ferrocenoylsilanes exhibit an unusual reactivity towards
reduction and alkylation, affording aldehydes and ke-
tones instead of the expected secondary and tertiary
alcohols. ESR experiments indicate the occurrence of
electron transfer between Grignard reagents or lithium
aluminium hydride and ferrocenoylsilanes. CV suggests
that this is most likely due to an intimate interaction


between the reactants. The nature of the final products
nevertheless seems more consistent with a nucleophilic
substitution than with a radical-based mechanism. The
SET process and degradation of the resulting radical
anions might be responsible for the very low yields of
these reactions.


EXPERIMENTAL


Chemicals. Compounds 1a and 1b were prepared as
described previously.22 DI-tert-butyl peroxide (BOOB),
tetrabutylammonium hexafluorophosphate (TBAH),
tetrabutylammonium perchlorate (TBAP), dibenzo-18-
crown-6 ether (DB18 C6), triphenylsilane, triphenylger-
mane, hexabutylditin, the Grignard reagents and LiAlH4


were commercial products. All solvents were dried and
distilled prior to use.


ESR experiments. ESR spectra were recorded on an
upgraded Bruker ER200D/ESP300 X-band spectrometer
equipped with a dedicated computer for data acquisition,
an NMR gaussmeter for the calibration of the magnetic
field and a frequency counter for the determination of
g-factors that were corrected with respect to that of
perylene radical cation in concentrated sulfuric acid
(g¼ 2.00258).23 The temperature of the resonant cavity
was controlled through standard variable-temperature
accessories and measured by means of a chromel–alumel
thermocouple.


ESR spectra were recorded in the temperature range
193–298 K. In a typical experiment a Pyrex tube (i.d.
3 mm) containing a thoroughly argon-purged THF solu-
tion (200 ml) of the ferrocenoylsilane was placed inside
the spectrometer cavity. When the solution had reached
the desired temperature the appropriate amount of the
Grignard reagent was added by means of a gas-tight


Scheme 4
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Hamilton syringe and the spectra were immediately
recorded with spectrometer settings as follows: frequency
�9.3 GHz (X-band), modulation amplitude 7.5� 10�3–
1� 10�2 mT and power level 1 mW.


Electrochemical ESR experiments could only be car-
ried out at room temperature owing to the construction of
the electrolytic apparatus that consisted of a flat cell
(5� 0.8� 0.05 cm) equipped with a platinum gauze as
working electrode (cathode) and a platinum wire as
counter-electrode (anode). An AMEL 2051 potentiostat
was used as power source.


Electrochemistry. TBAH from Fluka was used as
received as the supporting electrolyte. Dry vacuum-
distilled THF was purified using sodium anthracenide
in order to remove any traces of water and oxygen,24


according to the method of Saji et al.25 The electroche-
mical experiments were carried out in an airtight single-
compartment cell described elsewhere.24,26 The working
electrode was either a microelectrode (0.5 mm diameter
platinum wire sealed in glass or 3 mm glassy carbon disc)
or an ultramicroelectrode (125 or 50mm diameter plati-
num disc); the counter electrode consisted of a platinum
spiral and the quasi-reference electrode was a silver
spiral. The drift of the quasi-reference electrode was
negligible for the time required by an experiment. The
cell containing the supporting electrolyte and the electro-
active compound was dried under vacuum at 383–393 K
for at least 60 h before each experiment. The pressure
measured in the electrochemical cell prior to perform the
trap-to-trap distillation of the solvent was typically (1–
2)� 10�5 mbar.


All the E½ potentials are referred to an aqueous
saturated calomel electrode (SCE) and the corresponding
values were determined by adding ferrocene as an inter-
nal standard,27 measuring them with respect to the
ferrocinium–ferrocene couple standard potential. Vol-
tammograms were recorded with an AMEL Model 552
potentiostat or a custom-made fast potentiostat controlled
by either an AMEL Model 568 function generator or an
ELCHEMA Model FG-206F. Minimization of the un-
compensated resistance effect in the voltammetric mea-
surements was achieved by the positive-feedback circuit
of the potentiostat. Data acquisition was performed with a
Nicolet Model 3091 digital oscilloscope interfaced to a
PC. Temperature control was accomplished within 0.1 K
with a Lauda Klein-Kryomat thermostat. DigiSim 3.0
software (Bioanalytical Systems) or the Antigona soft-
ware developed by Mottier and co-workers24 was used
for the simulation of the CV curves.
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ABSTRACT: A quantitative investigation was undertaken to determine experimentally the relative reaction rates of
the heterochiral and homochiral species of B-chlorodiisopinocampheylborane (Dip-Cl), a reagent that exhibits
asymmetric amplification. Using the method of flooding to reduce the apparent second-order reaction to pseudo-first-
order conditions, rate constants of 3.8 (�1.0)� 10�4 and 1.7 (�0.8)� 10�5


M
�1 s�1 (at �15 �C) were found for the


homochiral and heterochiral species, respectively. The resulting relative reaction rate, the value of g in Kagan and co-
workers’ model, was 0.04� 0.03. Additional experiments were conducted to confirm this value. The deterioration of
the chiral purity of the final product was simulated throughout reaction conversion and compared with actual values.
Through minimization, a relative reaction rate (g) of 0.08� 0.04 was determined. Finally, using 8-hydroxyquinoline
complexation, the change in isomeric ratio of the Dip-Cl remaining in the reaction solution was measured. The
relative reaction rate (g) required to consume the isomers at the observed rate was determined as 0.08� 0.01. Thus,
three independent methods have been used to determine the relative reaction rate (g) of the heterochiral to homochiral
species with good agreement to give an average value of 0.07� 0.03. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: B-chlorodiisopinocampheylborane; asymmetric amplification; relative reaction rate; pseudo-first-order


kinetics


INTRODUCTION


Asymmetric amplification is a fascinating phenomenon
in asymmetric syntheses that allows the preparation of
chiral products having enantiomeric purity greater than
that of the starting materials. An excellent example is the
reduction of ketones with B-chlorodiisopinocampheyl-
borane1 (Dip-Cl, 1). When Dip-Cl is prepared from
�-pinene of only 70% enantiomeric excess (ee), the
corresponding chiral alcohols are obtained in >90% ee
(Scheme 1). This is extremely advantageous as less
expensive, enantiomerically impure �-pinene can be
used to prepare the Dip-Cl but the corresponding reduc-
tion products are still obtained in very high enantiomeric
excess. Merck has synthesized many intermediates in
their LTD4 antagonist program via chiral alcohols pre-
pared using the Dip-Cl reduction.2


Asymmetric amplification is part of a broader class of
phenomena called non-linear effects (NLEs), which have
been the subject of recent reviews.3 Asymmetric ampli-
fication occurs when there is a positive deviation of the
nonlinear effect, (þ)-NLE, and results from the formation
of a less reactive or non-reactive heterochiral species that


limits the formation of any undesired enantiomers. Kagan
and co-workers have developed the prevailing theory of
NLEs and proposed a set of mathematical equations that
model this phenomenon.3 Blackmond has provided an
important extension of Kagan and co-workers’ theory
that allows the prediction of experimental values of the
system.4 The model most applicable to Dip-Cl is the ML2


model (Scheme 2), which considers a reactive center (M)
and two chiral ligands [L(þ), L(�)] that combine to form
two homochiral [ML(þ)L(þ), ML(�)L(�)] and one hetero-
chiral [(ML(þ)L(�)] species. Thus, one begins with a
mixture of enantiomers but, upon complexation, diaster-
eomeric ML2 species are formed which react at different
rates to form chiral products.


Of the equations that model this system, the most
important is


EEprod ¼ EEo � eehux


1 þ �


1 þ g�
ð1Þ


where EEprod (ee of chiral alcohol product) depends on
EEo (the highest possible product purity that can be
obtained using optically pure ligand) and eeaux (the chiral
purity of L). The terms � [Eqn. (2)] and K [Eqn. (3)]
provide the relative amounts of the heterochiral (z) and
homochiral (x, y) stereoisomers. Important for this paper
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is the term g [Eqn. (4)], which represents the relative
reaction rate of the heterochiral and homochiral species.


� ¼ z=ðxþ yÞ ð2Þ
K ¼ z2=xy ð3Þ
g ¼ kheterochiral=khomochiral ð4Þ


We have developed a research program to determine
experimentally the parameters of Eqn. (1) for the Dip-Cl
reagent. In a previous study, we determined � and K by
complexation of Dip-Cl with 8-hydroxyquinoline fol-
lowed by chiral HPLC analysis.5 We showed how the
reaction conditions for the preparation of Dip-Cl affect
the distribution of stereoisomers and, thus, the terms �, K
and EEprod. Since this was the first quantitative, stereo-
chemical analysis of a reagent that exhibits the NLE
phenomenon, it provided the first experimental verifica-
tion of the part of Kagan and co-workers’ theoretical
model dealing with the distribution of stereoisomers (i.e.
�). Furthermore, the experimental values are in excellent
agreement with those presented in the literature.4 In this
paper, we present an analysis of the kinetic portion of
Kagan and co-workers’ model by determining g for the
Dip-Cl reagent.


RESULTS AND DISCUSSION


For this entire study, the process that we chose to
investigate is described in Scheme 1. In a previous study,5


we showed that the distribution of the steroisomers of the
Dip-Cl reagent varies with the temperature (0–20 �C) of
preparation of this reagent. Therefore, in this study, we
prepared all Dip-Cl reagents at a single temperature of
10 �C. In addition, qualitative observations indicate that
the enantiomeric excess of the sec-phenethanol reduction
product is also affected by temperature, hence all reduc-
tion reactions we performed at �15 �C.


Derivation of kinetic equations


In studying the kinetics of this reaction, it will be initially
assumed that the reduction of a ketone (acetophenone)
with Dip-Cl is a second-order reaction. Hence the reac-
tion rate will be proportional to the product of the
concentrations of the two reagents as shown by


�d½acetophenone�
dt


¼ �d½Dip-Cl�
dt


¼ d½ROH�
dt


¼ k½Dip-Cl�½acetophenone� ð5Þ


By performing the reaction with a large excess of one
reagent, such that its concentration is essentially un-
changed over the course of the reaction, the reaction
order is effectively reduced to pseudo-first-order condi-
tions (for additional information on second-order kinetics
and the method of flooding, see Ref. 6). Hence the
reaction is performed with a large excess of acetophenone
to give the following simplified rate law:


�d½Dip-Cl�
dt


¼ k ½Dip-Cl� ð6Þ


where k is the apparent rate constant (to obtain the
second-order rate constant, one divides the apparent rate
constant, k , by the mean concentration of acetophenone,
[acetophenone]average, in the interval of the reaction used
for the rate determination6):


k ¼ k½acetophenone�average ð7Þ


Knowing that 1 equiv. of Dip-Cl gives 1 equiv. of sec-
phenethyl alcohol (ROH) and the identities shown in
Eqns (8) and (9), the integrated rate equation, Eqn. (10),
can be derived.


½Dip-Cl�t þ ½ROH�t ¼ ½Dip-Cl�initial ¼ ½ROH�1 ð8Þ


½ROH�initial ¼ 0 ð9Þ


In 1 � ½ROH�t
½Dip-Cl�initial


� �
¼ �k t ð10Þ


Scheme 1. Preparation of Dip-Cl and reduction of acetophenone


Scheme 2. ML2 model
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Thus, a plot of 1 � ð½ROH�t=½Dip-Cl�initialÞ against time
should reveal a linear relationship with a slope equal to
apparent rate constant (k ) and an intercept of zero.


The fact that Dip-Cl forms as a mixture of isomers adds
additional complication to this system; there are as many
as three reacting species in the system. However, we
know from our previous study5 that 70% ee �-pinene
only forms two isomers, the (þ)(þ)�1 and (þ)(�)�1
species; this is a useful simplification [the isomeric ratio
found when 70% ee �-pinene is used to prepare Dip-Cl is
78.9% (þ)(þ), 21.2% (þ)(�) and 0.0% (�)(�) isomer].
Given pseudo-first-order conditions of excess acetophe-
none and Dip-Cl as a mixture of isomers, one would
expect the reaction to proceed according to two different
apparent reaction rates depending on the percentage
conversion of the reaction. The apparent rate constant
in the ‘early’ regime would be a combination of the
homochiral and heterochiral rate constants:


k ¼ ðkhomochiral þ kheterochiralÞ½acetophenone�average


ð11Þ


The apparent rate constant in the ‘late’ regime, when all
of the homochiral species have been completely con-
sumed, is given by


k ¼ kheterochiral½acetophenone�average ð12Þ


First, the heterochiral reaction rate, kheterochiral’, can be
determined by measuring the apparent rate constant after
all of the homochiral species have been consumed and
using Eqn. (12). Next, the homochiral reaction rate,
khomochiral’, can be determined by measuring the apparent
rate constant when both the heterochiral and homochiral
species are reacting and rearranging Eqn. (11). The value
of g can be calculated from these two values. The results
of these experiments are described below.


Kinetic determinations


Solutions of Dip-Cl were prepared from 70% ee �-pinene
and used to reduce excess acetophenone. The plot of
f1 � ð½ROH�t=½Dip-Cl�initialÞg vs time shows two distinct
regions, each with a linear relationship, as shown in Fig. 1
(lower curve). As predicted, a break in the curve occurs
after ca 79% of the Dip-Cl has been consumed (the
homochiral species are completely consumed when the
reaction is 78.9% complete and k would change after
this point). Both regions of the reaction were subjected to
least-squares regression and a linear relationship was
observed. (Each reduction was performed in duplicate.
The residual sum of squares was divided into two parts,
one from the experimental error and the other from the
lack of fit of the linear model. The F-ratio was calculated
and compared with that obtained from the statistical table
representing 95% confidence and the appropriate degrees
of freedom. In every case, the assumed linear model


adequately described the data.) The resulting slopes were
recorded and 95% confidence intervals were calculated; a
correlation coefficient (r2) of 0.88 was found for the
‘early’ regime and 0.72 for the ‘late’ regime. The hetero-
chiral rate constant, kheterochiral, calculated from the ‘late’
regime, was found to be 1.6 (�0.7)� 10�5


M
�1 s�1. The


linear plots confirm our initial assumption that the reac-
tion is second order; first order in Dip-Cl and first order in
acetophenone (Fig. 1).


An additional determination of the heterochiral rate
constant was performed. Solutions of Dip-Cl were pre-
pared from nearly racemic (�1.2% ee) �-pinene and used
to reduce excess acetophenone (the racemic �-pinene
obtained from Aldrich registered an ee value of �1.2%
using the method described by Moeder et al.;7 additional
confirmation was found when product chiral purity values
measured at low reaction conversion consistently re-
corded slightly negative ee values). In this case, the
homochiral isomer concentration and reaction rate were
such that practical sampling of the early regime was not
possible. [Dip-Cl prepared from �1.2% ee �-pinene
results in an isomeric ratio of 16.9% (þ)(þ)-Dip-Cl,
16.2% (�)(�)-Dip-Cl and 66.9 (þ)(�)-Dip-Cl. The
homochiral species are consumed after the reaction is
33.1% complete, after ca 20 min. Thus, accurate sam-
pling was deemed impractical and was not attempted.]
However, for the later regime, a plot of lnf1�
ð½ROH�t=½Dip-Cl�initialÞg vs time reveals a linear relation-
ship as shown in Fig. 1 (top curve). (As expected, the
lines are parallel; the slopes are of equal value. This
reflects the independence of reagent concentration on
reaction rate that is indicative of a pseudo-first-order
reaction.) The resulting data were treated using least-
squares regression, the slope was recorded and the 95%
confidence interval calculated; a correlation coefficient of
0.91 was found. The heterochiral rate constant, kheterochiral,
was found to be 1.9 (�0.4)� 10�5


M
�1 s�1. Using the


Figure 1. Pseudo-first-order kinetic plots for the reduction
of acetophenone with Dip-Cl at �15 �C using Dip-Cl pre-
pared from 70% ee and racemic �-pinene. ^, ln[acetophe-
none] using Dip-Cl prepared from 70% ee �-pinene; �,
ln[acetophenone] using Dip-Cl prepared from racemic �-
pinene
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average heterochiral rate constant and the average acet-
ophenone concentration, the homochiral rate constant,
khomochiral, was calculated from the apparent rate constant,
k , of the ‘early’ regime and Eqn. (11). The value was
3.8 (�1.0)� 10�4


M
�1 s�1. [An attempt to determine


khomochiral using pseudo-first-order conditions using an
excess of Dip-Cl (97% ee) was made. However, this
gave a larger value of 1.4 (�0.3)� 10�3


M
�1 s�1. It is


thought that this method gives rates that are too fast for
our sampling technique and thus the rate is overesti-
mated.] A summary of these results is given in Table 1.


From the rate constants in Table 1, a value of
0.04� 0.03 is obtained for the relative reaction rate of
the heterochiral to homochiral species (g). This value
indicates that the heterochiral species is 22 times less
reactive than the homochiral species. Our value shows
reasonable agreement with the previously reported value
(g¼ 0.1)4 using an iterative curve-fitting method. More-
over, the agreement also seems reasonable considering
that the data were obtained from a reduction reaction
performed at a different temperature (�25 �C) than ours
(�15 �C) using a different ketone substrate. The iterative
curve-fitting method was used to investigate our system
and the resulting value of g was found to be 0.06� 0.01.
However, there are several additional methods that can be
used to determine g. Since most of these were available
using the data at hand, these methods were utilized to
provide additional insight into the value of g.


Modeling chiral purity over time


The second method of determination of the relative
reaction rate (g) involved modeling the product chiral


purity, EEprod, values over time. EEprod will erode at a rate
that is driven by the relative reaction rate of the hetero-
chiral and homochiral species (g). This study was con-
ducted in conjunction with the kinetic studies discussed
above.


When Dip-Cl is prepared from 70% ee �-pinene,
utilized in a reaction with excess acetophenone, and
Dip-Cl is the limiting reagent, the overall chiral purity
of the product cannot exceed 75.7% (Table 2). Hence it
is estimated that a 20.3% (EEinitial � EEfinal) change in
chiral purity of the product can occur over the course of
the reaction.


It is known that product concentration under pseudo-
first-order conditions changes according to


½ROH� ¼ ½Dip-Cl�initial ð1 � e�ktÞ ð13Þ


This equation can be modified to accommodate the
multiple isomers of Dip-Cl and their respective rate
constants:


½ROH� ¼ ½Dip-Cl�homoð1 � e�khomotÞ
þ ½Dip-Cl�heteroð1 � e�kheterotÞ ð14Þ


The generation of ROH can be further divided into
contributions from both the heterochiral and homochiral
species and their respective chiral purities as shown in
Table 3.


Thus, the chiral purity of the product, EEprod, can be
estimated at any time, t, knowing EEo and the rate
constant of each species:4


EEprod ¼
P


½ðRÞ � ROH� �
P


½ðSÞ � ROH�P
½ðRÞ � ROH� þ


P
½ðSÞ � ROH� � 100


ð15Þ


Given the isomeric ratio and concentration of Dip-Cl
used, a mathematical model was built based on the series
of equations shown in Table 3. The differences between
the predicted and actual values of chiral purity were
minimized at each time point and the relative reaction
rate of the heterochiral to homochiral species (g) was


Table 1. Summary of rate constants


ee of Correlation
�-pinene coefficient
(%) Species k (M


�1 s�1) (r2)


70 Heterochiral 1.6 (�0.7)� 10�5 0.67
0 Heterochiral 1.9 (�0.4)� 10�5 0.91


Av.: 1.7 (�0.8)� 10�5


70 Homochiral 3.8 (�1.0)� 10�4 0.88


Table 2. Calculation of EEprod during reaction conversion


eeaux x y z EEinitial (predicted)a EEinitial (observed) EEfinal (predicted)b


�1.2 0.169 0.162 0.669 2.0 0.08 0.7
10.6 0.179 0.063 0.758 46.0 38.2 11.1
22.2 0.272 0.032 0.696 75.8 64.4 23.0
34.4 0.427 0.015 0.558 89.5 78.8 39.6
46.6 0.569 0.001 0.430 95.7 85.6 54.5
58.6 0.674 0.000 0.326 96.0 88.9 64.7
71.2 0.789 0.000 0.211 96.0 91.0 75.7
97.0 0.989 0.000 0.012 96.0 95.9 94.9


a EEinitial ¼ ðx� y=xþ yÞ � eeo � 100, where eeo is 0.960.
b EEfinal ¼ ðx� y=xþ yþ zÞ � eeo � 100 where eeo is 0.960.
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estimated. These calculations were performed on the
reduction of excess acetophenone using Dip-Cl prepared
from 70% ee �-pinene and averaged over two runs. The
calculated relative reaction rate (g) was 0.08� 0.04. A
plot of the actual vs predicted values of EEprod is shown in
Fig. 2.


The analysis of EEprod as a function of time (shown in
Fig. 2) when Dip-Cl is the limiting (or stoichiometric)
reagent reveals some unexpected results: the EEprod


values at the beginning of the reaction are lower than
expected from the eeo value, and the EEprod values at the
end of the reaction are higher than expected from the
eeaux value. The trend that the EEprod values were lower
than expected at low conversion as predicted by eeo was
systematically observed throughout the study. When Dip-
Cl was prepared from 97% ee pinene, the resulting EEprod


recorded at low conversion was ca 96% ee, in agreement
with the eeo value. However, as the chiral purity of the
pinene was decreased, the EEprod values recorded at low
conversion varied from the predicted value by as much as
17% (the maximum deviation was observed at the lowest
pinene purity). It appears that some non-specific reduc-
tion is taking place upon reagent addition; perhaps the
heat of reaction is not efficiently dissipated and results in
an area of increased heterochiral reaction rate.


This phenomenon complicates the calculations. By
definition, the mathematical model provides initial
EEprod values that are a function of EEo. During the
minimization procedure, each rate constant, especially
the heterochiral rate constant, is adjusted to an artificially
high level to approach better the lower observed EEprod


values. If the EEo value of the model is changed to the
highest value observed during reaction conversion, a
significantly improved fit can be achieved. A correlation
coefficient of 0.99 was observed. Unfortunately, this
switch greatly affects the value of the relative reaction
rate (g). The calculated value, 0.009� 0.001, is thought
to be unreasonable given the other independent determi-
nations already made. Hence it seems that the analysis
using the known value of EEo gives a more reliable
estimate (0.08� 0.04) of the relative reaction rate (g).


The EEprod value that is greater than the eeo value at
reaction completion is significant and was not recognized
at the time of our original investigation. It is well
documented that when Dip-Cl is used in stoichiometric
amounts, the chiral purity of the product, EEprod, cannot
exceed eeaux.3,4 This argument is founded on the assump-
tion that all of the �-pinene is consumed during hydro-
boration and that the minor enantiomer of �-pinene can
only result in (þ)(�)-1 or (�)(�)-1. Each erodes EEprod


such that it cannot possibly exceed eeaux. However, the
isomeric ratios presented in Table 2 clearly show that the
EEprod values observed at reaction completion can exceed
those predicted by eeaux. This unexpected result arises
from a Dip-Cl preparation that utilizes excess �-pinene.
We have previously shown that variation in preparation
temperature can influence the isomeric ratio of the
resulting Dip-Cl and that a higher preparation tempera-
ture generates higher levels of the homochiral species.5


This manipulation is only possible when excess �-pinene
is used. Indeed, when Dip-Cl prepared from excess �-
pinene is used to reduce excess ketone (as described in
the Experimental section), the resulting EEprod value is
greater that the eeaux value (see Table 2). Hence the
method of Dip-Cl preparation can improve the amplifica-
tion that is exhibited by the reagent.


Modeling ratio of Dip-Q isomers


Another method of determining the relative reaction rate
of the heterochiral to homochiral species (g) utilizes 8-
hydroxyquinoline to complex the Dip-Cl stereoisomers.
In this method, 8-hydroxyquinoline is added to aliquots
of the reaction mixture to complex the remaining hetero-
chiral and homochiral species as shown in Scheme 3.


A solution of Dip-Cl was prepared with 70% ee �-
pinene and used to reduce excess acetophenone. As the
reaction conversion was monitored, the Dip-Cl remaining
in solution was complexed with the 8-hydroxyquinoline


Table 3. Generation of (R)- and (S)-ROH at time t


(R)-ROH formed (S)-ROH formed
Species at time t at time t


(þ)(þ)�1 1þeeo


2


� �
½ðþÞðþÞ � 1�ið1 � e�khomotÞ 1�eeo


2


� �
½ðþÞðþÞ � 1�ið1 � e�khomotÞ


(�)(�)�1 1�eeo


2


� �
½ð�Þð�Þ � 1�ið1 � e�khomotÞ 1þeeo


2


� �
½ð�Þð�Þ � 1�ið1 � e�khomotÞ


(þ)(�)�1 1
2
½ðþÞð�Þ � 1�ið1 � e�kheterotÞ 1


2
½ðþÞð�Þ � 1�ið1 � e�kheterotÞ


Figure 2. Plot of EEprod (best fit) vs time. ^, EEprod
(observed); dashed line, EEprod (predicted)
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reagent (Scheme 3). If the isomeric ratio and concentra-
tion of the Dip-Cl are known before the initiation of
reduction, the concentrations of the homochiral and
heterochiral species (and their isomeric ratio) can be
predicted from the reaction conversion and the relative
reaction rate (g). Conversely, if one minimizes the dif-
ference between the actual and predicted isomeric ratios
at each point in the reaction, a ‘best fit’ value of the
relative reaction rate (g) may be obtained. A graphical
representation of the isomeric ratio remaining in solution
is shown in Fig. 3. In this case, the value of the relative
reaction rate (g) is 0.08� 0.01. The ramifications of this
experiment are important to the mathematical model used
to understand asymmetric amplification. The excellent fit
lends additional validity to the model, especially Eqn (1),
and is an important confirmation of our estimation of the
relative reaction rate (g). More importantly, it proves that
the stereoisomers isomers of Dip-Cl do not reequilibrate
as described by Curtin–Hammett conditions and, thus, as
previously discussed for Dip-Cl, K cannot be used as an
equilibrium constant.5


CONCLUSION


Three independent methods have been used to determine
the relative reaction rate of the heterochiral to homochiral
species (g). A summary of the results is shown in Table 4.
The average value of g of 0.07� 0.03 indicates that the


homochiral species reacts 17 times faster than the hetero-
chiral species. Furthermore, our value is consistent with
that determined by the iterative curve fitting model
(0.06� 0.01). Thus, the relative reaction rate of the
heterochiral to homochiral species (g) has been rigor-
ously determined and the multiple methods of determina-
tion lend credibility to this value and the versatility of
Kagan and co-workers’ theory. Experimental determina-
tion of g completes the experimental determination of all
of the parameters of Kagan and co-workers’ equation and
shows that the relative reaction rate is critical to the
asymmetric amplification observed with Dip-Cl.


EXPERIMENTAL


General. The following reagents were purchased from
Aldrich Chemical. (Milwaukee, WI, USA) and used
without further purification: acetophenone, �-pinene,
anisole, monochloroborane–methyl sulfide complex, 8-
hydroxyquinoline and (þ)- and (S)-(�)-1-phenylethanol.
Cyclodextrin (DM-�-CD) was obtained from Cerestar
(Hammond, IN, USA). Solvents for reactions and HPLC
were obtained from Fisher Scientific (Pittsburgh, PA,
USA). Glassware was dried at 105 �C for at least 3 h
and allowed to cool to ambient temperature in a desic-
cator with CaSO4 desiccant.


Instrumentation. High-performance liquid chromato-
graphic (HPLC) analyses (reversed phase and normal
phase) were performed on two Spectra-Physics (Fremont,
CA, USA) instruments. The first was equipped with a
Model 8700 pump, Model 8780 autosampler with a 10ml
injection loop and a Model 753A UV detector (Applied
Biosystems, Foster City, CA, USA). The second was


Scheme 3. Complexation of Dip-Cl with 8-hydroxyquinoline


Figure 3. Change in ratio of Dip-Cl stereoisomers deter-
mined by complexation with 8-hydroxyquinoline. ^, Ob-
served; dashed line predicted (g¼ 0.08)


Table 4. Summary of relative reaction rates


Method g


Kinetic studies 0.04� 0.03
Modeling of chiral purity over time 0.08� 0.04
Modeling ratio of Dip-Q isomers 0.08� 0.01


Av.: 0.07� 0.03
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equipped with a Model P4000 pump, a Model AS3000
autosampler with a 10ml loop and a Model UV1000 UV
detector. Gas chromatographic (GC) analyses were per-
formed on an HP 5890 gas chromatograph with flame
ionization detection. GC response factors for �-pinene
and isopinocampheol relative to the internal standard
anisole were determined.


Software. P-E Nelson (Cupertino, CA, USA) Access*
Chrom software was used for the analysis of HPLC data.
Non-linear regression analyses for the ‘Iterative curve
fitting method’ (for K and g), ‘Modeling chiral purity
over time’ and ‘Modeling ratio of Dip-Q isomers’ sec-
tions were determined with the Solver tool of the Micro-
soft Excel software package.


Preparation of B-chlorodiisopinocampheylborane (Dip-Cl)
solutions. A 100 ml, three-necked, jacketed flask was
connected to a nitrogen/vacuum manifold and equipped
with a magenetic stir bar. The flask was evacuated and
refilled with nitrogen three times. Using a plastic syringe,
anhydrous diethyl ether (5.5 ml) was added and, with
stirring, the vessel was cooled to �10 �C. A 3.2 ml
(20.1 mmol) aliquot of �-pinene was added. Monochlor-
oborane–methyl sulfide complex (1.0 ml, 9.6 mmol) was
added in a single addition using a plastic syringe. The
vessel was warmed to the desired temperature of 10 �C
and allowed to stir for ca 15 h at constant temperature. A
fine white slurry was observed after several hours. Ana-
lysis (see below) indicated a concentration of 1.0 M in
Dip-Cl.


Quantitation of Dip-Cl. The quantitation of Dip-Cl is
performed by oxidation of the isopinocampheyl ligands
to isopinocampheol and analysis by GC using anisole as
an internal standard. To a 100 ml volumetric flask was
added tetrahydrofuran (4 ml), aqueous sodium hydroxide
[2 ml, 25% (w/v)] and a stir bar. A precisely measured
aliquot (1.0 ml) of the mixture was removed from the
Dip-Cl reaction vessel. This aliquot was added to the
basic solution at the bottom of the 100 ml volumetric
flask. The solution was stirred for 30 min, then hydrogen
peroxide (2 ml, 30%) was added and the solution was
stirred for another 30 min. A solution of anisole in
methanol [3.0% (v/v), 0.28 M] was prepared for use as
an internal standard, and a 10.0 ml aliquot was added to
the volumetric flask. Water (10 ml) was added and the
solution was diluted to volume with methanol. The
resulting solution was analyzed by GC using a Stabilwax
column (30 m o.d.� 0.53 mm i.d., 1.0mm film thickness)
with the following temperature program: 50 �C for 2 min,
10 �C min�1 to 200 �C, 200 �C for 2 mins. The injector
temperature was 170 �C and the detector temperature was
230 �C. A 1.0ml injection was used and the column flow-
rate was 8 ml min�1 with a split flow of 100:1. The fol-
lowing retention times were typical: �-pinene 3.8 min,
anisole 9.2 min and isopinocampheol 14.4 min. Peak


areas were corrected for the response factors of �-pinene
(0.66) and isopinocampheol (0.63) to anisole.


General procedure for the preparation of bis(2,6,6-
trimethylbicyclo[3.1.1]hept-3-yl)borinic acid-8-quinolyl
(Dip-Q) solutions. A 10 ml stock solution of 8-hydroxy-
quinoline (1.0 M) was prepared in anhydrous diethyl
ether; sonication was required to complete dissolution.
The stock solution (1.0 ml) was added to a clean, dry test-
tube. A 0.5 ml aliquot of Dip-Cl reaction mixture was
slowly added to the solution and a white precipitate
immediately formed and the solution turned fluorescent
green–yellow. The solution was vortex mixed to complete
mixing. The solution was filtered through a 0.2mm filter
to give a clear fluorescent green–yellow solution which
was used for analysis by HPLC (see below).


Stereochemical analysis of Dip-Q complexes. From the
above Dip-Cl solutions, 100ml were diluted to 100 ml
with methanol to a final concentration of ca
0.15 mg ml�1. Analysis was performed using an HPLC
system equipped with a YMC J-sphere M-80 ODS
column (25.0� 0.46 cm i.d.) and a UV (�¼ 265 nm).
The mobile phase consisted of 85:15 methanol–water
and dimethyl-�-cyclodextrin (DM-�-CD) (10 mM l�1) as
a chiral mobile phase additive. HPLC was performed at
ambient temperature with a flow-rate of 0.5 ml min�1.
The column was allowed to equilibrate for �90 min
(approximately three column volumes). The total run
time was 100 min; typical retention times were (þ)(�)-
isomer 61.8 min (k0 ¼ 11.1), (þ)(þ)-isomer 67.2 min
(k0 ¼ 12.1) and (�)(�) isomer 70.3 min (k0 ¼ 12.7).


Stereochemical analysis of Dip-Cl via Dip-Q complexation
during conversion. Approximately 1 ml of the reduction
reaction mixture was quenched into a test-tube containing
2 ml of 1.0 M 8-hydroxyquinoline in diethyl ether. The
resulting slurry was filtered through a 0.45mm syringe
filter. A 1.0 ml aliquot of the filtrate was diluted to 100 ml
with methanol to a final concentration of ca 0.8 mg ml�1.
The resulting solution was analyzed using the conditions
described in ‘Stereochemical analysis of Dip-Q com-
plexes’ above.


Analysis of reaction conversion (all studies). To monitor
the reaction, �200ml of the reaction mixture were remo-
ved and diluted to 100 ml with 10% water in methanol,
resulting in a concentration of ca 0.05 mg ml�1 in (S)-
(�)-1-phenylethanol. The solution was analyzed by gra-
dient HPLC with the mobile phases of 0.1% phosphoric
acid in water (mobile phase A) and acetonitrile (mobile
phase B). The gradient delivery system was programmed
to deliver a 25–75% gradient sweep of mobile phase B
over 15 min followed by a 5 min hold at 75% B. A Zorbax
Rx C8 column (15.0� 0.46 cm i.d.) (MAC MOD Analy-
tical, Chadds Ford, PA, USA) was used at ambient
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temperature with a flow-rate of 1.0 ml min�1. The UV
detector was set at 210 nm. The following retention times
were typical: methyl sulfide 3.0 min, 1-phenylethanol
3.6 min, acetophenone 5.4 min and �-pinene 15.6 min.
When molar conversion was required, response factors of
0.79 for sec-phenethyl alcohol and 0.66 for acetophenone
were used.


Analysis of enantiomeric excess of reduction product (all
studies). The enantiomeric excess of the reduction pro-
duct, 1-phenylethanol, was monitored by normal-phase
HPLC using a Chiralcel OD column (25.0� 0.46 cm i.d.)
(Exton, PA, USA) with hexane–2-propanol (99:1) as
mobile phase. The flow-rate was 1.0 ml min�1, the col-
umn temperature was ambient and UV detection at
210 nm was used. An 8 ml sample of the solution used
to monitor the reaction conversion was evaporated to
dryness under a steady stream of nitrogen and reconsti-
tuted with 2 ml of the 99:1 hexane–2-propanol mobile
phase. The run time was 50 min. The (þ)-enantiomer
eluted at 26.9 min (k0 ¼ 7.4) and the (�)-enantiomer at
35.1 min (k0 ¼ 9.9).


Reduction of acetophenone: excess acetophenone
(pseudo-first-order conditions). A stock solution of acet-
ophenone [30% (v/v), 2.6 M] and anisole [2% (v/v),
0.18 M] was prepared in 100 ml of anhydrous tetrahydro-
furan. A solution of Dip-Cl (9.7 ml, 1.0 M), prepared as
described above, was cooled to �15 �C. Separately, a
100 ml, three-necked, jacketed flask was connected to a
nitrogen/vacuum manifold and equipped with a magnetic
stir bar. The flask was evacuated and filled with nitrogen
three times. Using a plastic syringe, the stock solution of
acetophenone and anisole (10.0 ml) was added, and with
stirring, the vessel was cooled to �15 �C. An aliquot
(3.0 ml, 3.0 mmol) of the Dip-Cl solution was added
dropwise over ca 30 s to the solution of acetophenone
and anisole. The reaction mixture was stirred at �15 �C
and the reaction was monitored by HPLC until it was
>85% complete. Reaction work-up and analysis for
conversion and enantiomeric excess of the reduction
product are described above.


Reduction of acetophenone: excess Dip-Cl. A stock
solution of acetophenone [8% (v/v), 0.69 M] and anisole
[8% (v/v), 0.74 M] was prepared in 25 ml of anhydrous
tetrahydrofuran. A solution of Dip-Cl (9.7 ml, 1.0 M),
prepared using an eeaux of 0.97, was cooled to �15 �C.
An aliquot (1.0 ml, 1.0 mmol) of the acetophenone solu-
tion was added dropwise over ca 30 s to the flask. The
reaction mixture was stirred at �15 �C and the reaction
was analyzed at ca 10 min intervals for ca 2 h. Reaction
work-up and analysis for conversion and enantiomeric
excess of the reduction product are described above.


Acknowledgement


The authors are grateful to Merck for support of this
work through a doctoral educational fellowship for
C.W.M.


REFERENCES


1. (a) Chandrasekharan J, Ramachandran PV, Brown HC. J. Org.
Chem. 1985; 50: 5446–5448; (b) Srebnik M, Ramachandran PV,
Brown HC. J. Org. Chem. 1988; 53: 2916–2920.


2. (a) King AO, Corley EG, Anderson RK, Larsen RD, Verhoeven
TR, Reider PJ, Xiang YB, Belley M, Leblanc Y, Labelle M, Prasit
P, Zamboni RJ. J. Org. Chem. 1993; 58: 3731–3735; (b) Shinkai I,
King AO, Larsen RD. Pure Appl. Chem. 1994; 66: 1551–1556; (c)
Zhao M, King AO, Larsen RD, Verhoeven TR, Reider PJ. Tetra-
hedron Lett. 1997; 38: 2641–2644; (d) Girard C, Kagan HB.
Tetrahedron: Asymmetry 1997; 8: 3851–3854.


3. (a) Kagan HB, Girard C. Angew. Chem., Int. Ed. Engl. 1998; 37:
2922–2959; (b) Kagan HB, Girard C, Guillaneux D, Rainford D,
Samuel O, Zhang SY, Zhao SH. Acta Chem. Scand. 1996; 50: 345–
352; (c) Puchot C, Samuel O, Dunach E, Zhao S, Agami C, Kagan
HB. J. Am. Chem. Soc. 1986; 108: 2353–2357; (d) Guillaneux D,
Zhao SH, Samuel O, Rainford D, Kagan HB. J. Am. Chem. Soc.
1994; 116: 9430–9439.


4. (a) Blackmond DG. J. Am. Chem. Soc. 1998; 120: 13349–13353;
(b) Medina JR, Cruz G, Cabrera CR, Soderquist JA. J. Org. Chem.
2003; 68: 4631–4642.


5. Moeder CW, Whitener MA, Sowa JR Jr. J. Am. Chem. Soc. 2000;
122: 7128–7225.


6. Espenson JH. Chemical Kinetics and Reaction Mechanisms (2nd
edn). McGraw-Hill: New York, 1994.


7. Moeder CW, O’Brien TP, Thompson RT, Bicker GR. J. Chroma-
togr. A 1997; 320: 1–9.


324 C. W. MOEDER AND J. R. SOWA, JR


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 317–324








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2004; 17: 548–559
Published online in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/poc.763


Reactions of carbocations with water and azide ion:
calculation of rate constants from equilibrium constants
and distortion energies using No Barrier Theoryy


J. Peter Guthrie* and Vladimir Pitchko


Department of Chemistry, University of Western Ontario, London, Ontario, Canada N6A 5B7


Received 1 September 2003; revised 26 January 2004; accepted 26 January 2004


epoc ABSTRACT: Rate constants for the reaction of water or azide ion with various substituted benzylic carbocations can
be calculated from the equilibrium constants for cation formation and distortion energies by means of the No Barrier
Theory. Rate constants for the water reactions span 10 orders of magnitude. Most but not all of the azide reactions are
diffusion controlled. The rate constants, and in particular those less than diffusion controlled, were successfully
calculated. The set of equilibrium constants available from the literature was supplemented using alkyl chloride
hydrolysis equilibrium constants and relative cation formation equilibrium constants derived from DFT/continuum
calculations. The model used for these reactions allows for the entropic cost of bringing solutes together, the
desolvational cost of losing hydrogen bonding solvation by water and the cost of moving the aryl ring through the
solvent as the central atom changes from sp2 to sp3 hybridization and from planar to pyramidal geometry. Copyright
# 2004 John Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience
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INTRODUCTION


The SN1 mechanism has been extensively studied for
many years,1–4 but only recently has it been possible to
determine rate constants for the second stage of the
reaction of reactive carbocations, where a solvent mole-
cule or other nucleophile traps the carbocation to give a
stable product.5,6 For at least some systems there are now
rate and equilibrium constants. The available data, and
values estimated in this work, are given in Table 1. This
provides a starting point for examining the application of
No Barrier Theory7–10 to the SN1 mechanism. This theory
allows calculation of rate constants using the equilibrium
constants as the experimental input data. Equilibrium
constants for the formation of carbocations from the
usual starting materials are available for only a very
small number of compounds at this time.


No Barrier Theory has been applied to the reactions of
water with carbonyl compounds7 and protonated carbo-
nyl compounds,7 which can be regarded as carbocations
with very good electron-releasing substituents.


Since the approach worked in these cases, it seems
reasonable to hope that it will work in analogous cases
with extended conjugation:


or even for carbocations with only aryl or alkyl substi-
tuents.


We now report that No Barrier Theory successfully
calculates the rate constants for trapping of carbocations
over a range of 10 powers of 10 in rate constant.


THEORY


General


No Barrier Theory (NBT)7–10 states that if it were
possible to have only one thing happen in a chemical
reaction, then there would be no kinetic barrier to the
reaction, but only the thermodynamic cost if the reaction
proceeded uphill in energy, and no barrier at all if the
reaction were downhill in energy. This is, of course,
contrary to experience with almost all real reactions.
The key is the clause ‘if only one thing happens’; most
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real chemical reactions require at least two things to
happen: a bond making/breaking process and a geometry
change. Two (or more) simple reaction dimensions, for
each of which the energy is a quadratic function of the
reaction coordinate, combine to give a kinetic barrier for
the overall process in which all reaction coordinates
proceed to completion.


No Barrier Theory is based on the following postulates:


1. Reactants (here we are using ‘reactants’ to mean the
molecular system involved in the chemical reaction at
any point on the reaction hypersurface) are in equili-
brium with starting material or product at each point
along each reaction coordinate.


2. For any process where only one elementary reaction
coordinate changes, the energy will be a quadratic
function of the corresponding reaction coordinate.


3. Heterolytic bond cleavage constitutes an elementary
reaction coordinate.


4. For an anion to react at carbon, it must first undergo
partial desolvation so that its reactive lone pair can be
in van der Waals contact with the carbon.


5. Proton transfer between two atoms constitutes an
elementary reaction coordinate.


For convenience in carrying out the calculations, all
reaction coordinates are defined so that they run from
0 to 1 as the reaction proceeds.


The application of the theory is visualized in terms of
an N-dimensional reaction diagram with two (square),
three (cube), four (hypercube), etc., reaction dimensions,
each of which is a ‘simple’ process with an associated
quadratic potential energy term. The energies of any
corners corresponding to actual chemical species in po-
tential energy wells (as opposed to unstable species at an
energy cusp) are taken from experiment, either directly or
by linear free energy relations. The energies of corners
corresponding to a distortion are calculated by MO theory.


Addition of water to carbocations


Examination of the structures of the cations and the
product alcohols showed that in addition to the expected


Table 1. Rate and equilibrium constant data for reactions of nucleophiles with carbocationsa


Water Azide
Compound pKR


b Log kw
c Log Kaz


d Log kaz
e


C6H5CH2
þ ��20.7f � 11.7f


CH3OC6H4CH2
þ �10.1g 8.60h 19.13h 9.7h


C6H5CH(CH3)þ �16.2f 11.2f


CH3OC6H4CH(CH3)þ �9.4i 7.9i 16.59h 9.41j,k


�8.5g


(CH3)2NC6H4CH(CH3)þ 0.5l 1.90m 8.15n 7.20m


C6H5C(CH3)2
þ �13.1f 10.4f


CH3OC6H4C(CH3)2
þ �6.6o 7.3o 14.17h 9.11j,k


C6H5CH(CF3)þ �28.5p 11.0q


CH3OC6H4CH(CF3)þ �20.8g 8.0h 23.47h 9.43j,k


(CH3)2NC6H4CH(CF3)þ �9.3p 3.2r


C6H5C(CH3)(CF3)þ �23.7p 10.4s


CH3OC6H4C(CH3)(CF3)þ �13.8p 6.51t 21.44h 9.7h


C6H5C(CF3)2
þ �35.7p 10.4s


CH3OC6H4C(CF3)2
þ �26.0g 6.48u 26.70h 9.7h


a At 25 �C, in aqueous solution, unless noted otherwise.
b �Log K for ArCþRR0 þH2OÐArC(OH)RR0 þHþ; pKR values are corrected from 1:1 TFE–water to pure water as suggested in Ref. 23.
c k is for the pseudo-first-order reaction, ArCþRR0 þH2O; log k values are calculated, using [H2O]¼ 55.5 M, from second-order rate constants determined in
1:1 TFE–water.
d Log K for ArCþRR0 þN3


- ÐArC(N3)RR0.
e k is for the second-order reaction.
f Ref. 23.
g Estimated from the equilibrium constant for ionization of the corresponding chloride, as described in the text; see Table 2.
h Ref. 32.
i Ref. 33.
j In 1:1 trifluoroethanol–water.
k Ref. 24.
l Ref. 5.
m Ref. 34.
n Estimated as described in the text.
o Ref. 35.
p Estimated from the correlation of solution and gas phase relative cation formation free energies, as described in the text.
q Estimated by extrapolation of logarithms of rate constants for reaction of pXC6H4CH(CF3)þ 36 vs �;37,38 see Table S2.
r Ref. 36.
s Assumed to be the same as for C6H5C(CH3)2


þ based on the observed similar values of rate constants for 4-CH3OC6H4C(CH3)2
þ and 4-CH3OC6H4C(CF3)2


þ.24


t Assumed to be the same as the average of the rate constans for 4-CH3OC6H4C(CH3)2
þ and 4-CH3OC6H4C(CF3)2


þ.24


u Ref. 24.
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change in geometry from sp2 to sp3 at the reaction center,
there are considerable changes in bond lengths through-
out the aromatic ring, and to the methoxy or dimethyl-
amino substituent if present. The extent of change in
bond length depended on the nature of the alkyl and aryl
groups, as shown:


These changes, implying pronounced loss of aromatic
character accompanying a transfer of charge from the
hexafluoroisopropyl group to the methoxy oxygen, sug-
gested that the bond lengths might be an important
reaction dimension, and so it proved.


It seemed plausible to consider a proton transfer
dimension because the product of simple addition of
water, the protonated carbinol, is sure to be more acidic
than protonated water. Protonated methanol itself is more
acidic than protonated water [pKBHþ¼�2.05 (Ref. 11) vs
�1.74] and any protonated aryl dialkyl carbinol is going
to be more acidic than protonated methanol, because the
aryl group is more electron withdrawing than methyl.
However, there is no assurance that the proton transfer
will in fact occur before or during the transition state—it
may well occur after the transition state, even though
the protonated alcohol is unlikely to have a significant
lifetime.


The first model which was used to calculate free
energies of activation for the water reaction is


and will be referred to as Model 1. This leads to a four-
dimensional hypercubic reaction diagram, for which the
four reaction dimensions are C—O bond formation,
geometry change at carbon, bond length change in the
conjugated system and proton transfer from oxygen to
oxygen. It is necessary to calculate the free energy of
each corner relative to the starting point. In these calcula-
tions, allowance must be made for the entropic cost of
bringing reactants together, any hydrogen bonding or
electrostatic interactions and any imposed desolvation.
This general model will be more elaborate than is really
needed for most of the reactions, but should be able to
accommodate the range of compounds considered here.
Examination of the results for all the compounds suggests
that in most if not all cases it would be permissible to
ignore the proton transfer dimension and calculate the
rate for the reaction leading to protonated alcohol, even
though this is expected to have no lifetime, and not to be


the actual product. Distortion energies for protonated
alcohol species will be calculated using geometries based
on the neutral final product and the initial carbocation.
The extent of proton transfer at the transition state was
invariably very small, generally < 0.1, although in one
case, 4-dimethylaminotrifluorophenethyl, the extent of
proton transfer was between 0.1 and 0.2. The calculated
extents of proton transfer are given in Table 2. Even in
this case, when calculations were carried out with the 3D
model, for reaction leading to a protonated carbinol,
essentially the same free energy of activation was ob-
tained. We consider that it is advantageous to use a very
general model for the initial calculations, and then
examine the results to see if simplification is permissible,
rather than make the simplifications first and then add
features as needed to obtain agreement. Since in this case
it proved unnecessary to treat proton transfer as a separate
reaction coordinate, we will drop it from consideration
and use a three-dimensional diagram, which will be
called Model 2. The corresponding cubic reaction dia-
gram is shown in Fig. 1.


In the cations, significant positive charge would be
dispersed on to p-dimethylamino or p-methoxy substitu-
ents. Hence these substituents are not expected to be
hydrogen bonded to water in the cation, which in turn
implies that in the newly formed carbinol they will
be partially desolvated, with no hydrogen bond to the N
or O. The cost of this desolvation can be estimated
from the difference in free energies of solvation
between N,N-dimethylaniline and isopropyl benzene,
3.16 kcal mol�1 (1 kcal¼ 4.184 kJ), and between anisole
and ethylbenzene, 1.66 kcal mol�1 (free energies of
transfer, gas phase, 1 atm, to aqueous solution, 1 M,
are available in the literature: N,N-dimethylaniline,
� 1.56 kcal mol�1;12 isopropylbenzene, þ1.60 kcal
mol�1;13 anisole, �0.56 kcal mol�1;13 ethylbenzene,
þ1.10 kcal mol�1 13). This desolvation energy is added
to each form of the carbinol.


Table 2. Extent of proton transfer for the 4D model
(Model 1), for reaction of water with the carbocation


Extent of proton transfer at
Cation the transition state


C6H5CH2
þ 0.05


CH3OC6H4CH2
þ 0.03


C6H5CH(CH3)þ 0.02
CH3OC6H4CH(CH3)þ 0.01
(CH3)2NC6H4CH(CH3)þ 0.05
C6H5C(CH3)2


þ 0.04
CH3OC6H4C(CH3)2


þ 0.01
C6H5CH(CF3)þ 0.02
CH3OC6H4CH(CF3)þ 0.02
(CH3)2NC6H4CH(CF3)þ 0.16
C6H5C(CH3)(CF3)þ 0.04
CH3OC6H4C(CH3)(CF3)þ 0.16
C6H5C(CF3)2


þ 0.01
CH3OC6H4C(CF3)2


þ 0.02
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Often the equilibrium conformation of the product
alcohol will not have the C—O bond making a dihedral
angle of 90� to the plane of the benzene ring, which is the
stereoelectronically required geometry for the product of
addition to the planar cation. For simplicity (because the
energies involved are in fact reasonably small), we have
assumed that reaction occurs from the planar cation with
a twist angle of zero to the protonated alcohol with the
C—O bond making a dihedral angle of 90� to the plane
of the benzene ring. The small energy cost of moving to
these conformations of product is added to the model as
distortion energies of the final states.


An additional feature of the reaction became apparent,
particularly for reactions of the 4-dimethylaminophenyl-
substituted cations, which were invariably slower than
was implied by the free energies of activation calculated
as described above. What needs to be added to the model
is allowance for the difficulty of moving a large sub-
stituent, such as a substituted phenyl ring, through the
solvent, sweeping out a considerable volume. In the
procedure used for calculating rates this motion is treated
as a kind of vibration, occurring on the 10�14 s time-
scale. Movement of solvent molecules, essential if the
aryl group is to move freely, occurs on the 10�11 s time
scale. Thus, as far as vibrational motion is concerned, the
solvent is a very resistive medium with the full effects of
the high internal pressure. In the case of water this is
1690 atm14 (there is some confusion in the literature
between cohesive energy density and internal pressure;
for non-polar liquids they are very similar, but for water
they are not;14 one sometimes sees statements that the
internal pressure of water is 20 000 atm,15 which in fact is
the value for the cohesive energy density). In order to
make an approximate estimate of the volume change
imposed by this motion, we used the coordinates of the
atoms of the aryl group projected on to the plane of the
ring, with each atom extended by its van der Waals
radius. A polygon was constructed by joining lines
tangent to adjacent atoms, with the start and finish at


the actual carbon atom to which the aryl group is bonded.
This polygon was used for integration of the volume
swept out by the aryl group for motion from planar to
tetrahedral geometry. The equation used to calculate the
volume changes is derived in Appendix 1 (Appendices
and supplementary tables are available as supplementary
material in Wiley Interscience). The coordinates used to
define the polygons for dimethylaminophenyl, p-methoxy-
phenyl and phenyl are given in Table S1 as are the results
of integration for each segment of volume. The volume
changes so calculated and the implied P�V work are
given in Table 3.


This was used in the calculation of free energy of
activation. The P�V work was added to the energies of
each corner species which had gone from planar to
tetrahedral. The energies involved are small but not
insignificant with one aryl group. For the triarylmethyl
cations which we are currently examining, this effect will
be more important. This revised model is referred to as
Model 3.


Although the idea that there is a rate-retarding energy
cost of moving parts of a molecule through the solvent16


is not new, we believe that using P�V work to estimate
the magnitude of this cost for molecular motions affect-
ing a kinetic process is new. An equivalent way of


Figure 1. Cubic reaction diagram for the reaction of water with a carbocation


Table 3. P�V work for conversion of a planar cation to a
tetrahedral producta


Aryl group �V (Å3 per molecule)b P�V (kcal mol�1)c


pMe2NC6H4 49.16 1.21
pMeOC6H4 37.03 0.91
C6H5 14.05 0.35


a For aqueous solution, 25 �C.
b Calculated using the geometric data in Table S8, as described in Appendix 3.
c Calculated using the internal pressure of water, 1690 atm, or 41 kcal l�1.14
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looking at the process of moving a bulky group through
the solvent is that a cavity in the solvent large enough to
permit free motion must be created. Berg and Jencks17


estimated the work of creating such a cavity as P�V.


Addition of azide to carbocations


The model used to describe these reactions and permit
calculation of the rate constants is


for which a cubic reaction diagram is required, the three
reaction dimensions being C—N bond formation, geo-
metry change at carbon and bond length change in the
conjugated system. The reaction cube is the same as that
for hydration (Fig. 1), except that azide replaces water.
This model is referred to as Model 4, and includes
consideration of the desolvation, in the products, of the
methyl or dimethylamino substituents, and the energy
costs of attaining the reactive conformations of starting
materials or products, as discussed for addition of water.
Inclusion of a correction for the P�V work of moving the
aryl group through the solvent leads to Model 5.


RESULTS


Work from various laboratories has led to a body of rate
and equilibrium constant data for reactions of carboca-
tions with nucleophiles. We have supplemented the
experimental pKR data with the help of DFT calcula-
tions of energies and entropies and continuum solvation
energies.


Some further pKR values are available starting with
equilibrium constants for alkyl chloride ionization re-
ported by Richard et al.,18 who studied a number of
compounds of the type ArCRR0Cl giving ArCRR0(þ);
their values are given in Table 4. We have calculated free
energies for the reaction


ArCRR0Cl þ H2O Ð ArCRR0OH þ Hþ þ Cl�


by computational methods. Free energies for gaseous
ArCRR0Cl, ArCRR0OH, H2O and HCl were calculated
using Gaussian 9819 (B3LYP/GTLarge//B3LYP/6–31þ
G** energies corrected to free energies at 298 K using
statistical mechanics with frequencies calculated at
B3LYP/6–31þG**). Solvation energies for ArCRR0Cl
and ArCRR0OH were calculated using the IPCM method;
experimental values for the solvation energies of H2O and
HCl were used. (These are really the free energy differ-
ences between gaseous and liquid water, and gaseous


molecular HCl and fully ionized aqueous HCl; values
from the NBS review were used20.) In this way we
determined the equilibrium constants for hydrolysis of
the chlorides, as given in Table 4, based on computational
free energies in Table 5. By combining equilibrium
constants we could calculate the pKR for ArCRR0OH;
these values are also given in Table 4.


The one case where a pKR is also available directly is
4-methoxyphenethyl alcohol, for which pKR¼�9.4 has
been reported (see Table 1). The agreement, within less
than an order of magnitude, is as good as can be expected.


The same computational methods were used to esti-
mate equilibrium constants for carbocation formation
from alcohols, ArCRR0OH. At this level the absolute
values were not correct, although they seemed to be
linearly related to the experimental values where these
were known. By using both the published pKR values and
the values estimated as described above, from equili-
brium constants for ionization of alkyl chlorides, we now
have nine experimental (or partly experimental) pKR


values which can be compared with the purely computa-
tional values. To achieve maximum cancellation of errors
we calculated free energies for the hypothetical exchange
reactions


cumyl cation þ ArCRR0OH Ð cumylOH


þ ArCRR0cation


Least-squares regression led to


��G� ¼ ð�1:03 � 0:65Þ
þ ð0:896 � 0:055Þ��Gcomputational; r2 ¼ 0:97


This correlation permitted estimation of further ��G�


values and hence pKR values. The pKR values so estimated
are given in Table 1. The computational results used in
this correlation are given in Tables 5 and 6. A very similar
correlation coefficient was obtained using gas phase
��Gcomputational values, so no large error was introduced
by using solvation energies. The quality of the correlation


Table 4. pKR values from equilibrium constants for ionization
of chloridesa


pKR for
Compound Log Keq


ion Log Keq
hydrol ArCRR0OH


AnCH2Cl �9.47 0.63 �10.1
AnCH(CH3)Cl �6.30 2.24 �8.5
AnCH(CF3)Cl �13.52 7.41 �20.8
AnCH(CF3)Br �12.51
AnC(CF3)2Br �14.74
AnC(CF3)2Cl �15.7b 10.26 �26.0


a All in aqueous solution at 25 �C; the equilibrium constants for ionization
of alkyl halides were determined in 50:50 (v/v) trifluoroethanol–water, and
are assumed to be the same in pure water.
b Estimated, using the ratio of equilibrium constants for AnCH(CF3)X.
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between calculated and experimental relative free ener-
gies of cation formation is shown in Fig. 2.


Addition of water to carbocations


In order to apply No Barrier Theory to these reactions,
we required the equilibrium constant for the actual
rate-determining step, which might be either the reaction
of water with the carbocation to give the protonated
alcohol, or reaction of two water molecules, one acting
as a general base, to give the alcohol and hydronium ion.
In order to calculate the equilibrium constant for the first


possibility from the available equilibrium constant, pKR,
we need to estimate the pKBHþ for protonation of the
product alcohol:


Table 5. Computational free energies and free energies of transfera


Compound Gb(hartree) �Gt
c(kcal mol�1


4-Dimethylamino-1-phenylethyl cation �443.969583 �38.05
4-Dimethylamino-2,2,2-trifluoro-1-phenylethyl cation �741.810740 �42.53
4-Methoxybenzyl cation �385.220437 �41.55
4-Methoxy-1-phenylethyl cation �424.537598 �41.80
4-Methoxycumyl cation �463.848324 �38.33
4-Methoxy-2,2,2-trifluoro-1-phenylethyl cation �722.372446 �42.91
4-Methoxytrifluorocumyl cation �761.684337 �41.36
4-Methoxyhexafluorocumyl cation �1059.508283 �43.91
Benzyl cation �270.657267 �45.85
Phenethyl cation �309.979082 �43.68
Cumyl cation �349.292325 �41.24
2,2,2-Trifluoro-1-phenylethyl cation �607.806290 �46.09
Trifluorocumyl cation �647.123186 �43.18
Hexafluorocumyl cation �944.941932 �45.10
4-Dimethylamino-1-phenylethyl alcohol �520.047769 �1.59
4-Dimethylamino-2,2,2-trifluorophenethyl alcohol �817.913590 �5.41
4-Methoxybenzyl alcohol �461.334400 �3.40
4-Methoxy-1-phenethyl alcohol �500.639735 �1.76
4-Methoxycumyl alcohol �539.941114 �5.42
4-Methoxy-2,2,2-trifluoro-1-phenethyl alcohol �798.503442 �6.73
4-Methoxytrifluorocumyl alcohol �837.804888 �6.47
4-Methoxyhexafluorocumyl alcohol �1135.657576 �2.39
Benzyl alcohol �346.797703 �1.30
Phenethyl alcohol �386.103962 �2.21
Cumyl alcohol �425.404495 �2.89
2,2,2-Trifluoro-1-phenethyl alcohol �683.966378 �2.35
Trifluorocumyl alcohol �723.268297 �1.51
Hexafluorocumyl alcohol �1021.119224 �1.47
4-Methoxybenzyl chloride �845.733698 �3.66
4-Methoxy-1-phenylethyl chloride �885.035579 �1.99
4-Methoxycumyl chloride �924.332924 �0.81
4-Methoxy-2,2,2-trifluorophenethyl chloride �1182.895753 �2.12
4-Methoxytrifluorocumyl chloride �1222.193619 �2.93
4-Methoxyhexafluorocumyl chloride �1520.040474 0.21
Benzyl chloride �731.197191 �2.88
Phenethyl chloride �770.499431 �2.24
Cumyl chloride �809.797137 �1.32
Trifluorophenethyl chloride �1068.358777 �1.68
Trifluorocumyl chloride �1107.656436 0.54
Hexafluorocumyl chloride �1405.503210 0.94
Water �76.4593860 �2.05
Hydrogen chloride �460.8502240 �8.48


a Standard states are gas phase at 1 atm, and aqueous solution at 1 M, with an infinitely dilute reference state.
b Free energy in the gas state, based on single-point energies at B3LYP/GTLarge//B3LYP/6–31þG** and entropies based on frequencies at B3LYP/6–
31þG**.
c Free energy of transfer from the gas at 1 atm to aqueous solution at 1 M.
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This we do by a linear free energy relationship previously
used for tetrahedral intermediates:21


pKa ¼ �2:12 � 0:89���


For cationic acids we use �*H¼ 0.0.22


Rate constants for water attack on carbocations, kw,
were taken from the literature wherever they have been
reported; see Table 1. Rate constants in 1:1 trifluoroetha-
nol–water were corrected to pure water by calculating the
second-order rate constant for the water reaction and
multiplying it by 55.5 M. For PhCH(CF3)þ the rate con-
stant was estimated from an extrapolation of a plot of
log k vs �þ for para substituents; see Appendix 2 and
Table S2. For PhC(CH3)(CF3)þ and PhC(CF3)2


þ it was


assumed that the rate constant was the same as for
PhC(CH3)2


þ23 based on the near identity of these rate
constants for the corresponding 4-methoxy cations.24 In
any case, the rate constant for PhC(CH3)2


þ is close to the
upper limit for trapping by water, and the fluorinated
derivatives will be even less stable.


Clearly, the rate constants for water attack taken as the
product of the second-order rate constant for water attack
in 1:1 (v/v) trifluoroethanol–water times the concentra-
tion of water in pure water will not be exactly the value
for this rate constant if it were measured in pure water,
but the following argument suggests that it should be
close. Amyes et al.23 found a shift of �0.8 pKa unit from
1:1 (v/v) trifluoroethanol–water to pure water for the
process


ArCðRÞðR0Þþ þ H2O Ð ArCðOHÞðRÞðR0Þ þ Hþ


and for highly delocalized cations such as those consid-
ered here it seems reasonable that this shift should be
largely determined by the difference in solvation energies
for Hþ. Trifluoroethanol is expected to be much less
effective at solvating Hþ because it is less basic. The
transition state for addition of water to one of these
cations is closely analogous to hydronium ion, although
with less positive charge on the oxygen.


Hence one might expect the shift in rate constant,
�log k� 0.5� 0.67� (�0.8)¼ 0.27, where the extent of
C—O bond formation is taken as 0.5, since the value
found by No Barrier Theory calculations was less than that
for all but p-dimethylaminophenethyl cation, the number
of oxonium protons needing solvation is two-thirds that


Figure 2. Correlation between calculated and experimental
relative free energies for carbocation formation, with cumyl
cation as the standard


Table 6. Experimental and computational relative free energies of carbocation formation


Cation ��GR (aq)a (kcal mol�1) ��G (gas)b (kcal mol�1) ��G (aq)c (kcal mol�1)


4-Dimethylamino-1-phenethyl �18.58 �21.33 �19.44
4-Dimethylamino-2,2,2-trifluoro-1-phenylethyl �5.85 �4.62
4-Methoxybenzyl �4.10 1.13 1.33
4-Methoxy-1-phenethyl �6.23 �6.30 �7.99
4-Methoxycumyl �8.88 �12.16 �8.48
4-Methoxy-2,2,2-trifluoro-1-phenylethyl 10.55 11.81 13.98
4-Methoxytrifluorocumyl 5.26 2.25
4-Methoxyhexafluorocumyl 17.62 23.30 20.13
Benzyl 10.38 17.74 11.54
1-Phenylethyl 4.23 7.98 4.86
Cumyl 0.00 0.00 0.00
2,2,2-Trifluoro-1-phenylethyl 30.07 24.68
Trifluorocumyl 20.67 17.35
Hexafluorocumyl 40.86 35.58


a In aqueous solution at 25 �C, calculated from the pKR values in Table 1.
b Calculated using computational free energies in the gas phase, at 1 atm and 25 �C, from Table 5.
c Calculated using computational free energies in aqueous solution, at 1 atm and 25 �C, calculated using DFT free energies and continuum solvation energies
from Table 5.
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in H3Oþ, and the effect of full development of Hþ is
taken as �0.8. This suggests that the error from using a
rate constant based on measurements in 1:1 (v/v) trifluoro-
ethanol–water will be less than the inherent error of the
No Barrier Theory free energies of activation, generally
�2 kcal mol�1.


The results of calculations of the free energies of
activation for reactions of water with carbocations are
given in Table 7. For Model 1, the 4D model including
proton transfer to a second water, the results are satisfac-
tory, and very similar results are obtained with Model 2,
the 3D model with only one water molecule involved.
There is a systematic tendency for compounds with larger
substituents on the benzene ring to have calculated �Gz


values which are too low. For Model 2, the average signed
error [the average of the difference between observed and
calculated values (signed error) should be zero for a
good fit, but will have a non-zero value if there is a
systematic deviation] for benzylic cations with no ring
substituent was 0.10. For p-methoxy-substituted benzylic
cations the average signed error was �0.49, meaning that
the calculated free energies of activation were too low,
and for p-dimethylamino-substituted benzylic cations the
average signed error was �1.72. For all reactions the
average signed error was �0.41. Inclusion of a correction
for the P�V work of moving the substituted benzene ring
through the solvent, Model 3, leads to a slightly better
overall fit. The calculation of P�V values is detailed in
Appendix 1 and Table S1. The new values are as follows:
unsubstituted, average signed error¼ 0.18; p-methoxy,
average signed error¼�0.07; p-dimethylamino, average
signed error¼�0.86, which is distinctly better for p-
dimethylamino-substituted compounds and better for p-
methoxy substituted compounds although slightly poorer
for the phenyl compounds. For all reactions the average
signed error was �0.07. The distortion energies used to
calculate free energies of activation are given in Appen-
dix 5, and Tables S5. The results of all of these calcula-
tions are summarized in Table 7 and illustrated in Fig. 3.


Equilibrium constants for addition of
azide to carbocations


Most, but not all, of the cations considered in this work
react at diffusion-controlled rates with azide ion, which
allows azide trapping to be used as a clock reaction. It is
of interest to see if NBT can correctly predict which
reactions are, and which are not, diffusion controlled.
One of the problems with the use of clock reactions is
to determine the limits of reactivity below which the
assumption of diffusion-controlled trapping ceases to
hold. NBT offers a way to investigate this question
without requiring fast kinetic experiments, although the
latter provide the definitive proof.


Equilibrium constants for azide trapping are available
for a number of 4-methoxybenzylic cations, but not for 4-


dimethylaminophenylethyl cation, for which the rate
constant for azide trapping has been reported. In order
to estimate this missing value we calculated logKroh


rn3 ,25


the equilibrium constant for conversion of the alcohol to
the azide by the hypothetical process


ArCðR1ÞðR2ÞOH þ HN3 Ð ArCðR1ÞðR2ÞN3ðþH2OÞ


Table 7. Observed and calculated free energies of activation
for the reaction of water with carbocationsa


�G*obs
b �G*calc


c Errord


Cation (kcal mol�1) (kcal mol�1) (kcal mol�1)


C6H5CH2
þ 1.47 1.23 �0.24


1.22 �0.24
1.26 �0.21


CH3OC6H4CH2
þ 5.70 6.45 0.74


6.47 0.77
6.89 1.19


C6H5CH(CH3)þ 2.15 3.17 1.02
3.18 1.03
3.28 1.13


CH3OC6H4CH(CH3)þ 6.66 7.08 0.43
7.08 0.42
7.54 0.88


(CH3)2NC6H4CH(CH3)þ 14.85 14.67 �0.18
14.69 �0.17
15.61 0.75


C6H5C(CH3)2
þ 3.24 3.97 0.72


3.99 0.74
4.11 0.87


CH3OC6H4C(CH3)2
þ 7.48 9.91 2.43


9.91 2.44
10.45 2.97


C6H5CH(CF3)þ 2.42 1.77 �0.65
1.78 �0.64
1.84 �0.59


CH3OC6H4CH(CF3)þ 6.52 4.09 �2.43
4.09 �2.43
4.41 �2.11


(CH3)2NC6H4CH(CF3)þ 13.08 9.77 �3.31
9.81 �3.27


10.61 �2.47
C6H5C(CH3)(CF3)þ 3.24 4.14 0.90


4.17 0.93
4.28 1.04


CH3OC6H5C(CH3)(CF3)þ 8.56 8.51 �0.04
8.53 �0.03
9.03 0.47


C6H5C(CF3)2
þ 3.25 2.02 �1.22


2.03 �1.21
2.09 �1.15


CH3OC6H5C(CF3)2
þ 8.60 4.46 �4.14


4.46 �4.14
4.80 �3.80


a In aqueous solution at 25 �C. Of the entries under �G*calc and error, the
first is for Model 1, the four-dimensional model including a proton transfer
to a second water molecule, with no consideration of P�V work, the second
is for Model 2, the three-dimensional model with only one water molecule
considered with no consideration of P�V work, and the third is for Model
3, the three-dimensional model with only one water molecule considered,
but now including the effect of P�V work.
b Calculated from rate constants in Table 1.
c Calculated as described in the text, by the application of No Barrier
Theory.
d �G*calc��G*obs.
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and then plotted this quantity against ��* for the three
substituents on the central carbon of the alcohol/azide.
The calculations are described in Appendix 6 and the data
used are given in Table S11. This plot can be described by
a linear correlation


logKroh
rn3 ¼ ð3:66 � 0:17Þ � ð0:803 � 0:060Þ���


which may now be used to interpolate a value for 4-
dimethylaminophenylethyl cation. This in turn requires a
value of �* for 4-dimethylaminophenyl, and Perrin
et al.26 did not give one. One can fit literature data for
dissociation of ammonium ions, XCH2NH3


þ (see Ap-
pendix 3 and Table S3), to �X*, so obtaining
pKa¼ (10.234� 0.175)� (1.615� 0.105)�X*, and from
the pKa value for p-Me2NC6H4CH2NH3


þ,27 obtain a �*
value for p-Me2NC6H4. The value so obtained was 0.35.
This value and corresponding values for phenyl and p-
MeOC6H4 should be better suited to predicting pKa


values for ArCRR0XHþ than the usual values based on
ionization of carboxylic acids or base-catalyzed ester
hydrolysis. In fact, the results of the NBT calculations
are very insensitive to the value of �* used for the aryl
groups.


Addition of azide to carbocations


Equilibrium constants have been reported for all the
azide–carbocation reactions in Table 1 except that for
1-(4-dimethylaminophenyl)ethyl cation. For this reac-
tion, we estimated an equilibrium constant as described
above. Rate constants for the recombination reaction
have been reported.


From the values of the equilibrium constants for the
reactions of azide with carbocations and the appropriate
distortion energies, the free energies of activation can be
calculated. In calculating the corner energies, one must
allow for a desolvation cost when azide loses a hydrogen
bond from water to nitrogen in order to bring that
nitrogen into contact with the carbocationic center.
The difference in pKa values for hydrazoic acid between
water28 and DMSO29 is 3.2, which implies that loss of all
hydrogen bonding solvation would cost 4.40 kcal mol�1.
Azide ion is presumably able to form four hydrogen
bonds to water, which would make the strength of one
hydrogen bond 1.1 kcal mol�1. Since it seems clear that
at least one hydrogen bond must be lost for azide to
make non-covalent contact with the carbocation center,
we take this value as the desolvation cost for attaining
the reactive encounter complex. Thus the model for
azide ion combining with a carbocation involves an
entropic cost, a desolvation and an electrostatic inter-
action.


The corner energies used to calculate free energies of
activation are given in Appendix 6 and Table S6; the
calculated free energies of activation for reaction within
the encounter complex are given in Table 8. There is an
extra complication for these reactions which are often
nearly diffusion controlled. What is calculated directly is
�G2


z
calc, whereas what is observed, �Gz


obs, corresponds
to kobs¼ k1k2/(k�1þ k2), where k1 is the rate constant for
diffusion-controlled encounter, taken as 5� 109


M
�1 s�1.


Using our estimated free energy for encounter complex
formation, 1.67 kcal mol�1, we calculated a value for k�1,
and thus calculated �Gz


calc from k1, k�1 and �G2
z
calc.


Alternatively, we could deduce a value for ‘�G2
z
obs’


from kobs k1 and k�1 and compare it with �G2
z
calc. The


latter is in some senses the most direct comparison, but,
for reactions which are nearly diffusion controlled, the
value of ‘�G2


z
obs is very sensitive to the exact value of


kobs and the assumed values of k1 and k�1. The compar-
ison of �Gz


calc with �Gz
obs is in some senses less direct,


but is a comparison with the actual observable.


DISCUSSION


The principal conclusion from this work is that No
Barrier Theory provides a satisfactory method for calcu-
lating rate constants for reactions of nucleophiles with
benzylic cations, provided that the equilibrium constant
is known.


The principal limitation to the further application of
this method to SN1 reactions is the shortage of equili-
brium data. In principle, it would be possible to invert the
calculations, and extract equilibrium constants from rate


Figure 3. Calculated and observed free energies of activa-
tion for the reaction of water with carbocations. (&) 4D
model with no P�V correction, Model 1; (�) 3D model with
no P�V correction, Model 2; (*) 3D model with the P�V
correction included, Model 3
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constants for systems already known to involve well-
defined carbocation intermediates.


Application of No Barrier Theory forces one to have a
very specific and detailed model for a reaction. In terms
of Marcus theory, the model must account for both the
work term and the intrinsic barrier. If the elements which
enter into the work term (hydrogen bond energies, de-
solvation costs, electrostatic interactions, entropic cost of
bringing reactants or products together) are incorrect,
then the calculated free energy of activation will be in
error and could be either too high or too low. The intrinsic
barrier is in effect calculated by the actual No Barrier
Theory model in terms of the simple reaction dimensions
into which the actual reaction is analyzed. If this de-
scribes the correct mechanism for the reaction then it
should lead to the correct (within about 2 kcal mol�1)
value of the free energy of activation. If it describes an
incorrect mechanism, then the calculated free energy of
activation will be too high. Only if the analysis is
incorrect, and one of the assumed ‘simple’ reaction
dimensions is actually more than one simple dimension
merged, or if a necessary dimension has been left out,
will the No Barrier Theory calculation lead to a low value
of the free energy of activation. Normally it is necessary
to try several models.


For the addition of water to carbocations, the initial
state is the solvated carbocation and the final state is the
neutral alcohol with a hydronium ion still in an encounter
complex. Preliminary calculations (Models 1 and 2)
showed that the proton transfer had proceeded to a
negligible extent at the transition state and that a three-
dimensional model could be used. For Models 1 and 2,
the r.m.s. error was 1.79 kcal mol�1. The principles of No
Barrier Theory require that the geometries used to calcu-


late distortion energies be based on the last species with a
finite lifetime before the transition state and the first
species with a finite lifetime after it. Hence the distortion
energies for the cationic corner species which are dis-
torted protonated alcohols should have geometries based
on the neutral alcohol. This turns out to matter because
the distortion energies calculated using the protonated
alcohol as reference state are too small for some reac-
tants, whereas distortion energies calculated for neutral
corner species with neutral alcohol as reference state, and
then used unchanged for the cationic corners, are too
large for some reactions. Distortions calculated for ca-
tionic corner species with neutral reference state were
successful for all cases, with the exception of 2-(p-
methoxyphenyl)-1,1,1,3,3,3-hexafluoro-2-propyl cation,
where there is probably a special problem which we do
not know how to treat; see below.


The reaction of water with 2-(p-methoxyphenyl)-
1,1,1,3,3,3-hexafluoro-2-propyl cation gives the worst
deviations. For this compound there is a particular
problem for two of the distortions (010 and 110) for
which the OH2


þ is bonded to a planar center. For these
structures hydrogen bonding to one H is seriously hin-
dered by the two flanking CF3 groups, which are just
enough larger than CH3 groups in p-methoxycumyl
cation, which is well handled by these calculations, to
make this a plausible explanation. Estimating the cost of
this impaired solvation is more difficult, and we have not
devised a satisfactory approach.


There are in principle two ways in which a planar
carbocation could react with a nucleophile to give a
tetrahedral product. The three substituents on the carbo-
cation center could move through the solvent while the
nucleophile stays essentially fixed, or the nucleophile and


Table 8. Observed and calculated free energies of activation for the reaction of azide ion with carbocationsa


�Gz
obs


b �Gz
calc


c Errord ‘�G2
z
obs’


e �G2
z
calc


d Errorf


Cation (kcal mol�1) (kcal mol�1) (kcal mol�1) (kcal mol�1) (kcal mol�1) (kcal mol�1)


CH3OC6H4CH2
þ 4.20 4.59 0.39 �1.17 2.48 �1.31


4.67 0.47 2.65 �1.48
CH3OC6H4CH(CH3)þ 4.59 5.91 1.32 2.50 4.21 1.71


6.15 1.56 4.46 1.96
(CH3)2NC6H4CH(CH3)þ 7.61 9.83 2.22 5.95 8.16 2.21


10.40 2.79 8.73 2.78
CH3OC6H4C(CH3)2


þ 5.00 7.22 2.22 3.16 5.55 2.39
7.56 2.56 5.89 2.73


CH3OC6H4CH(CF3)þ 4.57 5.39 0.82 2.44 3.63 1.19
5.60 1.03 3.87 1.43


CH3OC6H4C(CH3)(CF3)þ 4.20 6.11 1.91 �1.17 4.42 �3.25
6.38 2.18 4.70 �3.53


CH3OC6H4C(CF3)2
þ 4.20 6.48 2.28 �1.17 4.80 �3.63


6.79 2.59 5.12 �3.95


a In aqueous solution at 25 �C.
b Calculated from rate constants in Table 1.
c Free energy of activation for the second-order reaction of azide with the carbocation; the first number is for Model 4 and the second for Model 5.
d �Gz


calc��Gz
obs.


e Free energy of activation for reaction of azide with the carbocation within the encounter complex, calculated from �Gz
obs as described in the text.


f �G2
calc��G2


obs.
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two of the substituents on the carbocation center could
move, while the third (the largest) remains essentially
unmoved.


For both, the R groups move through the solvent, but
the R groups in the examples considered in this paper are
small and their motion should not make significant
contributions to the activation energy. The nucleophile
(H2O or N3


�) looks small and thus might be expected to
move more easily through the solvent than the aryl group.
However, the nucleophile is firmly embedded in the
solvent by hydrogen bonding and dipolar interactions,
and moving it would entail moving the entire primary
solvation shell or else losing the hydrogen bonding
solvation, either of which would impose a much higher
energy cost than moving the aryl group through the
solvent. For a water in contact with a carbocation center
to lose its hydrogen bonds to the surrounding solvent
would cost at least 4 kcal mol�1, and this would grow
larger as the C—O bond formed and the water became an
oxonium ion with even stronger hydrogen bonds. This is
far more than the cost of moving a substituted phenyl
through the solvent. For the reactions studied in this
work, the evidence for an effect on rates of the difficulty
of moving a substituent through the solvent is not
compelling; although there is a distinct improvement of
the largest substituent, p-dimethylaminophenyl, the over-
all improvement is small. For the substituents for which
data are available, size and charge-delocalizing ability
increase in parallel, so one cannot rule out an imperfec-
tion in the computational allowance for conjugation
effects.


It is now possible to calculate rate constants for
reactions of cations with nucleophiles with no kinetic
information, if the equilibrium constant is available.


CALCULATIONS


Molecular orbital calculations were carried out using the
Gaussian 9819 suite of programs. Density functional
calculations used the B3LYP functional.30,31 Free ener-
gies in the gas phase were calculated using energies at the
B3LYP/GTLarge//B3LYP/6–31þG** level, and statisti-
cal mechanics corrections based on frequencies calcu-
lated at the B3LYP/6–31þG** level. Solvation energies
were based on the IPCM continuum model, as imple-
mented in Gaussian 98. Distortion energies were calcu-
lated at the B3LYP/3–21þG* level.


The procedure for calculating distortion energies for
protonated alcohol corners was as follows. The geometry
at all centers except the OH2


þ was locked at that of the
neutral product, while the geometry of this center was
subjected to partial optimization, with the coordinates of
the two hydrogens allowed to relax to optimum values to
avoid a spurious distortion cost. The reference state,
assumed to correspond to the estimated pKBHþ value,
was the optimized protonated alcohol with only the C—
OH2


þ bond length locked at the value of the neutral
alcohol. This was to avoid cleavage of this bond, which
would happen in some cases. All distortions were calcu-
lated relative to the equilibrium (C—OH2


þ bond length
locked) protonated alcohol.


Transition states were located using the algorithm
previously described.7


Supplementary material


The following are available in Wiley Interscience. Ap-
pendix 1. Calculation of the volumes swept out by the
motion of an aryl group as the atom is bonded to changes
from sp2 to sp3 hybridization. Table S1. Coordinates used
to define the polygons for P�V calculations. Appendix 2.
Estimation of rate constants for the reaction of water with
C6H5CH(CF3)þ. Table S2. Rate constants for the reaction
of water with 4-XC6H4CH(CF3)þ. Appendix 3. Linear
free energy relations for pKas of aliphatic amines, used to
estimate �* for a substituted phenyl group. Table S3.
Determination of the dependence of pKa on �* for
substituted methylammonium ions. Appendix 4. Estima-
tion of the equilibrium constant for carbocation formation
from an azide. Table S4. Estimation of the equilibrium
constant for carbocation formation from an azide. Ap-
pendix 5. Data used to calculate rate constants for the
reaction of water with carbocations. Table S5. Data used
to calculate rate constants for the reaction of water with
carbocations. Appendix 6. Data used to calculate rate
constants for the reaction of azide with carbocations.
Table S6. Data used to calculate rate constants for the
reaction of azide ion with carbocations.
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Fernanda I. Simplicio, Florângela Maionchi, Ourides Santin Filho and Noboru Hioka*


Departamento de Quı́mica, Universidade Estadual de Maringá, Maringá, Paraná, Brazil


Received 16 September 2003; revised 10 November 2003; accepted 12 November 2003


ABSTRACT: Benzoporphyrins, chlorin-type compounds, are efficient new drugs in photodynamic therapy. In this
work, some aspects of the benzoporphyrin-1,3-diene dimethyl ester (DiesterB) aggregation were investigated in
water–organic solvent mixtures, using visible spectrophotometry. The effects of solvent mixtures, water with
acetonitrile, dioxane, methanol and ethanol, were compared taking the calculated aggregation equilibrium constant
(K) and the aggregation number. The K dependence on temperature, DiesterB concentration and water content suggest
that, in water with acetonitrile, the predominant species is a dimer, whereas in dioxane, methanol and ethanol systems,
there are multiple equilibria, with a pre-equilibrium between the monomer and dimer (small amount), followed by
trimer formation. Not only the solvent polarity but also the nature of the organic solvent are important for the
aggregation process, driving the aggregate size and the magnitude of the equilibrium constant. Copyright # 2004
John Wiley & Sons, Ltd.


KEYWORDS: photodynamic therapy; benzoporphyrins; aggregation; homogeneous solutions; solvent effect


INTRODUCTION


Research in photodynamic therapy (PDT) has indicated
porphyrins (including porphyrin-based compounds, such
as purpurins, chlorins, chlorophylls and bacteriochlor-
ins) and phthalocyanines as the most promising new
photosensitizers for medical applications.1–3 The latest
medication for PDT approved by the US Food and Drug
Administration (FDA), Visudyne, has been used to fight
age-related macular degeneration (AMD), an eye disease
which is the leading cause of blindness in the elderly.4–6


Additionally, Visudyne active compound, named Verte-
porfin (BPDMA), has been tested against cancer, arthri-
tis, autoimmune disorders, viral infections, psoriasis,
herpes, bacterial control, pathological myopia, etc.1,3,4,7


BPDMA, a benzoporphyrin monoacid chlorine-like
photosensitizer, has a cyclohexadiene ring fused at a
reduced pyrrole ring, ring A of the tetrapyrrol porphyrin
structure, and one propyl carboxylic acid and one propyl
ester group at rings C and D of the porphyrin,
respectively.


Reports on some structural analogues of BPDMA
which have a cyclohexadiene ring fused at reduced ring
A or B (here named A-ring and B-ring derivatives,
respectively) have shown that they exhibit very similar
properties; for example, both analogues have the main Q


band (near 690 nm) with similar molar absorptivity
(34 000 l mol�1 cm�1) in dimethyl sulfoxide (DMSO),
low solubility in aqueous media, high selectivity to
tumour tissues and efficient singlet oxygen generation
under proper wavelength irradiation.2,5 Photosensitizing
activity studies demonstrated that the position of the
fused cyclohexadiene group does not affect considerably
their in vitro efficiency2 and that they show similar
patterns of biodistribution and clearance in mice. Some
small differences detected in animal studies were attrib-
uted to events occurring at the cellular level.2


Additionally, B-ring derivatives are more lipophilic
than A-ring compounds. The high hydrophobicity of
the former would enhance the association with cell
membranes with an advantage for tumour cell uptake.5


However, it is well known that hydrophobic porphyrins
undergo aggregation processes in water-rich media.8,9


Dimers and other aggregates in general exhibit low
singlet oxygen yield, cancelling their PDT therapeutic
effectiveness.10,11a


In recent work,9 a B-ring type of photosensitizer was
investigated, a tetraester porphyrin (without carboxylic
acid substituents), here named DiesterB; this molecule is
uncharged in neutral aqueous media and has high hydro-
phobic characteristics, which lead to self-aggregation in a
process that can be induced simply by changing the
composition of the water–organic solvent mixture.
Knowledge of the mechanism of DiesterB aggregation
in these solvent mixtures would permit the development
of topical formulates which can be applied in PDT to
superficial diseases.


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 325–331


*Correspondence to: N. Hioka, Departamento de Quı́mica,
Universidade Estadual de Maringá, Av. Colombo 5790, Maringá,
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The monomeric form of DiesterB has the characteristic
Q band at 690 nm whereas the aggregate exhibits a new
band in the 720–740 nm region, with increased intensity
as a consequence of aggregation, when the water content
in water–DMSO solvent increases. It was also pointed out
that the molecule aggregates as dimers.9 In spite of this
investigation, there have been no studies on the aggrega-
tion process of DiesterB in other solvent mixtures.


The aim of the present work was to extend DiesterB
aggregation studies using solvents such as water with
acetonitrile, dioxane, methanol and ethanol. The depen-
dence on the water content in the mixtures, the drug
concentration and temperature effects on the aggregation
process of DiesterB were compared among the solvents
investigated. We postulate that the aggregation process in
some solvent mixtures can involve only monomers and
dimers, whereas higher aggregation states must be pre-
sent in other water–organic solvent mixtures.


EXPERIMENTAL


All solvents were of HPLC or spectrophotometric grade.
Deionised, doubly distilled water from an all-glass appa-
ratus was used throughout. DiesterB, synthesized accord-
ing to the described method,12 was supplied by Professor
D. Dolphin (University of British Columbia, Vancouver,
Canada). Stock solutions of porphyrin were prepared in


DMSO (Mallinckrodt) and kept frozen in the dark.
Before use, the melted solutions were standardized by
UV–visible spectrophotometry, using a value for the
molar absorptivity9 of "¼ 3.4� 104 l mol�1 cm�1 at
690 nm. Solvent mixtures were prepared adding specific
volumes of acetonitrile (Mallinckrodt), 1,4-dioxane
(Merck), methanol (Aldrich) and ethanol (Merck) to
volumetric flasks and diluting to volume with water.
After reaching the temperature of the solvent in the
cuvette, the porphyrin (DMSO stock solution) was intro-
duced with a microsyringe followed by vigorous agitation
(mechanical plate mixer, during 10 s). The final solution
contained not more than 0.07% (v/v) DMSO. In water–
acetonitrile solvents, the aggregation of DiesterB was
observed just after mixing, as monitored by spectro-
photometry, whereas for dioxane, methanol and ethanol,
20–30 min were needed to reach equilibrium.


Equipment


Spectrophotometric determinations were performed with
both Cary-50 (Varian) and DU-70 (Beckman) spectro-
photometers using quartz or polystyrene cuvettes with a
1.00 cm optical length and controlled temperature. For
dilute solutions, a special glass cuvette with a 9.50 cm
optical length was employed. The absorption spectra
were recorded in the range 400–800 nm, in order to
follow the consumption of monomers (Q and Soret bands
decreasing) and the appearance of aggregates, as seen by
an increase in absorption at 720–740 nm.


RESULTS AND DISCUSSION


In all pure organic solvents employed, the spectra of
dilute solution of DiesterB exhibit two main bands,
attributed to the monomer, at 690 nm (Q band) and at
430 nm (Soret band). As a consequence of the introduc-
tion of water into the organic solvent, both of the above
bands undergo a decrease and a new band, near 720–
740 nm, appears. Figure 1 illustrates the absorption
spectra of a solution of fixed porphyrin concentration as
the percentage of water in the organic solvent is in-
creased.


One can see that the monomer peaks continuously
decrease whereas the aggregate band (740 nm) increases
as a function of water content (Fig. 1). An isosbestic point
(at 703 nm) is observed, indicating a simple one-step
equilibrium.11b,13,14 Similar results were verified with
DiesterB in water–DMSO solvent, and were attributed
to unique equilibrium between the monomer (M) and the
dimer (D).9


However, for the same experiment in water–dioxane
mixtures, the isosbestic point is not so clear, and for
the water–methanol and water–ethanol systems, the
absence of this point is noted (it is observed as
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quasi-isosbestic). The lack of a clear isosbestic point in
these solvents suggested the co-existence of other species
beyond dimers and monomers.


Effect of concentration


In addition to the assays with varying water content and a
fixed concentration of DiesterB, we performed experi-
ments in which the concentration of porphyrin was
increased at a fixed solvent composition, for water in
different organic solvents. The overlay of the apparent
absorptivity spectra ("¼ absorbance/[DiesterB]) of Dies-
terB at a fixed 62% water–acetonitrile solvent composi-
tion, and different porphyrin concentrations shows a
reduction in the monomer peak whereas the aggregate
peak (740 nm) is enhanced as [DiesterB] is increased.
Once again, for this solvent, an isosbestic point is
observed at 703 nm. Qualitatively the same behaviour
was obtained for water with dioxane, methanol and
ethanol mixtures with the aggregate band positioned at
around 735 nm. However, in these three solvent systems,
all the spectra cross in the 703–708 nm region (not a
unique wavelength), which means that a clear isosbestic
point was not evidenced.


The absorbance of the monomer at a fixed wavelength
as a function of [DiesterB] was analysed for pure organic
solvents and their mixtures with water. In all the pure
organic solvent solutions, the absorbance of the monomer
at 690 nm obeys Beer’s law. The molar absorptivities
for acetonitrile, dioxane, methanol and ethanol
were 3.4� 104, 3.8� 104, 3.3� 104 and 3.4�
104 l mol�1 cm�1, respectively. For the aqueous mixtures,
Beer’s law was also verified for restricted contents of
water, in such a way that the aggregate band is not
observed. In acetonitrile, for instance, in the measured


range up to 2.3� 10�5 mol l�1 of DiesterB and up to 50%
of water, all the curves exhibited similar slopes (i.e. the
same molar absorptivity).


However, when the water content was increased above
50% in acetonitrile, a negative deviation was observed.
This effect was more pronounced as the porphyrin con-
centration increased (Fig. 2).


This deviation reflects the formation of aggregates, and
the presence of an isosbestic point suggests a simple one-
step equilibrium, as similarly assumed by Delmarre
et al.,9 for DiesterB in water–DMSO solvent:


2 M Ð D


Following the previously employed mathematical
treatment,9 the experimental data for absorbance against
[DiesterB] were fitted by the following equation, allow-
ing the calculation of the dimer equilibrium constant
(Kd):


AbsM ¼ fð1 þ 8Kd½Po�Þ1=2�1g"M=ð4KdÞ ð1Þ


where AbsM is the absorbance at the monomer peak, "M is
the monomer molar absorptivity and [Po] is the total
porphyrin concentration. In this methodology, two state-
ments were assumed: the overlap between the peaks of the
dimer and the monomer is negligible, and "M does not
change with water content in the solvent. The former
statement is true for the peak at 690 nm where only
monomer absorbs, whereas for the latter, "M used here
is the value obtained from experiments in pure acetonitrile
(which are identical with those measured at low water
percentages); additionally, the "M values at high water
percentages were confirmed from assays in extremely
dilute solutions, through a special 9.50 cm optical length


Figure 1. Absorption spectra of DiesterB, 5.37�
10�6mol l�1, at 30.0 �C with increasing amounts of water
in acetonitrile mixtures. Water content: (&) 0; (�) 55; (~)
58; (&) 60; (*) 62; (~) 65%


Figure 2. Absorbance behaviour at the monomer maxi-
mum versus [DiesterB] with different mixtures of water in
acetonitrile at 30.0 �C.Water content: (&); 0; (�) 55; (~) 58;
(&) 60; (*) 62; (~) 65%
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cuvette. Figure 3 shows an example of the adjustment of
the experimental points to the theoretical equation.


As shown in Fig. 3, the fitting is satisfactory, with a
correlation coefficient (r) of 0.998, resulting in a value of
4.8 for log Kd. From each water–acetonitrile composition,
the fittings of AbsM against [Po] (series shown in Fig. 2)
gave the Kd values presented in Table 1. Taking the AbsM


values at the Soret Band (430 nm), the same values of Kd


are obtained.
The results given in Table 1 show a higher Kd as the


water content in acetonitrile is increased, which means,
as is predictable, that the aggregation process is favoured
by the presence of water. For the other organic solvents
mixtures, the plots of AbsM as a function of [Po]
exhibited the same negative deviation at high water
contents (which starts from 55%, 30% and 50% of water
for dioxane, methanol and ethanol, respectively; not
shown). However, the model proposed by Eqn (1) (which
assumes a dimer as the aggregate) does not work for these
solvent series. This suggests that in these solvents sys-
tems, beyond monomers and dimers, the presence of
higher aggregates (A) is possible. These results are in
disagreement with those obtained in aqueous acetonitrile
and DMSO solvents, where dimers are found as the
aggregate dominant species.


To estimate the aggregation state, we postulate as a
main equilibrium a single step between monomers and
aggregates where dimers species are neglected, such as


xM Ð A


The equilibrium constant (Ka) can be written as


Ka ¼ ½A�=½M�x


where x is the aggregation number.
The total DiesterB concentration is given by


½Po� ¼ ½M� þ x½A� ð2Þ


so


½A� ¼ ½Po��½M�
x


Replacing and rearranging, one obtains


xKa½M�X ¼ ½Po��½M�


Dividing by [M] and taking logarithms:


ln½M� ¼ lnfð½Po�=½M�Þ�1Þg
x�1


� lnðx KaÞ
x�1


ð3Þ


The plot of ln[M] versus ln{([Po]/[M])�1} gives the
values of x and Ka from the slope (angular coefficient)
and the intercept (linear coefficient), respectively. An
example of this type of plot (for 33% of water in
methanol) is shown in Fig. 4.


From Fig. 4, the slope 1/(x� 1) resulted in 0.453,
therefore x¼ 3.2. From the intercept, �{ln(x Ka)}/
(x� 1)¼�13.06, log Ka is calculated as 11.6. Table 2
summarizes the values of x and Ka calculated from each
water composition in dioxane, methanol and ethanol
obtained from the model described above. Additionally,
the aggregation state for the water–acetonitrile system
calculated by this method confirmed x¼ 2, i.e. dimer.


The data in Table 2 reinforce the observations in
water–acetonitrile, where the high water content favours
aggregation. Although the aggregation number for diox-
ane increases with water content, this values for methanol
and ethanol are constant (x¼ 3.2). For these three cases, it
is assumed that an average value of 3, i.e., the largest


Figure 3. Experimental absorbance at 690 nm as a function
of [Po] in 58% water in acetonitrile, 30.0 �C. The solid line
was obtained from to fitting Eqn. (1)


Table 1. Calculated Kd values for DiesterB in water–acet-
onitrile at 30.0 �C and the correlation coefficient (r)


Water(%) LogKd r


55 4.5 0.999
58 4.8 0.998
60 5.1 0.991
62 5.4 0.990


Figure 4. Plot of ln[M] vs ln{([Po]/[M])�1} for DiesterB for
33% water in methanol, 30.0 �C
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aggregate in the equilibrium, is mainly a trimer; the
presence of a quasi-isosbestic point leads to a reasonable
assumption that the amount of dimer is not so significant
and can be disregard in the Ka calculation.


Effect of the solvent dielectric constant


Similarly to the investigation of DiesterB in water–
DMSO,9 the dependence of the equilibrium constant on
the solvent dielectric constant was analysed for all of the
solvent systems. From the dependence of the equilibrium
free energy (�G) on the dielectric constant (�), the
equilibrium constant can be expressed as15


logK ¼ C�½W=ð2:3RTÞ�ð1=�Þ ð4Þ


where C and W are constants and � is the dielectric
constant of the solvent (�mixt for different mixtures),
which can be roughly estimated by a linear relation as


�mixt ¼ �organic solvent�organic solvent þ �water�water ð5Þ


where � is the molar fraction of each component and �
represent the dielectric constant of the pure liquid. Taking
the calculated equilibrium constants in Table 1 and from
Eqn. (4), a plot of log K against 1/�mixt furnishes the
correlation of the aggregation process with the solvent
parameter. A plot of such a correlation is given in Fig. 5
for the water–dioxane system.


As shown above, a linear dependence between log Ka


and the average solvent dielectric constant is found, as
would be expected for dipole–dipole interactions in
solvents.15 The same result was obtained for the other
solvent mixtures (data from Table 2). From these plots,
the pertinent linear equations (restricted to limited water
contents) are presented in Table 3.


However, the correlations showed in Table 3 exhibit
different equations for each solvent system. If the effect
promoted by the solvent came uniquely from the di-
electric constant, we would expect similar equations for
monomer–dimer equilibria (water–DMSO and water–
acetonitrile) and monomer–trimer (water–dioxane,
water–methanol and water–ethanol) equilibria, which is
not the case.


Effect of temperature


The temperature dependence on the aggregation
equilibrium, fixing both the concentration of DiesterB
and solvent composition, was investigated. Figure 6
shows the temperature effect on the equilibrium for
the water–dioxane solvent system. As the temperature
is raised, the aggregate is progressively consumed while
the monomer concentration is increased, meaning that
the aggregation process is an exothermic reaction
(�H< 0).


Table 2. Values of aggregation number (x) and Ka for
dioxane, methanol and ethanol in mixtures with water at
30.0 �C and the correlation coefficient (r)


Solvent x Water(%) LogKa r


Dioxane 2.6 55 7.9 0.999
2.9 58 10.2 0.983
3.2 60 11.9 0.999
3.6 65 14.9 0.995


Methanol 3.3 30 10.4 0.999
3.3 32 11.1 0.999
3.2 33 11.6 0.999
3.2 35 12.1 0.966


Ethanol 3.1 50 9.6 0.993
3.2 55 10.3 0.999
3.2 58 10.8 0.999


Figure 5. Log Ka versus 1/�mixt for DiesterB in water–
dioxane mixtures at 30.0 �C


Table 3. Linear equations obtained for water in acetonitrile, dioxane, methanol and ethanol relating equilibrium constants and
solvent dielectric constants for the mixtures (�mixt) at 30


�C and the pure solvent dielectric constants (�)


Organic component Equation Validity range (water content, %) � r


DMSOa LogKd¼ 25�1060/�mixt 30–60 46.6a 0.999
Acetonitrile LogKd¼ 37�2190/�mixt 55–62 34.7 0.998
Methanol LogKa¼ 50�2117/�mixt 30–35 32.7 0.993
Ethanol LogKa¼ 38�1848/�mixt 50–58 24.3 0.995
Dioxane LogKa¼ 153�9490/�mixt 55–65 2.2 0.999


a Data obtained at 25.0 �C.9
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As Fig. 6 shows, while the aggregate peak decreases,
its maximum wavelength undergoes a small red shift, as
the temperature is raised. For 60% water in dioxane the
change is 730 nm (10.0 �C) to 735 nm (35.0 �C), for 50%
water in methanol it is 725 nm (20.0 �C) to 743 nm
(50.0 �C) and for 60% water in ethanol it is 732 nm
(20.0 �C) to 736 nm (60.0 �C). This shift is not observed
in water–acetonitrile, where its maximum wavelength at
740 nm is conserved. The aggregate maximum wave-
length shift would be indicative that the aggregate state
is modified by temperature (size and geometry). From the
variation of the absorbance at 800 nm (baseline), it could
not be excluded that some light scattering particles are
present (e.g. colloidal higher aggregates).


However, considering that the aggregation number is
unchangeable, and accepting the values from the fittings
using Eqn. (1) (x¼ 2, Table 1) or Eqn. (3) (x� 3, Table
2), the equilibrium constants (Kd and Ka) are roughly
evaluated for each temperature by K¼ [A] / [M]x, taking
[M] from the experimental absorbance at 690 nm and [A]
from Eqn. (2). Taking the Gibbs–Helmholtz equation:


lnK ¼ �ð�H�=RÞ½1=T � þ constant;


the logarithm of K as a function of 1/T should give a
straight line, the slope of which should furnish the
reaction enthalpy (�H) (Fig. 7).


However, as shown in Fig. 7 for DiesterB in 60% water
in dioxane as an example, linearity was not observed,
although �H can be evaluated as negative, i.e. the
aggregation process is an exothermic reaction. The lack
of linearity (found in the systems of water with acetoni-
trile, dioxane, methanol and ethanol) may be due to
changes in the aggregate state with temperature or the
rough K estimation or the formation of some higher


aggregates promoting light scattering, or it can be an
indicative that temperature affects each step in the multi-
ple equilibrium (monomer–dimer–trimer) in a different
way. Conclusive statements could be obtained from
kinetic experiments, which we have been performing.


CONCLUSION


The aggregation process of DiesterB in water–organic
solvent systems is an exothermic reaction favoured by a
high water percentage. For water–acetonitrile, the pre-
dominant aggregates are dimers, whereas for aqueous
systems with dioxane, methanol and ethanol, the fa-
voured final aggregates are trimers. In these cases, a
small amount of dimer could be present, despite its being
neglected in the Ka calculation). DiesterB behaves as a
small dipole where the dependence of the equilibrium
constants on the dielectric constant of the mixture permits
the evaluation of K for any solvent composition in the
range investigated (specific equations for each organic
solvent). Moreover, despite the solvent polarity, the
nature of the organic solvent plays an important role in
the aggregation process, driving the aggregate size and
the magnitude of the equilibrium constant.
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ABSTRACT: The average value of the enthalpies of activation for the acid-catalyzed hydrolyses of ethyl 2-
hydroxypropanoate and five acetate esters with hydrogen bonding capability is 57� 7 kJ mol�1 (p¼ 0.05). This value
is 11 kJ mol�1 lower than the mean observed for primary and secondary alkyl acetates and ethyl alkanoates, measured
in water and in mixtures of water with organic solvent with high water content. The difference is attributed to tighter
transition-state complex hydration via hydrogen bonding, relative to reactant ester species. Enthalpy–entropy
compensation with an isokinetic temperature of 346 K was found to be valid at p< 0.05, a value typical for
solvent-mediated kinetic effects. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: acid-catalyzed ester hydrolysis; hydrophilic esters; hydrogen bonding; activation parameters; enthalpy–


entropy compensation


INTRODUCTION


Enzymes function by lowering transition-state (TS) en-
ergies1 and energetic intermediates2 and also, apparently
by raising reactant-state energy.3 Stabilization of TS
complexes through atomic contacts remote from the
reaction center is known to occur in enzyme catalysis.4


This mechanism affects not only catalysis per se, but also
enzyme selectivity. One such kind of interaction is the
hydrogen bond.5 The pre-organized nature of active sites
is often indicated as the reason for the catalytic efficacy of
these atomic contacts because rate enhancement results
from bringing the reacting species together at the active
site, thus increasing their effective local concentration.
Certain molecular orientations and rotamer distributions
are also favored, that result in reactive positions that
resemble the TS complex. As a net result, there is a
reduction in the entropy cost of these concentration and
orientation effects for TS complex formation. In this way,
any resulting favorable effect on �H


z
contributes to a


greater extent to the reduction of �G
z
.


Site-mutagenesis experiments have given a clear pic-
ture of the effect of hydrogen bonding to TS complexes,6


ranging from weak bonds to sites remote from the
reaction center, up to much stronger interactions with
the atoms whose bonds undergo either scission or forma-
tion.7 Hence it is useful to establish the minimal amount
of rate acceleration expected from this kind of interaction


in simple systems with thermal freedom, as opposed to
the pre-organized nature of enzyme catalytic sites.


Hydrogen bonding to sites other than the reaction
center also seems to play a role in simpler non-enzyme
systems, such as the acid-catalyzed hydrolysis of car-
boxylic esters. Ethyl 2-hydroxypropanoate undergoes
hydrolysis five times faster than ethyl 2-methylpropano-
ate at 25 �C,8 despite the fact that the van der Waals
volume of the 2-propyl group (34.12 cm3 mol�1)9 is
similar to the same molecular parameter for the 1-
hydroxyethyl group (28.49 cm3 mol�1).9 An analogous
result is that of ethyl hydroxyacetate (18.27 cm3 mol�1)9


and ethyl chloroacetate (21.85 cm3 mol�1);9 the first
ester being three times more reactive under the same
conditions.8


Hydrogen-bonding capability in the alkyl moiety also
shows the same trend, although to a lesser extent. 2-
Hydroxyethyl acetate and 3-oxabutyl acetate undergo acid
hydrolysis 30% faster than propyl acetate at 25 �C,8 despite
the similarity in the van der Waals volumes of the chains:
28.50, 39.33 and 34.13 cm3 mol�1, respectively (van der
Waals volumes calculated from data in Ref. 9).


It is well known that the magnitude of steric hindrance
is associated with solvation processes.10 Therefore, it is
important to address to this basic issue to help understand
quantitative aspects of enzyme selectivity and catalytic
efficiency.


In order to achieve this goal, it was decided to compare
the kinetic behavior of the acid-catalyzed hydrolysis of
esters with hydrogen-bonding capability vs. unfunctio-
nalized alkyl analogs. This experimental model leads to a
straightforward hypothesis: there are stabilizing distant
solvation interactions in the non-enzyme hydrolysis of
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esters capable of hydrogen bonding, despite the thermal
freedom in homogeneous aqueous solution.


This paper reports the isobaric activation parameters in
the acid-catalyzed hydrolyses of ethyl 2-hydroxypro-
panoate, 2,3-dihydroxypropyl acetate,11 1,2,3-propyl
triacetate,11 1,2-ethyl diacetate, 3-oxapentyl acetate and
3,6-dioxaoctyl acetate in water solvent, catalyzed by
aqueous Hþ under normal pressure.


RESULTS AND DISCUSSION


Kinetics


The reactions followed the well-established pseudo-
second-order rate law:


ester þ H2O �!HCl
alcohol þ RCO2H


d½RCO2H�=dt ¼ k2½Hþ�½ester�
ð1Þ


The observed second-order rate coefficients are listed in
Table 1. They have an average standard deviation of 3%.


Structure exerts no strong effect on the magnitude of
the k2 values, in contrast to alkyl acetates, where the steric
bulk of the alkyl moieties results in a decrease in k2. This
feature had already been reported for the acid-catalyzed
hydrolyses (aqueous H2SO4) of 3-oxaalkyl acetates,12 the
mono-, bi- and triacetates of glycerol11 and 1,2-propyl
diacetate.11


Esters with hydrogen-bonding capability undergo acid
hydrolysis at moderately faster rates than their alkyl
analogs. For example, 3-oxabutyl acetate reacts twice
as fast as butyl acetate at 37.0 �C.11,12 One could point to
differences in leaving-group pKa (BuOH, pKa¼ 16.0;
MeOCH2CH2OH, pKa¼ 14.84) as a sufficient explana-
tion for this observation, rather than a solvent effect on
TS complex stability. This rationale is overruled when
other polar esters are also compared with 3-oxabutyl
acetate. At 37.0 �C, the relative rates of hydrolysis of
3-oxapentyl acetate (pKa¼ 15.1), 1,2-ethyl diacetate
(pKa¼ 15.3), 2-chloroethyl acetate (pKa¼ 14.31) and
acetylcholine (pKa¼ 13.9) are 1.00� 0.02,12


0.98� 0.05,12 0.978 and 0.91� 0.02,14 respectively.
This shows that a �pKa � 2 yields <10% variation in
k2. Hence the pKa of the leaving group or TS complex
polarity seems not as explanation for the observation,
either.


Activation parameters


Table 2 gives the isobaric activation parameters. The
activation enthalpies for the acid hydrolyses of unfunc-
tionalized alkyl acetates and ethyl alkanoates have been
found to be fairly constant,8,15 between 65 and
70 kJ mol�1. The mean value found in the present study
for esters with hydrogen-bonding capability was
57� 7 kJ mol�1 (p¼ 0.05). This 11 kJ mol�1 difference
is statistically significant at p< 0.01.


Ethyl 2-hydroxypropanoate has the lowest �H
z


value
in the group. Deletion of this value affords an average
enthalpy of activation of 59� 5 kJ mol�1 (p¼ 0.05).
Hence the finding is not an artifact produced by the


Table 1. Second-order specific rates for the hydrolysis of the
esters by aqueous HCl, in water solvent


Temperature 104k2


Ester ( �C) (s�1 mol�1 dm3)


Ethyl 2-hydroxypropanoate 25.0a 1.28
30.0 1.62� 0.02
35.0 2.55� 0.02
40.2 3.2� 0.1
45.0 4.2� 0.2
49.8 5.8� 0.1


1,2 Ethyl diacetate 25.0a 0.809
30.0 1.26� 0.02
35.0 1.87� 0.02
40.2 2.76� 0.07
45.0 3.98� 0.09
49.8 5.96� 0.08


3-Oxapentyl acetate 27.5 0.82� 0.06
30.7 1.22� 0.03
34.8 1.6� 0.1
39.4 2.8� 0.1
43.1 3.6� 0.2
48.5 5.1� 0.1


3,6-Dioxaoctyl acetate 30.0 1.44� 0.03
35.0 2.17� 0.01
40.2 3.2� 0.2
45.0 4.4� 0.1
49.8 6.68� 0.08


a From Ref. 8.


Table 2. Isobaric activation parameters for the acid-
catalyzed hydrolysis of the esters studied, in water solvent


�H
z


�S
z


Ester (kJ mol�1) (kJ K�1 mol�1)


AcOR/HCl (N¼ 14a) 66� 2 Variable
AcOEt/Dowex (N¼ 6b) 67� 4 Variable
AcOEt/HCl 68� 9 �0.092� 0.006
AcOEt/Dowex 72� 3 �0.077� 0.006
h�H


zic¼ 68� 2 kJ mol�1


(p¼ 0.05)
2,3-Dihydroxypropyl acetate/ 59� 3 �0.13� 0.01
H2SO4


d


1,2,3-Propyl triacetate/H2SO4
d 54� 1 �0.15� 0.05


3-Oxapentyl acetate/HCl 66� 2 �0.105� 0.008
Ethyl 2-hydroxypropanoate/HCl 46� 2 �0.16� 0.02
1,2-Ethyl diacetate/HCl 58� 4 �0.13� 0.03
3,6-Dioxaoctyl acetate/HCl 59� 2 �0.124� 0.007
h�H


zic¼ 57� 7 kJ mol�1


(p¼ 0.05)


a From Refs. 8 and 15.
b From Ref. 28.
c h�H


zi are given as average values with 95% confidence limits.
d From Ref. 11.
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contribution of that ester, because the difference is still
statistically significant at p< 0.01.


Considerable TS electrostriction is built up in the acid-
catalyzed hydrolysis of unfunctionalized carboxylic est-
ers, as indicated by negative volumes of activation of
around �9 cm3 mol�1,16 and entropies of activation in the
range from �0.08 kJ K�1 mol�1 to �0.12 kJ K�1 mol�1.15


Various pieces of evidence have been adduced to
establish that the acid-catalyzed hydrolysis of esters
involves a tetrahedral addition intermediate. The convin-
cing evidence comes from studies using 18O as a tra-
cer.15,17 Oxygen exchange with the solvent and
hydrolysis occur at comparable rates. This observation
suggests that the intermediate has a lifetime long enough
for the proton transfers required for such isotopic ex-
change to take place.


Kirby offers an excellent discussion on the kinetic
effect of water.15 Plots of log(kobs/[esterHþ]) against
logaH2O have slopes close to 2 for ester hydrolyses and
for 18O exchange. This is taken as evidence that two
molecules of water are involved in the TS for each
reaction.


The protons of a molecule of water undergoing
addition to the carbonyl group become acidic as bond
formation develops. The role of a second molecule of
water must be to bind one proton from the nucleophile.
Hence an acceptable mechanism involves a molecule of
water acting as a general base to assist the nucleophilic
addition of the other molecule of water to the protonated
ester carbonyl group.


The commonly accepted TS complex core structure
can be represented as shown in Scheme 1. Qualitatively,
this TS complex must be regarded as a hydrophilic
solute that requires a tighter aqueous solvation cavity,
relative to initial ester molecules. Hence esters with
hydrogen-bonding capability (and their TS complexes)
should interact much more strongly with the surrounding
aqueous medium than their more hydrophobic alkyl
analogs. This qualitative argument is supported by
consideration of the hydration enthalpies for a few
solutes such as methanol (�84 kJ mol�1) or formalde-
hyde (�64 kJ mol�1) as compared with ethylene
(�16 kJ mol�1). This structural feature, and the �S


z
and


�V
z


values mentioned above lead to the expectation of
lower activation enthalpies for the case of esters with
hydrogen bonding capability, a claim supported by ex-
periment.


One suggestion was to explore the possibility that these
esters and their TS complexes could be more basic than
their unfunctionalized alkyl analogs, owing to intra-


molecular hydrogen bonding between the protonated
carbonyl and any of the oxygen acceptors in the alkyl
moiety. The energy of the solvent–solute interactions
would be about the same in both the initial and transition
states. Thus, as a result of this intramolecular stabilizing
interaction, the greater fraction of protonated ester would
be a less complicated explanation for the 11 kJ mol�1


decrease in the value of �H
z
. For the case at hand,


intramolecular hydrogen bonding is a proposal difficult
to consider in 55 M water medium for small solute
molecules with no special structural features, such as
the constrained geometries of substituted maleate mono-
anions. It is reasonable that hydrogen bonding by water
decreases the strength of intramolecular bonds.18 Hence
solvent–solute hydrogen bonding is a more probable
interaction. Moreover, if any intramolecular hydrogen
bonding led to increased basicity, ethanolamine would be
a stronger base than ethylamine, and the same would be
expected for the pairs diethanolamine–diethylamine,
triethanolamine–triethylamine and tris(hydroxymethyl)
aminomethane–tert-butylamine. Thermodynamic data
in the literature for the dissociation of these protonated
amines in aqueous solution at 25 �C point in the opposite
direction (�pKa values calculated from �G � for the
dissociation of the ammonium ions in aqueous solution
at 25 �C19). The alkylamines are more basic than their
hydroxy analogs by �pKa ranging from 1.13 to 2.96.


The above qualitative considerations permit the fol-
lowing argument to be constructed: for this kind of
stabilization mechanism between TS complexes and
solvent molecules, the maximal reduction in energy for
the system is achieved when certain requirements of
intermolecular configuration are met. The geometric
conditions clearly imply a constraint for which the
decrease in energy content will be accompanied by
some degree of entropy loss. Thus, enthalpy–entropy
compensation must exist in the acid-catalyzed hydrolysis
of esters with hydrogen-bonding capability.


The validity of isokinetic (isergonic) relationships has
been an ongoing issue for the past four decades. The
strongest critic is, perhaps, Exner.20 He has pointed to
the fact that since both activation entropies and enthalpies
are derived from the same data set, then the two quantities
are statistically dependent. This situation creates the
problem of propagation of uncertainty due to covariance.
Exner further indicated that if an enthalpy–entropy cor-
relation truly exists, the Arrhenius plots of the homo-
logous reactions under study should mutually intersect at
the isokinetic temperature �. Figure 1 shows that these
four esters comply with Exner’s criterion at a temperature
around 3.2� 102 K.


Since �H
z


and �S
z


are statistically correlated, the
direct linear fitting must be carried out accounting for
the uncertainties in both variables (double-weighted
least-squares fitting). All data pairs have different
degrees of precision (a heteroscedastic data set). As
expected from the result of the first test, the activationScheme 1
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parameters were found to correlate. The regression
equation with 95% confidence limits is �H


z


(kJ mol�1)¼ (104� 5)þ (363� 43)�S
z


(kJ K�1 mol�1)
(r2¼ 0.998). Inclusion of the previously determined para-
meters for 2,3-dihydroxypropyl acetate and 1,2,3-propyl
triacetate11 yields essentially the same result for 95%
confidence limits (r2¼ 0.97):


�Hz ðkJ mol�1Þ


¼ ð103 � 10Þ þ ð346 � 80Þ�SzðkJ K�1 mol�1Þ ð2Þ


This isokinetic temperature �¼ 346 K is in the range
frequently associated with solvation effects.21


Up to this stage, no discussion has been devoted to
neighboring-group participation by the hydrogen-bonding
oxygen atoms as a mechanistic possibility. In the case of
ethyl 2-hydroxypropanoate, a nucleophilic interaction
could be conceived between the 2-hydroxy group and the
protonated carboxyl, to yield an epoxide-like intermediate.
After departure of the ethoxy-leaving group, the resulting
�-lactone would rapidly undergo hydrolysis. A similar
effect might also be considered with the oxaalkyl esters
or the esters of glycerol. Acyl compounds certainly un-
dergo intramolecular transfer to adjacent hydroxyl groups
but at rates faster than either hydrolysis or intermolecular
alcoholysis.22,23 The entropies of activation for the cases
where neighboring groups assist in the formation of the
TS are not as negative as the values measured in this work.
For example: (a) The reported value of �S


z
for the


hydrolysis of 2-bromopropanoate at neutral pH to yield
2-hydroxypropanoate is þ37 J K�1 mol�1;24 (b) the ami-
nolysis of phenyl 4-(N,N-dimethylamino)butanoate
proceeds with a �S


z
52 J K�1 mol�1 less negative than the


value for the similar intermolecular reaction between trime-
thylamine and phenyl acetate;22 (c) for the acetolysis of
trans-2-methoxycyclohexyl 4-bromobenzenesulfonate �S


z


is �14 J K�1 mol�1;25 (d) the saponification of cis-2-hy-
droxycyclopentyl acetate proceeds with
�S


z ¼�32 J K�1 mol�1, which is 96 J K�1 mol�1 less ne-
gative than the measured value for cyclopentyl acetate.26


The average value of �S
z


for the acid-catalyzed hydro-
lysis of the group of esters with hydrogen-bonding cap-
ability studied in this work is �0.13� 0.02 kJ K�1 mol�1.
It is more negative than the values for the unfunctionalized
analogs ethyl acetate (�0.092 kJ K�1 mol�1), propyl acet-
ate (�0.102 kJ K�1 mol�1), 2-propyl acetate (�0.106 kJ
K�1 mol�1) or butyl acetate (�0.109 kJ K�1 mol�1).
Hence any kind of assistance from neighboring groups
seems unlikely in the acid-catalyzed hydrolysis of esters
with hydrogen-bonding capability.


A last point must be added with regard to the �H
z


values. The activation enthalpies for the acid-catalyzed
hydrolyses of the highly polar (but non-hydrogen-bond-
ing) 2,2,2-trichloroethyl acetate,8 ethyl chloroacetate,8


acetylcholine14 and ethyl 3-(trimethylammonium)pro-
panoate15 are 66, 66, 67 and 67 kJ mol�1, values identical
with those observed for the less polar unfunctionalized
alkyl esters. This further observation agrees with our
hypothesis that polarity of the TS complex is not the
general feature that explains the lower �H


z
of the


hydrolysis of esters with hydrogen-bonding capability.


CONCLUSION


The results of this work support the hypothesis that
hydrogen bonding to atoms remote from the reaction
center contributes to the stabilization of the TS complex
in the acid hydrolysis of esters in aqueous medium.
An 11 kJ mol�1 decrease in �H


z
was observed relative


to alkyl-unfunctionalized analogs. The effect is attributed
to stronger TS hydration, relative to reactant ester
species. This ��H


z ¼�11 kJ mol�1 corresponds to
��S


z ¼�32 J K�1 mol�1, necessary to meet the solvent
configuration requirements needed to increase the degree
of TS complex solvation in the presence of thermal
freedom.


EXPERIMENTAL


All esters were common chemicals from different com-
mercial sources. The reaction mixtures were made by
dissolving 3 cm3 of the ester in 100 cm3 of 0.2 M HCl. The
rates were measured by titration of free acid at suitable
reaction times with NaOH–phenolphthalein in 3.00 cm3


aliquot portions withdrawn from the reaction flask, im-
mersed in a constant-temperature water-bath. In all ex-
periments, >15 data points were collected (>95% of the
total extent of reaction).


The data were fitted to the first-order kinetic scheme
[NaOH] (cm3)¼A – B exp(�k1t), by using a non-linear
least-squares computer program in the package ENZFIT-
TER.27 Error limits are standard deviations from the
means obtained from at least three experiments. Second-
order specific rates were obtained by dividing the
observed k1 by the corresponding value of [HCl].


Figure 1. Exner’s test for isokinetic relationship. (a) Ethyl 2-
hydroxypropanoate; (b) ethyl 1,2-diacetate; (c) 3,6-dioxaoc-
tyl acetate; (d) 3-oxapentyl acetate
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ABSTRACT: Blue-shifted dihydrogen bonds were predicted to be present in a number of non-covalent complexes
including F3C—H � � �H—Be—X, F3C—H � � �H—Mg—X, F3C—H � � �H4Si, F3Si—H � � �H—Li, F3Si—
H � � �H—Be—X, F3Si—H � � �H—Mg—X, and F3Si—H � � �H4Si (X¼H, F, Cl and CH3). Pauli and nuclei–nuclei
repulsions between the protonic hydrogen and hydridic hydrogen are proposed as the cause of the blue shift.
Copyright # 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


Hydrogen bonding is an important type of non-covalent
interaction that is present in many chemical and biologi-
cal processes.1 The major driving forces for hydrogen
bonding (X—H � � �Y) are usually believed to be electro-
static and charge-transfer interactions. Both of these
interactions weaken the X—H bond and, consequently,
increase the X—H bond length and decrease the X—H
stretching vibration frequency. The latter is called a red
shift. It represents the most important, easily detectable
manifestation of the formation of a hydrogen bond.


However, some recent experimental and theoretical
studies have indicated the existence of blue-shifted hy-
drogen bonds in which hydrogen bond formation leads to
X—H bond contraction and to a blue shift of the X—H
stretching frequency.2,3 Initial examples included some
C—H � � �X systems (e.g. F3C—H � � �OH2) in which the
central carbon atom is connected to a few highly electro-
negative substituents such as F and Cl. This led to a
suggestion that charge transfer from the proton acceptor
to the remote electronegative moieties (e.g. F in F3C—H)
is the cause of the blue shift.2 Recent studies, however,
have shown that N—H, O—H, Si—H and P—H bonds
may also form blue-shifted hydrogen bonds, in which the
central atom does not necessarily carry any electronega-
tive substituents.4–7 Therefore, the long-range charge
transfer theory is not adequate for blue-shifted hydrogen
bonds.


A better theoretical model for blue-shifted hydrogen
bonding has been proposed recently.8 According to this
theoretical model, there is a balance between the X—H
elongation effect due to the orbital interactions and the
X—H contraction effect due to Pauli and nuclei–nuclei
repulsions. If the former effect is dominant, a red shift
will occur, otherwise, a blue shift occurs. So far, this
theoretical model has been successfully applied to many
types of blue-shifted hydrogen bonds that have been
reported.8,9 A recent study demonstrated that this theore-
tical model can also account for the blue-shifted hydro-
gen bonds in F—He—H � � �X systems.10 It worth noting
that another recent theoretical model, which attributes the
blue shift to an increase in the s-character of the X—H
bond,7 has difficulty in explaining the F—He—H � � �X
systems where the rehybridization of He is elusive.10


In this paper, we report a special group of blue-shifted
hydrogen bonds, blue-shifted dihydrogen bonds. We
believe that this study is valuable for the following three
reasons. (1) The dihydrogen bond is an unusual and
intriguing type of hydrogen bond, which has attracted
considerable attention recently.11–13 It has been demon-
strated to be able to influence structure, reactivity and
selectivity in solution and the solid state, thus finding
potential utility in catalysis, crystal engineering and
materials chemistry. (2) So far N-, O-, F-, P-, S- and
Cl-centered proton acceptors have been found in blue-
shifted hydrogen bonds. However, it remains unknown
whether an H-centered proton acceptor can also be used
to construct blue-shifted hydrogen bonds. (3) It has been
demonstrated that the polarization, charge transfer, cor-
relation and higher order energy components are larger in
dihydrogen-bonded complexes than classical hydrogen-
bonded complexes.14 Hence the study of blue-shifted
dihydrogen bonds may provide novel and important in-
sights into the mechanism of the blue shift.
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METHOD


All calculations were performed with the Gaussian 98
suite of programs.15 A number of theoretical methods,
including MP2/6–31þG(d), MP2/6–311þþG(d,p),
MP2/6–311þþG(2d,2p), MP2/cc-pVDZ and QCISD/6–
31þG(d), were used for geometry optimization. The
optimized structure was confirmed by a frequency
calculation at the MP2/6–311þþG(d,p) level to be a
real minimum without any imaginary vibration. The
dihydrogen bonding energy was calculated as the differ-
ence between the total energy of the complex and the sum
of the total energies of the monomers. This energy was
corrected with the zero point energies (ZPEs) (unscaled)
and basis set superposition errors (BSSEs) estimated
using Boys and Bernardi’s counterpoise technique.16


RESULTS AND DISCUSSION


Effects of the computational methods
on the calculation results


In order to examine the effects of the theoretical methods
on the calculation results, we utilized a number of theo-
retical methods, including MP2/6–31þG(d), MP2/6–
311þþG(d,p), MP2/6–311þþG(2d,dp), MP2/cc-pVDZ,


and QCISD/6–31þG(d), to study a particular complex,
F3C—H � � �H—Be—H. The results are shown in Table 1.


The results show that there are two minima for the
complex between F3C—H and H—Be—H. One of them
is a linear complex between C—H and H—Be bonds,
whereas the other exhibits both H� � �H and F� � �Be inter-
actions. (One of the referees suggested that the double-
interaction complex should not be named as a hydrogen
bonding complex, because it seems there exists a repulsion
between the hydrogen atoms belonging to its consituents
which causes it to bent). According to all levels of theory,
the linear complex has a lower energy than the double-
interaction complex. Nevertheless, the interaction energies
of the two complexes are both predicted to be positive by all
the theoretical methods. The reason for the positive inter-
action energy could be the overestimation of BSSE by the
counterpoise method,16 because the interaction energy
becomes negative for some methods when the BSSE
correction is not applied17 (stable dihydrogen bonds of
BeH2 have been reported18). Overestimation of the ZPE
may also be the reason for the calculated interaction energy,
because all the interaction energies are negative when ZPE
correction is not utilized. Certainly it is also possible that the
complex between F3C—H and H—Be—H is intrinsically
unstable. Anyhow, because we shall show in the following
section that there are blue-shifted dihydrogen bonds with
definitely negative interaction energy, we decided not to


Table 1. Blue-shifted dihydrogen bonds between F3C—H and H—Be—H predicted by the various theoretical methods


Method Structure �dC—H (Å) ��C—H (cm�1) �E (kJ mol�1)a �E (kJ mol�1)b �E (kJ mol�1)c


MP2/6–31þG(d) �0.0009 þ16.6 þ2.8 �0.4 �5.3
�0.0010 þ17.0 þ1.4 þ0.0 �4.7


MP2/6–311þþG(d,p) �0.0020 þ32.7 þ7.1 �1.1 �2.9
�0.0011 þ16.1 þ1.7 þ0.1 �4.9


MP2/6–311þþG(2d,2p) �0.0015 þ24.8 þ4.1 �2.2 �4.8
�0.0007 þ12.8 þ1.1 �0.2 �5.4


MP2/cc-pVDZ �0.0037 þ57.2 þ7.5 �1.2 �3.1
�0.0019 þ25.6 þ2.6 þ1.5 �3.5


QCISD/6–31þG(d) �0.0010 þ17.2 þ2.7 �0.6 �5.1
�0.0011 þ21.2 þ1.4 �0.1 �4.5


a With both ZPE and BSSE corrections.
b With ZPE but not BSSE correction.
c With BSSE but not ZPE correction.
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spend more time on the positive interaction energy problem
of F3C—H� � �H—Be—H.


The results in Table 1 also demonstrate that all the
methods provide similar results for the complex between
F3C—H and H—Be—H. For the linear structure, all the
methods also suggest that the C—H bond of F3C—H
should be shortened by about 0.001–0.002 Å owing to the
complex formation. Furthermore, all the methods predict
that the blue shift of the C—H stretching frequency in the
linear F3C—H � � �H—Be—H complex is about
þ20 cm�1. Therefore, the blue shift in F3C—H � � �H—
Be—H should be a real effect. This blue shift effect is not
very sensitive to how the electron correlation is treated.
Also, it is not strongly sensitive to the size of the basis set.
Hence it should reliable enough to use a modestly high
level theoretical method such as MP2/6–311þþG(d,p) to
study the blue shift in dihydrogen bonds.


Blue-shifted C—H � � �H and Si—H � � �H
dihydrogen bonds


Using the MP2/6–311þþG(d,p) method, we studied the
complexes of F3C—H and F3Si—H with H—Li, H—
Be—H, H—Be—F, H—Be—Cl, H—Be—CH3, H—
Mg—H, H—Mg—F, H—Mg—Cl, H—Mg—CH3 and
SiH4. The results are given in Tables 2 and 3.


The results in Tables 2 and 3 suggest that all the dihy-
drogen bonding complexes should have two minima ex-
cept for F3Si—H � � �H—Li. One of the two minima is a
linear complex between X—H and H—Y bonds, except
for silane, where there is a bifurcated dihydrogen bond.
The other minimum, which in the following will be
named the double-interaction complex, exhibits both
H� � �H and the F–metal interactions. For the complexes of
F3C—H with H—Li, SiH4 and H—MgX (X¼H, F, Cl,
CH3) and the complexes of F3Si—H with SiH4, H—
Be—F, and H—Mg—X (X¼H, F, Cl, CH3), the double-
interaction structure is the global minimum. For the remain-
ing complexes, the linear structure is the global minimum.


Despite the complicated structures of the dihydrogen
bonds, except for one case (i.e. linear F3C—H � � �H—
Li), all the complexes exhibit contraction of the C—H or
Si—H bond and blue shift of the C—H or Si—H stretch-
ing vibration. For the complexes of F3C—H with H—
BeX and H—MgX, the double-interaction complexes
(�d��0.002 Å, ���þ30 cm�1) show more significant
blue shifts than the linear complexes (�d��0.001 Å,
���þ15 cm�1). For the complex of F3C—H with H—
Li, the double-interaction complex (�d¼�0.0004 Å,
��¼ þ 9.9 cm�1) is blue shifted whereas the linear com-
plex is red shifted (�d¼þ0.0004 Å, ��¼�20.6 cm�1).
Finally, the double-interaction complex of F3C—
H � � �SiH4 (�d¼�0.0004 Å, ��¼þ5.1 cm�1) shows
less blue shift than the bifurcated dihydrogen-bonded
complex (�d¼�0.0009 Å, ��¼þ13.5 cm�1). The in-
teraction energies for F3C—H � � �SiH4 and F3C—


H � � �H—Be—X (X¼H, F, or Cl) are positive after BS-
SE correction. Nevertheless, the interaction energies for
F3C—H � � �H—Li (�29.9 kJ mol�1), F3C—H � � �H—
Be—CH3 (�4.2 kJ mol�1) and F3C—H � � �H—Mg—X
(X¼H, F, Cl, or CH3) (ca �11–13 kJ mol�1) are defi-
nitely negative. Therefore, stable blue-shifted dihydrogen
bonds do exist.


For the complexes of F3Si—H with H—BeX and H—
MgX, the double-interaction complexes (�d��0.006 Å,
���þ35 m�1) also show more significant blue shifts
than the linear complexes (�d��0.001 Å, ���
þ6 cm�1). For the complex of F3Si—H with H—Li, the
double-interaction complex is not a minimum whereas
the linear complex is blue shifted (�d¼�0.002 Å, ��¼
þ1.8 cm�1). Finally the double-interaction complex of
F3Si—H � � �SiH4 (�d¼�0.0003 Å, ��¼þ1.8 cm�1)
shows less blue shift than the bifurcated dihydrogen
bonded complex (�d¼�0.0002 Å, ��¼þ4.2 cm�1).
The interaction energies for F3Si—H � � �SiH4 and
F3Si—H � � �H—Be—X (X¼H, F, or Cl) are positive
after BSSE correction. Nevertheless, the interaction
energies for F3Si—H � � �H—Li (�7.9 kJ mol�1),
F3Si—H � � �H—Be—CH3 (�1.2 kJ mol�1) and F3Si—
H � � �H—Mg—X (X¼H, F, Cl, or CH3) (ca �15–
20 kJ mol�1) are definitely negative. Again, stable blue-
shifted dihydrogen bonds do exist.


NBO analysis of dihydrogen bonding


The above results suggest that both the linear and double-
interaction structures should be considered for the dihy-
drogen bonding complexes. In the linear complexes the
major interaction is clearly the H � � �H interaction only as
evidenced from the three-dimensional structures. On the
other hand, in the double-interaction complexes we have
to consider the F � � �metal interaction in addition to the
H � � �H interaction. Since the linear complexes can show a
blue shift, in the following mechanistic studies we shall
consider the linear complexes only in order to simplify
the analyses.


Firstly, the natural bond orbital (NBO) partitioning
technique developed by Reed et al.19 was used to analyze
the dihydrogen bonding involved in linear F3C—
H � � �H—Li and F3C—H � � �H—Be—H complexes
(Fig. 1). The MP2/6–311þþG(d,p) method was used in
the NBO analyses.


The NBO analysis results for the monomers suggest
that in F3C—H the H atom carries a certain amount of
positive charge. On the other hand, in both H—Li and
H—Be—H the H atoms carry a significant amount of
negative charge. Therefore, hydridic-to-protonic inter-
action should take place in both F3C—H � � �H—Li
and F3C—H � � �H—Be—H. This means that the non-
covalent interaction involved in F3C—H � � �H—Li and
F3C—H � � �H—Be—H can be defined as dihydrogen
bonding.
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Further analyses suggest that charges transfer should
occur from the proton acceptor to the proton donor in
both F3C—H � � �H—Li and F3C—H � � �H—Be—H. In
the linear F3C—H � � �H—Li complex the positive charge
carried by the H—Li moiety amounts to þ0.02 e. In the
linear F3C—H � � �H—Be—H complex the positive
charge carried by the H—Be—H is þ0.004 e. A similar
magnitude of charge transfer has also been found in other


C—H � � �H dihydrogen-bonded systems such as
HCCH � � �H—Li (�q¼ 0.014 e) and NCH � � �H—Li
(�q¼ 0.033 e).20


Hence both the H(�þ) � � �H(��) electrostatic interac-
tion and the charge transfer from the proton acceptor to
proton donor should be important driving forces for the
formation of the dihydrogen bond. However, it is worth
mentioning that the H(�þ) � � �H(��) electrostatic


Table 2. Blue-shifted dihydrogen bonds between F3C—H and various types of hydrogen-centered proton acceptors predicted
by the MP2/6–311þþG(d,p) method


Proton acceptor Structure dC—H (Å) �dC—H (Å) �C—H (cm�1) ��C—H (cm�1) �E (kJ mol�1)


F3C—H 1.0877 — 3223.3 — —


H—Li 1.0873 �0.0004 3233.2 þ9.9 �29.9
1.0881 þ0.0004 3202.7 �20.6 �19.9


SiH4 1.0873 �0.0004 3228.4 þ5.1 þ0.5
1.0868 �0.0009 3236.8 þ13.5 þ0.9


H—Be—H 1.0857 �0.0020 3255.2 þ31.9 þ7.1
1.0865 �0.0012 3239.4 þ16.1 þ1.7


H—Be—F 1.0861 �0.0016 3250.6 þ27.3 þ3.2
1.0865 �0.0012 3238.9 þ15.6 þ2.3


H—Be—Cl 1.0859 �0.0018 3253.9 þ30.6 þ5.4
1.0865 �0.0012 3239.0 þ15.7 þ1.3


H—Be—CH3 1.0864 �0.0013 3244.1 þ20.8 �2.4
1.0863 �0.0014 3241.6 þ18.3 �4.2


H—Mg—H 1.0860 �0.0017 3250.8 þ27.5 �11.3
1.0866 �0.0011 3234.1 þ10.8 �4.4


H—Mg—F 1.0863 �0.0014 3249.3 þ26.0 �13.7
1.0866 �0.0011 3235.7 þ12.4 �2.2


H—Mg—Cl 1.0864 �0.0013 3248.7 þ25.4 �13.4
1.0865 �0.0012 3235.8 þ12.5 �2.7


H—Mg—CH3 1.0861 �0.0016 3250.3 þ27.0 �12.0
1.0866 �0.0011 3233.5 þ10.2 �8.2
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interaction should weaken the C—H bond by pulling the
H(�þ) atom from the C atom to the H(��) atom.21 In
addition, the charge transfer from the proton acceptor to
proton donor should also weaken the C—H bond because
the transferred charge goes to the C—H antibonding �*
orbital.22 Therefore, both the electrostatic interaction and
charge transfer effect can only increase the C—H bond
length and red shift the C—H stretching frequency.


Physical origin of the blue shift


In order to understand the physical origin of the blue-
shifted dihydrogen bonds, we studied two linear dihydro-
gen-bonded complexes: F3C—H � � �H—Li and F3C—
H � � �H—Be—H. The former complex has a red shift
whereas the latter has a blue shift. By fixing the C � � �H
distances in F3C—H � � �H—Li and F3C—H � � �H—


Table 3. Blue-shifted dihydrogen bonds between F3Si—H and various types of hydrogen-centered proton acceptors predicted
by the MP2/6–311þþG(d,p) method


Proton acceptor Structure dSi—H (Å) �dSi—H (Å) �Si—H (cm�1) ��Si—H (cm�1) �E (kJ mol�1)


F3Si—H 1.4489 — 2456.2 — —


H—Li 1.4469 �0.0020 2458.0 þ1.8 �7.9


SiH4 1.4486 �0.0003 2458.0 þ1.8 þ0.7
1.4487 �0.0002 2460.4 þ4.2 þ0.7


H—Be—H 1.4428 �0.0061 2491.3 þ35.1 þ7.1
1.4481 �0.0008 2462.3 þ6.1 þ4.2


H—Be—F 1.4440 �0.0049 2485.6 þ29.4 þ2.7
1.4485 �0.0004 2460.4 þ4.2 þ3.5


H—Be—Cl 1.4434 �0.0055 2489.0 þ32.8 þ4.1
1.4484 �0.0005 2461.1 þ4.9 þ2.8


H—Be—CH3 1.4434 �0.0055 2487.9 þ31.7 þ4.3
1.4479 �0.0010 2463.4 þ7.2 �1.2


H—Mg—H 1.4423 �0.0066 2493.8 þ37.6 �15.4
1.4476 �0.0013 2462.9 þ6.7 þ1.8


H—Mg—F 1.4439 �0.0050 2486.8 þ30.6 �20.7
1.4478 �0.0011 2462.6 þ6.4 þ1.5


H—Mg—Cl 1.4439 �0.0050 2486.4 þ30.2 �20.4
1.4481 �0.0008 2461.1 þ4.9 þ1.7


H—Mg—CH3 1.4420 �0.0069 2494.8 þ38.6 �15.3
1.4475 �0.0014 2463.1 þ6.9 �2.4
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Be—H and by optimizing the remaining coordinates of
the complexes, we obtained curves of the interaction
energies (not corrected with BSSE) and the optimized
C—H bond lengths as functions of the C � � �H distance
(Fig. 2).


The potential energy curves of the two complexes are
very similar in shape, regardless of whether the hydrogen
bond is blue-shifted or red-shifted. At long distances, the
interaction energy becomes more negative as the C � � �H
distance decreases. This behavior is undoubtedly caused


Figure 1. NBO charge distributions in (a) F3C—H, (b) H—Li, (c) H—Be—H, (d) F3C—H � � �H—Li (C3v, linear) and (e)
F3C—H � � �H—BeH (C3v, linear)


Figure 2. Interaction energy (�E) and change of C—H bond length (�d) as a function of the distance between the proton
donor and acceptor: (a) and (b) F3C—H � � �H—Li (C3v, linear), (c) and (d) F3C—H � � �H—Be—H (C3v, linear) (equilibrium C � � �H
distances are indicated by the line labeled ‘eq’)


1104 Y. FENG ET AL.


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 1099–1106







by the electrostatic interaction between the proton donor
and acceptor. On the other hand, at short distances the
interaction energy becomes less and less negative as the
C � � �H distance decreases. This behavior is clearly due to
the Pauli and nuclei–nuclei repulsions between the proton
donor and acceptor, which are significant only when the
proton donor and acceptor are sufficiently close to each
other.


The curves for the change of C—H bond length as a
function of the distance between the proton donor and
acceptor are also very similar in shape for the two
complexes. At long distances, the C—H bond is elon-
gated for both F3C—H � � �H—Li and F3C—H � � �H—
Be—H. This elongation can only be explained by either
electrostatic attractions or orbital interactions (i.e.
charge-transfer interactions). On the other hand, the
C—H bond is shortened for both F3C—H � � �H—Li
and F3C—H � � �H—Be—H at very short C � � �H dis-
tances. The contraction can only be explained as a result
of Pauli and nuclei–nuclei repulsions.


Nevertheless, the equilibrium position (i.e. the position
where the interaction energy is the most negative) for
F3C—H � � �H—Li is in the elongation region of the
curve so that F3C—H � � �H—Li is red shifted. In com-
parison, the equilibrium position for F3C—H � � �H—
Be—H is in the contraction region and consequently,
F3C—H � � �H—Be—H is blue shifted. Therefore, the
difference between blue and red-shifted dihydrogen
bonds is simple. For the blue-shifted bonds, the bond
shortening effect is greater than the bond lengthening
effect when the energy reaches a minimum. On the other
hand, for the red-shifted dihydrogen bonds, there is an
additional bond lengthening effect due to orbital interac-
tions that is not overcome by the modest bond compres-
sion resulting from the repulsive interactions.


At this point, one may wonder why there is strong Pauli
and nuclei–nuclei repulsion (i.e. bond shortening effect)
at the energy minimum of a blue-shifted dihydrogen
bond. For F3C—H � � �H—Be—H we suggest that this
bond shortening effect stems from the electrostatic attrac-
tion between the positively charged carbon in F3C—H
and the negatively charged hydrogen in H—Be—H (see
Scheme 1). Because of this C � � �H attraction, the H � � �H
distance in the complex is so short that H � � �H repulsion
is significant. Although the energetic effect of this H � � �H
repulsion is completely compensated by that of the
H � � �H and C � � �H attraction resulting in a stable com-
plex, the H � � �H repulsion forces the C—H bond to
contract upon the complex formation.


Scheme 1


CONCLUSION


There are two valuable outcomes of this study. First, blue-
shifted dihydrogen bonds, including some conventional
linear ones and some unconventional double-interacting
ones, were predicted to be present in a variety of non-
covalent complexes including F3C—H � � �H—Be—X,
F3C—H � � �H—Mg—X, F3C—H � � �H4Si, F3Si—
H � � �H—Li, F3Si—H � � �H—Be—X, F3Si—H � � �H—
Mg—X and F3Si—H � � �H4Si (X¼H, F, Cl, and CH3).
Second, on the basis of state-of-art NBO analyses and
potential energy surface analyses, it was demonstrated
that Pauli and nuclei–nuclei repulsions between the
protonic hydrogen and hydridic hydrogen are the cause
of the blue shift.
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epoc ABSTRACT: The synthesis of 4-(3,3,3-trifluoro-2-trifluoromethyl-1-propenyl)-1,3-thiazole derivatives from 5,5,5-
trifluoro-4-(trifluoromethy)-3-penten-2-one is described. Attention is mainly focused on 2-N-phenylamino-4-(3,3,3-
trifluoro-2-trifluoromethyl-1-propenyl)-1,3-thiazole. Structural and conformational studies using several spectro-
scopic methods (FT-IR, NMR, Raman, x-ray, MS) were performed. Geometry optimization and prediction of
vibrational and magnetic properties were carried out using ab initio Hartree–Fock (HF) and density functional theory
(DFT) calculations to assist the spectroscopic analysis. Copyright # 2004 John Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience
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INTRODUCTION


The synthesis of heterocyclic rings containing sulphur
and nitrogen atoms has been particularly attractive
because of its application in the pharmacological field.1,2


It is already known that the introduction of fluorine in
organic compounds often modifies their chemical and
biochemical properties.3 General routes for the prepa-
ration of fluorinated heterocyclic compounds involve
both direct fluorination of an already existing hetero-
cyclic ring or ring construction using, for example, cyclo-


addition reactions with fluorinated synthons such as
trifluoromethyl unsaturated ketones.4 Electron-deficient
compounds such as gem-bis(trifluoromethyl-�,�-unsatu-
rated ketones are precursors for a variety of
heterocyclic compounds. Starting from 5,5,5-trifluoro-
4-trifluoromethyl-3-penten-2-one (1), interesting
trifluoromethyl heterocyclic compounds, such as thia-
zoles, tetrahydrofuranones and diazepines, have been ob-
tained.5–7 Current methods for thiazole preparation
involve the use of substituted carbonyl compounds; the
most common procedure is the reaction between thioa-
mides and �-halocarbonyl compounds.


We report the synthesis of 1-chloro-5,5,5-trifluoro-
4-trifluoromethyl-3-penten-2-one (2) as starting mater-
ial for reaction with thiobenzamide, N-phenyl- and
N-allylthioureas and acetamide to obtain 2-phenyl-4-
(3,3,3-trifluoro-2-trifluoromethyl-1-propenyl)-1,3-thiazole
(3), 2-N-phenylamino-4-(3,3,3-trifluoro-2-trifluoromethyl-
1-propenyl)-1,3-thiazole (4), 2-allylamino-4-(3,3,3-tri-
fluoro-2-trifluoromethyl-1-propenyl)-1,3-thiazole (5) and
the intermediate 4-hydroxy-2-methyl-4-(3,3,3-trifluoro-
2-trifluoromethyl-1-propenyl)-1,3-thiazoline (6) (Scheme 1).
Trifluoromethyl-containing alkenylthiazoles are useful
in the construction of natural products such as terpenes,
steroids and alkaloids.8–10
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For one selected molecule, the 2-phenyl derivative (3),
we were also interested in a more detailed structural
study. This includes the analysis of the possible confor-
mational relationship s-cis/s-trans using one-(1H, 19F and
13C) and two-dimensional heteronuclear correlation
(HETCOR) and C,H correlation via long-range coupling
(COLOC) NMR spectroscopy and x-ray analysis. In
order to assist the analysis, geometry optimization and
prediction of vibrational and magnetic properties were
performed using ab initio Hartree–Fock (HF) and density
functional theory (DFT) calculations.


EXPERIMENTAL


Solvents were distilled before use. Volatile compounds
were handled in a vacuum line. Microanalyses were
performed with a Carlo Erba Model 1106 elemental
analyser. For NMR analyses, dried solvents with actived
molecular sieves (4 Å) were used for 13C and 1H and
CFCl3 for 19F NMR, respectively. A Bruker WP-80
instrument was used for 6, an AC- 250 for 3 and an
AM-400 for 4 and 5. FT-IR spectra were measured with a
Bruker IFS 85 FTIR instrument (4000–400 cm�1) in KBr
pellets. Raman spectra were obtained with the Raman
accessory of a Bruker IFS 66 spectrometer equipped with
an Nd:YAG laser (3500–100 cm�1). Theoretical calcula-
tions were performed using the Gaussian 98 program.11


For GC–MS, a Hewlett-Packard Model 5989 TO and a
Hewlett-Packard Model 5890 instruments (12.5 m capil-
lary column coated with OV-1), 70 eV, were used. Crys-
tallographic analysis was carried out using single crystals
formed from hexane solutions by slow solvent evapora-
tion at room temperature The determination of the
crystalline structure was carried out using a Siemens
Model P4 four-circle automatic diffractometer, using


Mo K� radiation (�Mo K�¼ 0.71073 Å) monochromated
with graphite. Computations were made with SHELXL-
93.12 Crystal data and structure refinement of 3 are
summarized in Table 1. The starting materials thio-
benzamide, N-allylthiourea and N-phenylthiourea were


Scheme 1


Table 1. Crystal data and structure refinement for C13H7N
F6S (3)


Empirical formula C13H7N F6S


Formula weight 323.26
Temperature 293(2) K
Wavelength 0.71073 Å
Crystal system Orthorhombic
Space group Pbca
Unit cell dimensions


a 10.930(5) Å
b 10.617(3) Å
c 23.201(7) Å
� 90�


� 90�


� 90�


Volume 2692(2) Å3


Z 8
Density (calculated) 1.595 mg m�3


Absorption coefficient 0.301 mm�1


F(000) 1296
Crystal size 0.68� 0.60� 0.38 mm
Theta range for data collection 2.56–27.52�


Index ranges 0� h� 14, 0� k� 13,
�30� l� 0


Reflections collected 3061
Independent reflections 3061 [R(int)¼ 0.0000]
Refinement method Full-matrix least-squares on F2


Data/restraints/parameters 3061/0/190
Goodness-of-fit on F2 1.033
Final R indices [I> 2�(I)] R1¼ 0.0486, wR2¼ 0.1129
R indices (all data) R1¼ 0.0843, wR2¼ 0.1350
Largest diff. peak and hole 0.262 and �0.239 e Å�3
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commercially available and were used without further
purification. 1-Triphenylphosphoraniliden-3-chloropro-
panone was obtained by the published method.13 Crystal
structure data have been deposited of the Cambridge
Crystallographic Data Centre (CCDC) under the refer-
ence number 2 15 128.


Syntheses


The Hantzsch reaction is a well-known method for the
synthesis of thiazoles by cyclization of �-halocarbonyl
compounds and a great variety of reactants bearing the
N—C—S fragment in the ring have been reported.14


The �-halocarbonyl derivative 2 was synthesized by
the Wittig reaction between hexafluoroacetone (HFA)
and a chloro-containing phosphorane (Scheme 2) in order
to avoid secondary products of enone 1 caused by direct
halogenation.10 The separation of the product from the
reaction mixture had to be carried out under vacuum to
avoid polymerization when excessive heating is applied.


1-Chloro -5,5,5-trifluoro-4-trifluoromethyl-3-penten-2-
one (2). A 16.0 g (45.4 mmol) amount of dry 1-triphenyl-
phosphoraniliden-3-chloropropanone, previously blended
in a mortar with 0.8 g of hydroquinone, was placed in a
200 ml Carius tube with a Young valve, then 7.5 g
(45 mmol) of hexafluoroacetone were condensed on the
mixture in vacuo. The closed tube with the solid mixture
was shaken vigorously until heat evolution and then
allowed to stand until it reached room temperature. The
product was separated for condensation under static
vacuum The liquid obtained, 6.2 g (25.7 mmol), was
examined by GC–MS and used without further purifica-
tion. The yield was 57%.


General Procedure for the synthesis of thiazoles
3–5. To a stirred solution of thiobenzamide, 0.55 g
(4 mmol), in methanol (20 ml), a methanolic solution of
1-chloro-5,5,5-trifluoro-4-trifluoromethyl-3-penten-2-one
(2), 0.96 g (4 mmol), in 5 ml of the same solvent was
slowly added. After 15 min the reaction mixture turned
green–yellow. The solution was then refluxed with


stirring for another 2 h. The solvent was evaporated and
the residual solid was dissolved in benzene and washed
with NaHCO3 and water. After drying over MgSO4, the
benzene was evaporated. The solid obtained was sepa-
rated by column chromatography [silica gel, hexane–
ethyl acetate (4:1)]. The products obtained were recrys-
talized from hexane (3, 4, 5) and benzene–pentane (6) in
83, 77, 87 and 96% yield, respectively (Scheme 2)


2-Phenyl-4-(3,3,3-trifluoro-2-trifluoromethyl-1-propenyl)-
1,3-thiazole (3). This compound (for numbering of the
compound, see Fig. 1) was obtained as a white solid
(hexane), m.p. 63–64�C. 1H NMR (250 MHz, CDCl3), �
7.42–7.50 (m, 3H, 8-CH, 9-CH and 10-CH), 7.63 (broad,
1H, 12-CH), 7.75 (s, 1H, 5-CH), 7.93–7.97 (m, 2H, 7-CH
and 11-CH); 19F NMR (75.26 MHz, CDCl3/CFCl3), �
�59.20 (q, 13-CF3, 4JFF¼ 7.9 Hz), �64.43 (dq, 12-CF3,
4JFF¼ 7.9 Hz, 4JFH¼ 1.6 Hz); 13C NMR (62.90 MHz,
CDCl3), � 120.91 (q, 15-CF3, 1JCF¼ 275.0), 121.71 (qq,
14-CF3, 1JCF¼ 273.1 Hz, 3JCF¼ 2.9 Hz), 125.45 (dq, 5-
CH, 2JCH¼ 186.9 Hz, 5JCF¼ 3.9 Hz), 125.73 (7-CHand
11-CH), 128.12 (8-CH and 10-CH), 129.83 (9-CH),
131.61 (s, 6-CH), 134.72 (dqq, 12-CH, 1JCH¼ 156.4 Hz,
3JCF¼ 2.9 Hz, 3JCF¼ 2.9 Hz), 146.80 (d, 4-CH,
2JCH¼ 3.8 Hz), 168.30 (d, 2-CH, 3JCH¼ 3.8 Hz), 13-CH
not observed; GC–MS, m/z 323 (75)/Mþ; 304 (15/
[M� F]þ); 254 (100/[M�CF3]þ); 220 (2/[M�RCN]þ.);


Scheme 2


Figure 1. A perspective drawing of 3 with 50% probability
thermal ellipsoids
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219 (2); 201 (7/[220� F]þ); 199 (2); 170 (16); 151 (22/
[220�CF3]þ); 131 (8/[CF3CCF2]þ); 106 (5); 104 (11/
[C6H5CNH]þ); 77 (36/[C6H5]þ); 69 (20/[CF3]þ); 51 (10/
[CF2H]þ).


Anal. Calcd For C13H7F6NnSn: C, 48.3; H, 2.2; N, 4.3;
S, 9.9. Found: C, 48.4; H, 2.0; N, 4.2; S, 10.1%.


2-N-Phenylamino-4-(3,3,3-trifluoro-2-trifluoromethyl-1-
propenyl)-1,3-thiazole (4). This compound was obtained
as white needles, m.p. 90–92�C (hexane). 1H NMR
(400.13 MHz, CDCl3): � 7.10 (broad s, 1H, 10-CH),
7.10 (t, 1H, 9-CH, 3JHH¼ 7.5 Hz), 7.32 (broad s, 1H, 5-
CH), 7.33–7.42 (m, 4 H, 7-CH and 8-CH), NH not
observed; 19F NMR (235.35 MHz, CDCl3/CFCl3), �
�58.43 (c, 13-CF3, 4JFF¼ 7.6 Hz), �63.86 (mc, 12-
CF3, 4JFF¼ 7.6 Hz); 13C NMR (100.61 MHz, CDCl3), �
116.83 (dc, 5-CH, 1JCH¼ 191.2 Hz, 5JCF¼ 3.7 Hz),
118.74 (ddd, 9-CH, 1JCH¼ 159.9 Hz, 2JCH¼ 7.4 Hz,
2JCH¼ 5.5 Hz), 120.89 (c, 12-CF3, 1JCF¼ 273.9 Hz),
121.85 (c, 13-CF3, 1JCF¼ 272.1 Hz), 123.83 (dt, 8-CH,
1JCH¼ 161.8 Hz, 2JCH¼ 7.4 Hz), 129.53 (ddd, 7-CH,
1JCH¼ 159.9 Hz, 2JCH¼ 7.4 Hz, 3JCH¼ 3.7 Hz), 134.56
(dcc, 10-CH, 1JCH¼ 161.8 Hz, 3JCF¼ 3.7 Hz,
3JCF¼ 3.7 Hz), 139.26 (t, 6-C, 3JCH¼ 7.4 Hz), 142.93
(d, 4-C, 2JCH¼ 3.7 Hz), 164.31 (d, 2-C, 3JCH¼ 9.2 Hz),
11-C not observed; GC–MS, m/z 338 (100)/Mþ), 318 (28/
[M� FH]þ.), 298 (10/[M� FH�FH]þ.), 279 (6/
[M� FH� FH�F]þ), 269 (6/[M�CF3]þ), 249 (4/
[M�CF3� FH]þ), 201 (7/[M�RCN� F]þ), 150 (13/
[C6H5NHCSN]þ.), 149 (17/[C6H5NCSN]þ), 131 (4/
[CF3CCF2]þ), 118 (6), 104(18/[C6H5NCH]þ), 92(7),
91(5), 77 (21/[C6H5]þ), 69 (6/[CF3]þ), 51 (11/[CF2H]þ).


Anal. Calcd for C13H8F6N2S: C, 46.3; H, 2.4; N, 8.3; S,
9.5. Found: C, 46.3; H, 2.3; N, 8.2; S, 9.5%.


2-Allylamino-4-(3,3,3-trifluoro-2-trifluoromethyl-1-prope-
nyl)-1,3-thiazole (5). This compound was obtained as
yellow crystals, m.p. 120–122�C (hexane). 1H NMR
(400.13 MHz, CDCl3), � 3.89 (broad, 2H, 6-CH2), 5.16
(dc, 1H, 8-CHb, 3JHbH¼ 17.1 Hz, 2JHbHa¼ 1.5 Hz), 5.26
(dc, 1H, 8-CHa, 3JHaH¼ 10.5 Hz,2JHaHb¼ 1.5 Hz), 5.46
(broad, 1H, NH), 5.87 (ddt, 1H, 7-CH, 3JHHb¼ 17.1 Hz,
3JHHa¼ 10.5 Hz, 3JHH¼ 5.5 Hz), 7.01 (s, 1H, 9-CH), 7.60
(s, 1H, 5-CH); 19F NMR (62.90 MHz, CDCl3/CFCl3), �
�59.78 (c, 12-CF3, 4JFF¼ 7.9 Hz), �64.60 (c, 11-CF3,
4JFF¼ 7.9 Hz); 13C NMR (100.61 MHz, CDCl3), � 48.04
(tdd, 6-CH2, 1JCH¼ 146.9 Hz, JCH¼ 8.2 Hz, JCH¼
8.5 Hz), 116.08 (dc, 5-CH, 1JCH¼ 191.1 Hz, 5JCF¼
3.7 Hz), 117.61 (dd, 8-CHaHb, 1JCH¼ 159.8 Hz, 1JCH¼
154.6 Hz), 120.89 (c, 12-CF3, 1JCF¼ 273.9 Hz), 121.88 (c,
11-CF3, 1JCF¼ 270.2 Hz), 133.15 (dm, 7-CH, 1JCH¼
142.9 Hz), 134.83 (dcc, 9-CH, 1JCH¼ 143.3 Hz, 3JCF¼
3.7 Hz, 3JCF¼ 3.7 Hz), 142.74 (d, 4-C, 2JCH¼ 3.8 Hz),
168.37 (m, 2-C), (10-C not observed); GC–MS, m/z 302
(18/Mþ), 287 (16/[M�CH3]þ), 283 (4/[M� F]þ), 281
(3), 262 (4/[M�CH2CHCH2]þ), 261 (3), 255 (8), 245 (13),


243 (4), 242 (5), 241 (4), 233 (100/[M�CF3]þ), 205 (7),
201 (11), 192 (55/[M�CF3�CH2CHCH2]þ), 191 (15),
170 (12), 165 (12), 151 (14/[M�RCN�CF3]þ), 145 (7),
131 (9/[CF3CCF2]þ), 120 (4), 107 (8), 99 (7), 81 (12), 75
(15), 69 (56/[CF3]þ), 63 (11), 59 (27), 56 (25/
[NHCH2CHCH2]þ).


Anal. Calcd for C10H8F6N2S: C, 39.7; H, 2.6; N, 9.3; S,
10.6. Found: C, 39.5; H, 2.6; N, 9.2; S, 10.6%.


Reaction with thioacetamide: preparation of 4-
hydroxy-2-methyl-4-(3,3,3-trifluoro-2-triflurome-
thyl-1-propenyl)-1,3-thiazoline (6). The 2-methyl-
trifluoromethyl-containing thiazole, resulting from 2
and thioacetamide, could not be obtained by this method.
However, the presence of the hydroxythiazoline inter-
mediate 4-hydroxy-2-methyl-4-[3,3,3-trifluoro-2-(tri-
fluoromethyl)-1-propenyl]-1,3-thiazoline 6 (m/z 279)
was observed by mass spectrometry, 1H NMR, 19F
NMR and IR, which shows a band at 3446 cm�1 assigned
to �OH, with no sign of carbonylic stretching �C——O.
The hydroxythiazoline 6 underwent decomposition with
any attempt at dehydration. A similar situation has been
reported for other 2-methylthiazoles, the acidity of the
methyl hydrogens being responsible for the high reactiv-
ity of the product, owing to the anion stabilization caused
by the ring nitrogen atom.15


4-Hydroxy-2-Methyl-4-(3,3,3-trifluoro-2-trifluoromethyl-
1-propenyl)-1,3-thiazoline (6). This compound was ob-
tained as a white solid, m.p. 112–113�C (benzene–pen-
tane). 1H NMR (80 Mhz, CDCl3), � 2.3 (s, 3H, 2-CH3),
3.7 (m, 2H, 5-CH2), 6 (broad s, 1H, OH), 7.1 (broad s, 1H,
7-CH); 19F NMR (62.90 MHz, CDCl3/CFCl3), � �57.67
(c, 10-CF3, 4JFF¼ 7.9 Hz), �64.80 (dc, 9-CF3,
4JFF¼ 7.9 Hz, 4JFH¼ 2.0 Hz); GC–MS, m/z 279 (2/
Mþ.), 261 (42/[M�H2O]þ.), 242 (13/[M�H2O� F]þ),
238 (35/[M�CH3CN]þ.), 201 (12/[238�H2O� F]þ),
192 (67/[238� SCH2]þ.), 172 (16/[192� FH]þ), 170
(21/[238�H2O�CF2]þ), 163 (10/[(CF3)2CCH]þ), 151
(27/[238�H2O�CF3]þ), 131 (7/[CF3CCF2]þ), 107 (6),
106 (6), 100 (5), 99 (3), 88 (14), 75 (30/[CF2CCH]þ), 69
(42/[CF3]þ), 63 (9), 58 (14), 57 (12), 51 (7/[CF2H]þ), 47
(100/[CH2SH]þ); IR (KBr), 3446(m), 1717(w), 1669(w),
1684(w), 1668(w), 1652 (w), 1646(w), 1634(w), 1622(w),
1616(d), 1558(w), 1539(w), 1521(w), 1506(m), 1472(w),
1456(w), 1390 (w), 1297(d), 1261(w), 1229(d), 1177(m),
1075(w), 956(w), 801(w), 686(w), 649(w), 475 cm�1(w).


RESULTS AND DISCUSSION


Nuclear magnetic resonance


Notable characteristics of the 1H, 13C and 19F NMR
spectra corresponding to compound 3 are given in
Table 2 and also the assignment of the signals.
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In the 1H NMR spectrum of 3, the hexafluoroisobute-
nylidene hydrogen H(12) is observed as a broad singlet
at � 7.3� 0.4 ppm, due to an unsolved coupling with the
CF3 groups. The thiazole ring hydrogen H(5) is observed
as a slightly broad singlet. In some 5-alkenyl-2,4-
disubstituted-1,3-thiazoles the corresponding hydrogen
(observed in the region of 6.8 and 7.3 ppm) was used by
Williams et al. to determine E/Z relationships in mixtures
of raw products.16 However, in the present work only one
signal assignable to this hydrogen was observed.


In the 19F NMR spectra of (CF3)2C——CHR com-
pounds, fluorine signals are observed between �58 and
65 ppm. The CF3 groups show a different chemical shift
due to the asymmetric substitution on the double bond,
resulting in quartets (4JFF¼ 7–8 Hz). In addition, that one
of the CF3 groups is spitted into a double quartet by a
four-bond interaction with the vinyl proton H(12), prob-
ably in a trans spatial relationship. Since the coupling
constant 4JFH was reported to be between 1 and 2 Hz and
0 and 1 Hz17for trans and cis configurations, respectively,
4JFH (cis) might be too small to be detectable in this case.


With respect to 13C NMR, we can see that signals
corresponding to the trifluoromethyl groups appear as
quartets showing 1JCF between 270 and 275 Hz. One of
the CF3 groups of this compound is a quartet of quartets
due to interaction with the other CF3 group (3JCF¼ 3 Hz).
Although we did not identify �(CF3)2C in the spectra of 3,
probably owing to the lack of NOE, the corresponding
signal was reported in other related compounds as a
double quartet (dq) at about 125 ppm.10,18 Signals origi-
nated by the group (CF3)2C——CH— are observed be-
tween 134 and 135 ppm as a double quartet of quartets
(dqq) or as a double multiplet, with 3JCF¼ 3–4 Hz.


The C(2) thiazole ring [�C(2) � 168 ppm] is observed as
a doublet owing to a long-range coupling across the
thiazole S heteroatom with H(5). This was also observed
in other related structures such as thiadiazoles.19 C(4) is
also a doublet, with a two-bond coupling either with H(5)
or with H(12) (2JCH¼ 3.7–3.8 Hz).


Two-dimensional CH correlations were measured in
order to assign unequivocally the C(5) signal to H(5).
HETCOR and COLOC experiments were performed in
CDCl3 and the results are deposited as supplementary
information [supplementary Fig. 1 (a) and (b)] in Wiley
Interscience. It was also observed that �C(5) in 3 is
affected by the change of the solvent, being shifted
downfields to 130.8 ppm (ACN-d3), and to 132.4 ppm
(DMSO-d6) (Table 3).The coupling constant 1JC(5)H(5),
for 3 of �187 Hz is higher than that in benzene
(�159 Hz) and is consistent with those observed in other
related heterocycles, such as thiazole and 1,2,3-thiadia-
zoles (�189 Hz).19–22 Long-range CF interaction (3.7–
3.9 Hz) is observed through the C(5) splitting of the
signal into quartets. This CF coupling might be (a) a
five-bond coupling along the conjugated system favored
in a planar conformation (s-cis or s-trans) or (b) an F—
HC short contact coupling in an s-cis conformation.T
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Taking into account that one-, two-, three- and four-bond
CF couplings were reported for trifluorobenzene of 271.7,
32.3, 3.9 and 1.3 Hz, respectively,23 we can assume that
the splitting of the C(5) signal is produced by the second
explanation. That means that the preferred conformation
in solution is s-syn. This possibility will be explored
again in the discussion of the theoretical calculations
results.


Mass spectrometry


The mass spectrum of 3 is characterized by fragments
[M� (F)]þ, [M� (FH)]þ., [M� (CF3)]þ and


[M� (FH)� (CF3)]þ. On electron ionization, fragmenta-
tion occurs according to two main routes: the rupture of
connections 1–2 and 3–4 and the less common one
generated by the cleavage of connections 2–3 and 5–1.
The first is the most frequently observed, and has been
reported for thiazole and isothiazole24 and many thiazole
derivatives with R substituted in position 2.25 This route,
with RCN loss and retention of the positive charge by the
sulphur-containing fragment, generates a thiirenium ra-
dical ion. Fragments at m/z 220, 201, 170, 151 and 131
can be explained according to Scheme 3, where m/z 220
corresponds to the above-mentioned radical ion. The
compound also shows, as expected, the fragments
[C6H5CNH]þ and [C6H5]þ.


Table 3. 13C chemical shifts [� (ppm)] for 3 in different solvents


DCCl3 ACN-d3 DMSO-d6 Average SD


C(2) 169.0 þ0.2 169.4 þ0.6 167.9 �0.9 168.8� 0.9 0.8
C(4) 147.5 þ0.3 147.8 þ0.6 146.4 �0.8 147.2� 0.9 0.7
C(5) 125.4 �4.1 130.8 þ1.3 132.4 þ2.9 129.5� 4.2 3.7a


C(6) 133.0 þ0.1 133.6 þ0.7 132.1 �0.8 132.9� 0.8 0.8
C(7) 127.5 þ0.4 127.4 þ0.3 126.3 �0.8 127.1� 0.8 0.7
C(8) 129.8 0.0 130.2 þ0.4 129.3 �0.5 129.8� 0.5 0.5
C(9) 131.5 þ0.4 131.8 þ0.7 130.1 �1.0 131.1� 1.1 0.9
C(10) 129.8 0.0 130.2 þ0.4 129.3 �0.5 129.8� 0.5 0.5
C(11) 127.5 þ0.4 127.4 þ0.3 126.3 �0.8 127.1� 0.8 0.7
C(12) 134.7 �1.0 136.4 þ0.7 136.0 þ0.3 135.7� 1.0 0.9
C(14) 121.0 �0.3 122.1 þ0.8 120.8 �0.5 121.3� 0.8 0.7
C(15) 122.0 �0.4 123.1 þ0.7 122.0 �0.4 122.4� 0.8 0.6


a The most affected value.


Scheme 3
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Crystal structure


The molecular skeleton [C(14)—C(13)—C(12)—
thiazole ring—phenyl ring] lies in approximately one
plane, which indicates that the conjugation is extended
over the whole structure (Fig. 1). One fluorine atom of
each CF3 group is coplanar with the lateral chain [F(1)
and F(4)]. The distance between the hydrogen H(12) and
the closest fluorine atom in the trans CF3 group is 2.21 Å,
C(12)H(12)—F(1), smaller than the sum of their van der
Waals radii.26 This could be due to the high steric
congestion caused by the voluminous CF3 groups.


Both rings are almost coplanar, with a deviation from
planarity of 4.8(4)�. The dihedral angle between the
thiazole ring and the plane containing the conjugated
hexafluoroisobutenyl double bond is 2.7(5)�. The double
bond maintains a trans conformational relationship to-
wards the C(4)——C(5) endocyclic double bond. Mole-
cules in the unit cell are disposed in layers in an
antiparallel arrangement (see supplementary material
Fig. 2).


Theoretical calculations


In order to assist the conformational analysis for 3,
theoretical studies, involving geometry optimization
and determination of relative stabilities, and also predic-
tion of the vibrational and magnetic properties of the
most stable forms, were made and compared with the
experimental data.


The geometry optimizations and the calculation of the
vibrational frequencies for the s-cis and s-trans confor-
mers of 3 were performed at the HF/6–31G** and
B3LYP/6–31G** levels of theory. Energy minima with
respect to the nuclear coordinates were obtained by
simultaneous relaxation of all geometric parameters
leading to structures for which no imaginary frequencies
occur. Some selected calculated geometric parameters for


the main conformers and crystallographic data for 3 are
listed in Tables 4 and 5.


The geometry optimization for the s-cis conformer was
conducted to a calculated absolute structural minimum
with a dihedral angle around C(4)—C(12) of 31.3� with
the HF method, corresponding to the s-syn isomer. This
dihedral angle was calculated to be 13.0� with B3LYP/6–
31G**. The approximation HF/6–31G** geometry opti-
mization also predicts for the s-cis conformer a short
contact between F(2) and H(5); this contact of 2.394 Å is
shorter than the sum of their respective van der Waals
radii. Both methods calculate the s-syn form to be slightly
more stable: 0.42 kcal mol�1 (HF/6–31G**) and
0.59 kcal mol�1 (B3LYP/6–31G**) (l kcal¼ 4.184 kJ),
resulting in the prediction of co-existence of the molecule
forms in a relation 2:1 syn:trans at room temperature.
These results are in accordance with the analysis of the
13C NMR spectra that provide experimental evidence of
the short contact between F(2) and C(5).


In order to compensate for systematic errors of the
quantum chemical force field calculation, calculated
vibrational frequencies for s-cis and s-trans forms (HF/
6–31G**) frequencies were scaled uniformly by a factor
of 0.9. The scaling results in reasonable agreement with
the experimentally determined frequencies, especially
those for the s-trans forms, as shown in Table 6. Whereas
calculations were made for the free molecules, the IR and
the Raman spectra were recorded in the solid state (see
supplementary material Fig. 3).


In addition, chemical shifts were calculated with the
use of the GIAO method (implemented in the Gaussian
98 program)11 on the basis of the calculated absolute
structural minima, at the HF/6–311þG(2d,p) and
B3LYP/6–311þG(2d,p) levels, as the difference in the
chemical shifts of the hydrogen, carbon and fluorine


Figure 2. Comparison of experimental and theoretical 13C
chemical shifts of 3 as calculated at the HF/6–311þG(2d,p)
and B3LYP/6–311þG(2d,p) levels of theory


Table 4. Selected calculated (6–31G**) and experimental
bond lengths (Å) for 3


s-cis s-trans


Bond HF B3LYP HF B3LYP Exp.


C(2)—S(1) 1.744 1.827 1.750 1.782 1.733(2)
C(2)—N(3) 1.280 1.271 1.277 1.301 1.299(3)
S(1)—C(5) 1.716 1.776 1.715 1.718 1.693(3)
N(3)—C(4) 1.379 1.404 1.372 1.376 1.375(3)
C(5)—C(4) 1.348 1.340 1.351 1.382 1.362(4)
C(5)—H(5) 1.070 1.060 1.070 1.080 0.930
C(4)—C(12) 1.472 1.454 1.465 1.453 1.450(4)
C(12)—C(13) 1.326 1.320 1.328 1.350 1.330(4)
C(12)—H(12) 1.070 1.07 1.07 1.08 0.930
C(13)—C(15) 1.511 1.489 1.518 1.518 1.495(4)
C(13)—C(14) 1.513 1.485 1.513 1.514 1.501(4)
C(15)—F(4) 1.324 1.349 1.325 1.355 1.334(3)
C(15)—F(6) 1.324 1.349 1.320 1.353 1.311(4)
C(15)—F(5) 1.321 1.351 1.320 1.353 1.318(4)
C(14)—F(3) 1.318 1.344 1.323 1.355 1.336(4)
C(14)—F(2) 1.329 1.360 1.323 1.355 1.321(4)
C(14)—F(1) 1.321 1.352 1.324 1.357 1.303(4)
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Table 5. Selected calculated and experimental bond angles and torsions (�) for 3


s-cis s-trans


Bond HF B3LYP HF B3LYP Exp.


C(2)—S(1)—C(5) 89.4 87.4 89.0 88.9 89.2(12)
C(2)—N(3)—C(4) 112.2 114.3 112.4 112.5 111.0(2)
S(1)—C(5)—C(4) 109.9 111.0 110.1 110.7 110.9(2)
C(4)—C(5)—H(5) 128.8 127.7 128.0 127.9 124.5(2)
N(3)—C(4)—C(12) 115.4 114.9 123.6 124.2 124.0(2)
C(5)—C(4)—C(12) 129.5 130.2 121.5 121.1 121.5(2)
C(4)—C(12)—H(12) 112.0 111.7 112. 5 112.8 113.7(2)
C(13)—C(12)—H(12) 116.7 117.1 115.7 115.3 113.7(2)
C(11)—C(6)—C(2)—S(1) 14.0 0.3 1.1 0.0 4.9(3)
S(1)—C(2)—N(3)—C(4) 0.6 0.5 0.0 0.0 0.7(3)
C(2)—N(3)—C(4)—C(12) �177.7 �179.3 �179.0 180.0 179.8(3)
S(1)—C(5)—C(4)—N(3) 1.2 0.4 0.0 0.0 0.4(3)
N(3)—C(4)—C(12)—C(13) �152.9 �168.4 �0.5 0.0 �2.7(5)
C(5)—C(4)—C(12)—C(13) 31.3 13.0 179.6 �179.0 177.8(3)
C(12)—C(13)—C(15)—F(4) �114.4 �118.0 �179.6 180.0 �176.9(3)
C(12)—C(13)—C(15)—F(6) 125.5 121.8 61.4 60.6 62.5(4)
C(12)—C(13)—C(15)—F(5) 5.7 1.9 �60.6 �60.7 �57.8(4)
C(12)—C(13)—C(14)—F(3) 166.6 175.6 119.5 119.7 122.0(3)
C(12)—C(13)—C(14)—F(2) �73.7 �64.1 �119.8 �119.7 �119.1(3)
C(12)—C(13)—C(14)—F(1) 46.2 54.6 0.0 0.0 1.7(5)


Table 6. Calculated and experimental vibrational frequencies for 3


s-cis s-trans Exp.


HF/6–31þG** B3LYP/6–31þG** HF/6–31þG** B3LYP/6–31þG** FT-IR Raman


1 3118 3303 3089 3265 3097 3097
2 3056 3225 3060 3227 3023
3 3051 3213 3049 3210
4 3039 3210 3039 3204
5 3029 3199 3030 3200
6 3020 3189 3019 3189
7 3012 3181 3012 3181


1865
8 1695 1699 1693 1699 1658 1657
9 1618 1649 1618 1649 1632
10 1596 1627 1597 1627 1599
11 1555 1553 1551 1560 1564
12 1522 1524 1507 1523 1508
13 1487 1518 1487 1503 1477 1467
14 1440 1480 1441 1480 1443 1442
15 1405 1422 1405 1421
16 1329 1365 1363 1390 1397 1395
17 1322 1347 1324 1365 1362 1362
18 1265 1330 1289 1340 1289 1281
19 1255 1274 1243 1287
20 1235 1260 1234 1263 1249
21 1223 1244 1224 1227 1227
22 1208 1208 1224 1208 1205
23 1204 1196 1205 1191 1183
24 1189 1187 1191 1187
25 1175 1181 1174 1167
26 1168 1144 1169 1161 1148 1147
27 1155 1134 1143 1126
28 1098 1111 1099 1119
29 1065 1106 1066 1111 1075
30 1019 1053 1019 1053
31 1016 1021 1017 1019 1009
32 1003 1013 1001 1013
33 1000 1009 999 1011 1000 1000
34 980 989 979 990


Continues
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atoms in the molecule and the reference compounds
(TMS for 1H and 13C and CFCl3 for 19F) at the same
level of theory in order to make the comparison valid.


Experimental and calculated 1H, 19F and 13C chemical
shifts are listed in Table 7. Figure 2 shows a comparison
of experimental and calculated 13C chemical shifts. There
is a fair coincidence of the methods employed in repro-
ducing the 13C spectrum, except in the case of the
trifluoromethyl groups. The difference between theoreti-
cal and experimental data does not depend on the con-
former taken into consideration but on the method used
for the calculation. The 13C chemical shifts are correlated
with each other in Figs 3 and 4 (cis and trans forms,
respectively) in which trifluoromethyl carbons were
omitted. The correlation of the 13C chemical shifts was
satisfactory and for both methods the values deviate
�7 ppm to lower field from the line of correlation. Hence
the methods used for the prediction of the magnetic
properties of the molecule proved to be good enough;


Table 6. Continued


35 974 976 970 970 971
36 967 972 962 958
37 946 945 947 945 934
38 916 937 913 939 923
39 858 900 856 887
40 857 855 855 855 837
41 814 784 794 777 783
42 774 777 767 773 761 768
43 770 766 766 759
44 726 727 751 758
45 708 715 705 701 706 705
46 704 700 691 698 690
47 685 694 683 693
48 676 681 676 688 675
49 663 681 663 679
50 626 634 631 641 641
51 606 625 608 629 617
52 601 609 599 609 608
53 582 567 583 585 598
54 543 540 544 542 539
55 530 529 528 526 522
56 515 518 511 511
57 488 485 491 487
58 466 469 458 470 462
59 417 425 403 412
60 403 411 394 406
61 370 375 370 381
62 335 341 338 342
63 317 328 314 321 324
64 307 311 301 307
65 297 299 300 303
66 263 252 276 285 267
67 223 243 252 255
68 205 220 181 187
69 187 177 181 183
70 156 164 168 172
71 127 117 122 124
72 96 104 112 112
73 77 78 79 79 95
74 65 61 70 67
75 49 53 48 48
76 45 49 47 47
77 18 20 7 20
78 12 6 5 13


Figure 3. Correlation of experimental and theoretically cal-
culated 13C chemical shifts of 3 for the s-cis structure. (&) HF/
6–311þG(2d,p), r¼0.96621, SD¼3.97985, N¼ 10; (*)
B3LYP/6–311þG(2d,p), r¼0.98014, SD¼ 2.92961, N¼10
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nevertheless, these results are not conclusive for deter-
mining the actual conformations in solution since the
methods used do not predict the coupling pattern.


CONCLUSIONS


Compound 3 was systematically analysed by both theo-
retical and experimental methods. The theoretical results
agree with the observed behaviour of the compound in
solution, which can be interpreted as a mixture of s-cis
and s-trans conformations in a roughly 2:1 ratio.


The solid-state structure was interpreted in terms of an
s-trans conformation. According to these results, packing
effects should play a major role to apart the solid
conformation from the most stable s-cis form of the
free molecule.


Overall, the results coincide in that the energy differ-
ence of the two conformers is small depending the most
stable form from relative interactions accounted in solu-
tion or in the solid state.
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Table 7. Data for calculated and experimental 13C, 1H and 19F chemical shifts [� (ppm)], estimated at the B3LYP/6–31G**//
B3LYP/6–311þG(2d,p), for s-trans- and s-cis-2-phenyl-4-(3,3,3-trifluoro-2-trifluoromethyl-1-propenyl)-1,3-thiazole


s-cis s-trans
Exp.


� HF �a B3LYP �a HF �a B3LYP �a (CDCl3)


13C C(2) 179.6 �10.6 177.6 �8.6 180.0 �11 182.8 �13.8 168.30
C(4) 147.1 0.4 153.8 �6.3 149.0 �1.5 155.1 �7.6 146.80
C(5) 130.0 �4.6 138.6 �13.2 133.5 �8.1 139.0 �13.6 125.45
C(6) 138.0 �5 140.3 �7.3 137.5 �4.5 141.3 �8.3 131.61
C(7) 134.6 �7.1 132.6 �5.1 135.7 �8.2 133.8 �6.3 125.73
C(8) 134.4 �4.6 135.7 �5.9 134.5 �4.7 135.2 �5.4 128.12
C(9) 138.1 �6.6 136.9 �5.4 138.7 �7.2 137.8 �6.3 129.83
C(10) 133.6 �3.8 133.8 �4 133.1 �3.3 133.1 �3.3 128.12
C(11) 133.7 �6.2 131.9 �4.4 133.4 �5.9 131.6 �4.1 125.73
C(12) 148.4 �13.7 144.0 �9.3 142.6 �7.9 139.4 �4.7 134.72
C(13) 124.8 — 125.3 — 124.5 — 126.4 — —b


C(14) 109.5 11.5 135.3 �14.3 110.2 10.8 136.0 �15 121.71
C(15) 109.8 12.2 135.4 �13.4 109.1 12.9 134.7 �12.7 120.91


1H H(5) 8.2 �0.5 8.3 �0.6 7.6 0.1 7.36 0.34 7.75
H(7) 8.9 �1.0 8.8 �0.9 9.3 �1.4 9.06 �1.16 7.90
H(8) 7.9 �0.4 7.8 �0.3 7.9 �0.4 7.86 �0.36 7.42
H(9) 7.9 �0.4 7.8 �0.3 7.9 �0.4 7.86 �0.36 7.50
H(10) 7.8 �0.3 7.6 �0.1 7.8 �0.3 7.56 �0.06 7.42
H(11) 8.2 �0.3 8.1 �0.2 8.2 �0.3 8.46 �0.56 7.95
H(12) 7.9 �0.3 8.6 �1.0 7.6 0.0 7.16 0.44 7.63


19F F(1) �51.9 �7.3 �71.7 12.5 �59.7 0.5 –89.1 29.9 �59.20
F(2) �34.3 �24.9 �71.7 12.5 �49.1 �10.1 –73.8 14.6 �59.20
F(3) �56.4 �2.8 �84.3 25.1 �49.0 �10.2 �73.8 14.6 �59.20
F(4) �48 �16.4 �74.5 10.1 �53.7 �10.7 �81.4 17.0 �64.43
F(5) �59.6 �4.8 �88.9 24.5 �40.0 �24.4 –66.4 2.0 �64.43
F(6) �51.4 �13.0 �74.5 10.1 �40.7 �23.7 �66.4 2.0 �64.43


a Difference between the experimental and calculated data.
b Not observed in the corresponding spectra.


Figure 4. Correlation of experimental and theoretically
calculated 13C chemical shifts of 3 for the s-trans structure.
(*) HF/6–311þG(2d,p), r¼0.982337, SD¼2.83938,
N¼10; (~) B3LYP/6–311þG(2d,p), r¼0.97929,
SD¼3.32909, N¼ 10
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ABSTRACT: Carbon kinetic isotope effects (12C/13C at the carboxyl carbon of pyruvic acid) and their pH dependence
were measured for the decarboxylation reaction catalyzed by the substrateregulated yeast pyruvate decarboxylase
(PDC) and several of its site-specific variants. The active-site variants studied were E477Q, D28A and E51D; the
regulatory-site variants, each with two amino acid substitutions, were C221A/C222A, C221E/C222A and C221D/
C222A. The isotope effects for the regulatory-site variants were not significantly different from the values for the
wild-type enzyme (1.0046� 0.0003 at pH 6.0, 25 �C). For the active-site variants, the isotope effects were
1.0018� 0.0009 (E477Q), 1.0398� 0.0021 (D28A) and 1.0143� 0.0011 (E51D) at pH 6.0 and 25 �C. The results
were interpreted in terms of shifts in the rate-limiting steps and uniform binding changes in the free-energy profiles for
decarboxylation phase of the PDC reaction. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: yeast pyruvate decarboxylase; amino acid perturbation; carbon kinetic isotope effect


INTRODUCTION


The reaction catalyzed by yeast pyruvate decarboxylase
(PDC) follows a classical decarboxylation mechanism,1


involving the coenzyme thiamine diphosphate (ThDP)
(Fig. 1). The enzyme and the essential chemical steps of
the reaction, shown in Fig. 2, have been described with
great detail in several reviews.2–4 Yeast PDC is important
as a representative member of a broad class of enzymes
that employ ThDP in their catalytic activities and as an
example of an enzyme subject to allosteric regulation by
its substrate. The PDC regulatory effect is revealed in
steady-state kinetics by sigmoidal plots of initial velocity
versus pyruvate concentration. A large body of evidence5–7


points to the locus of Cys-221, positioned 2 nm from the
C2 carbon of ThDP in the crystal structure8 of the
tetrameric enzyme, as the regulatory pyruvate binding site.


Much of the thinking about catalysis and regulation by
yeast PDC has been couched in thermodynamic and
extra-thermodynamic transition-state terms using ap-
proaches developed, explained and taught by William
Jencks.9 Renewed interest10 in the proton-transfer step,
for example, that constitutes part of the addition process
shown in Fig. 2 follows from Jencks’ appreciation of the


importance of the acid–base properties of biological
catalysts in general, and of the coenzyme in the PDC
reaction in particular.11–13 Other examples include free-
energy diagrams for the full complement of catalytic and
regulatory steps in the mechanism,3,14,15 and models for
the evolutionary progress on PDC function,16 also based
on guiding concepts from enzymic free-energy consid-
erations identified and promoted by Jencks.


We report here our own Jencks-inspired free-energy
analysis of contributions to catalysis and regulation from
a select group of yeast PDC amino acid residues. Our
analysis builds from the work already cited using carbon
kinetic isotope effects reported here for reactions cata-
lyzed by site-specific variants of the enzyme. The results
provide new insights into the general nature of PDC
action with specific emphasis on the steps in the catalytic
cycle that lead up to and include the first irreversible step,
presumably the decarboxylation event. Our measure-
ments were made using a competitive technique that
does not report on steps after decarboxylation. Recent
reports also using site-specific variants of PDC that
include analyses of Vmax effects,17 carboligase side reac-
tions18 and quantitative measurements of key reaction
intermediates19 provide information on steps in the cat-
alytic cycle beyond the decarboxylation step.


RESULTS


Active-site and regulatory-site variants of yeast PDC
were used for isotope effect measurements. The active
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site variants were all single-residue changes of one of the
three carboxyl functions shown in Fig. 3. Glu-477 and
Asp-28, located close to the C2 carbon of ThDP, were
changed to glutamine and alanine in variants identified as
E477Q and D28A. A third carboxyl function, Glu-51,
was changed to aspartic acid to produce the variant called
E51D. The choices made for the changes at the various
sites were based on the experiences of Jordan and co-
workers4,17 to produce variants with sufficient catalytic
activity to allow for carbon isotope effect measurements.
All regulatory-site PDC variants contained two substitu-
tions, at Cys-221 and Cys-222, to eliminate the possibi-
lity for functional recruitment of Cys-222 when the key
regulatory group Cys-221 is changed. The regulatory-site
variants used for carbon isotope effects studies all had


alanine substituted for Cys-222; the Cys-221 substitu-
tions were either alanine, aspartic acid or glutamic acid
(C221A/C222A, C221D/C222A and C221E/C222A).


Carbon kinetic isotope effects were determined using a
competitive method20 in which natural abundance levels
of pyruvate isotopomers were converted to acetaldehyde
and carbon dioxide by the action of yeast PDC. The
isotopic content (12C/13C) of the carbon dioxide was
determined from isotopic ratio mass spectrometry for
samples collected after complete conversion of pyruvate,
and for samples obtained from runs quenched after only a
small fraction of the pyruvate had reacted. Using a
standard equation21 for the relationship between isotopic
ratios, the fractional extent of substrate conversion, and
the kinetic isotope effect, results like the sample data in
Fig. 4 were obtained.


Competitive isotope effects on enzyme-catalyzed reac-
tions typically report on the second-order rate constant
kcat/Km. An analogous rate constant for sigmoidal steady-
state kinetics of the wild-type yeast PDC is the term kcat/B
shown in the inverted rate law of Eqn (1) used by Alvarez
et al.14 in their isotope-effect studies.


e


v
¼ 1


kcat


þ B


kcat


1


½S� þ
A


kcat


1


½S�2
þ 1


kcatKi


½S� ð1Þ


Figure 1. Thiamine diphosphate (ThDP)


Figure 2. Chemical steps in the pyruvate decarboxylase
catalytic cycle


Figure 3. Acid–base residues in the yeast PDC active site drawn using the crystal-structure coordinates8 with the Molscript42


program


Figure 4. Sample data for isotope effects at pH 6.0 and
25 �C for wild-type PDC and three variants
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The rate law accounts for the sigmoidal feature in the
steady-state kinetics through the kcat/A term in the in-
verted form of Eqn (1), and substrate inhibition by
pyruvate is reflected in the kcatKi term. Wild-type PDC,
E4771, D28A and E51D all show the substrate activation
and substrate inhibition represented in Eqn (1). Because
the regulatory-site variants do not show steady-state
substrate activation, the carbon isotope effects in these
cases are for kcat/Km. Table 1 shows the isotope effects
measured for all of the PDC variants.


The results in Table 1 for wild-type yeast PDC are in
good agreement with previously published values:
1.0083� 0.0003 at pH 6.8 (O’Leary22); 1.0063�
0.0005 at pH 6.0 (DeNiro and Epstein23); 1.0011�
0.0011 at pH 5.0, 1.0065� 0.0016 at pH 6.0 and
1.0030� 0.0013 at pH 7.0 (Jordan et al.24). Some of
the slight variation in these results may come from small
buffer effects. We measured the carbon isotope effect on
the wild-type reaction at pH 6.0 in citrate buffer
(1.0046� 0.0003) and in a mixed buffer of Tris [tris(hy-
droxymethyl)aminomethane], acetate and MES (morpho-
linoethanesulfonic acid) (1.0080� 0.0004). For the
C221E/C222A variant, a similar small buffer effect was
observed at pH 6.0: 1.0041� 0.0004 in citrate buffer and
1.0075� 0.0002 in the mixed buffer. We also examined
the effect of a (histidine)6 tag attached to the N-terminus
of wild-type PDC to enhance purification in other work.
The ‘His-tag’ PDC gave a carbon isotope effect of
1.0043� 0.0003 at pH 6.0 in citrate buffer that was
indistinguishable from the value for PDC without the
tag, 1.0046� 0.0003. All of our isotope effects were
measured at 25 �C.


DISCUSSION


Except for D28A, the yeast PDC variants show small
carbon kinetic isotope effects that are consistent with a
process other than decarboxylation as the main rate-
limiting step. The results for the active-site variants
E477Q and E51D are close to the values observed
for wild-type PDC, while the isotope effects for the
regulatory-site cysteine variants are strikingly similar to
the wild-type values. For k/B, the choices for the step
other than decarboxylation are limited to substrate bind-
ing and reaction steps connected to the addition of ThDP
to the ketone carbon of pyruvate. As was noted above, k/B


does not report on steps after the first irreversible step
(most likely decarboxylation) in the catalytic cycle.
Alvarez et al.15 concluded in studies of wild-type yeast
PDC that for k/B, the rate-limiting step preceded the step
involving C—C bond formation in the addition process.
Given that our results do not allow us to distinguish
between the steps that occur before decarboxylation, we
will refer to this collection of steps as simply ‘addition’.


The analysis of the isotope effects in terms of rate-
limiting steps can be refined further to learn about the
energetic contributions to transition-state stabilization for
the several points in the PDC structure examined here.
The refinement is straightforward if the intrinsic isotope
effect for decarboxylation is assumed to be constant such
that any variation in the observed isotope effect arises
from changes in the rate-limiting step. An intrinsic
isotope effect of 1.05 for decarboxylation was used based
on a value of 1.051 reported24 for a non-enzymic PDC
model reaction at 45 �C, and the observation3 that many
reactions exhibit isotope effects of 1.05 when decarbox-
ylation limits the reaction rate, including cases where the
range of rates suggests that the transition-state structure
could be changing. If decarboxylation is the only step that
contributes significantly to a non-unit carbon isotope
effect, variations in the observed effect can be accounted
for with Eqn (2).


ðk=BÞ12


ðk=BÞ13


¼ wð1:05Þ þ ð1 � wÞ ð2Þ


This equation14,25 represents a model involving serial
changes in the rate-limiting step as the weighting factors
w and 1�w are adjusted. If w¼ 1, decarboxylation is
entirely rate limiting and the observed isotope effect
is 1.05; if w¼ 0, a step other than decarboxylation limits
the rate, and the observed effect becomes 1.00.


The weighting factors reflect the free-energy differ-
ences between the rate-limiting transition states as is
shown in Eqn (3).


RT lnðw=ð1 � wÞÞ ¼ G
z
decarboxylation � G


z
other ð3Þ


For the rate constant k/B, the processes in series that limit
the rate will share a common effective reactant state.
Using Eqns (2) and (3), the energetic effects on the rate-
limiting transition states were calculated for each of the


Table 1. Carbon kinetic isotope effectsa on pyruvate decarboxylase reactions at 25 �C


pH Wild type E477Q D28A E51D C221A/C222A C221E/C222A C221D/D222A


5.0 1.0062 (1)b 1.0030 (13) 1.0245 (71) 1.0067 (6) 1.0074 (3) 1.0069 (4)
6.0 1.0046 (3) 1.0018 (9) 1.0398 (21) 1.0143 (11) 1.0054 (4) 1.0041 (4) 1.0046 (3)
7.0 1.0045 (8) 1.0015 (4) 1.0255 (53) 1.0056 (3) 1.0065 1.0060 (3)


a Reaction mixtures contained 1 mM ThDP, 2 mM MgCl2, 0.1 mM EDTA, ca 20 mM sodium pyruvate and ca 5 units of the enzyme. Buffers were 0.5 M acetate
(pH 5.0), 0.5 M citrate (pH 6.0) or 0.5 M phosphate (pH 7.0).
b Confidence limits (95%) for standard deviations of means,�final digits of the isotope effect shown.
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PDC variants using the data from Table 1, and are shown
as the smaller energy differences in Fig. 5. Also shown in
Fig. 5 are free-energy differences that correspond to the
overall changes in k/B compared with the value for wild-
type yeast PDC, as expressed in Eqn (4).


RT ln
ðkcat=BÞWT


ðkcat=BÞX


¼ GRS;WT � GRS;X


� �
� G


z
WT � G


z
X


h i


ð4Þ


These larger energy changes are drawn on the figure
assuming that the bulk of the change comes from transi-
tion-state energy differences among the PDC variants.
The reactant-state for k/B refers to the enzyme forms that
bind the pyruvate molecules destined for decarboxyla-
tion. Because the energetic differences between these
forms of the variant PDCs could be significant, the set of
larger energy changes, as depicted on the figure, are only
qualitative indicators of how the overall activation energy
is increased for the PDC variants.


Active-site variants


A change in any of the three wild-type active site
carboxyl functions, as shown in Fig. 5, destabilizes
transition states for the addition and decarboxylation
steps, signifying stabilizing roles for Glu-477, Asp-28
and Glu-51 in both of the transition states. Positioned
above the plane of the thiazolium ring, Glu-477 is most
effective in lowering energy of the transition state for the


addition process, perhaps by stabilizing charges in a
deprotonated (or deprotonating) ring. Asp-28, located
where interactions with the pyruvate carboxylate are
possible, is better positioned for stabilizing the de-
carboxylation transition state, perhaps by lowering the
energy of a transition-state conformation with developing
p-orbitals optimally aligned to produce the enamine
intermediate.26 The pH dependence of the D28A isotope
effects (Table 1) provides additional insights into the rate-
limiting steps for this variant, as is described in the next
section.


The remaining carboxyl residue examined here, Glu-
51, has been proposed to function in the removal of the
C2-H proton from ThDP by interacting with the imino
tautomer of the pyrimidine ring at N10 (Fig. 1 shows the
amino tautomer).10,17,27–33 Our carbon isotope effects can
be made consistent with this role for Glu-51 if its
interaction with the pyrimidine ring is fairly constant
among the states surrounding the rate-limiting steps. On
changing Glu-51 to Asp (E51D), a uniform free-energy
shift would lead to no change in the carbon isotope effect.
The fact that the E51D isotope effect of 1.014 is signi-
ficantly larger than the wild-type value of 1.005 suggests
that the shift is not perfectly uniform and must include
small differential effects on transition-state stabilization,
perhaps by inducing subtle changes in the protein envir-
onment around reacting bonds. The E51D result also
lends support to the idea that the rate of the wild-type
yeast PDC is partially limited by decarboxylation. Glu-51
is comparatively far from where pyruvate is likely to
bind, yet perturbations at this amino acid site are


Figure 5. Transition-state free energy changes for wild-type and variant PDCs (kJmol�1,
25 �C, pH 6.0). The large Gibbs energy changes derive from the ratios of kcat/B for PDC variants
to that for the wild type PDC [Eqn (4)]. The smaller energy differences shown were obtained
from the carbon kinetic isotope effects of Table 1 using Eqns (2) and (3). The second-order rate
constants, kcat/B for wild-type,17 E477Q,17 E51D43 and C221D/C222A7 (kcat/Km) PDCs were
from published values. For D28A,17 least-squares fits of initial velocity data to the inverse of
Eqn (1) gave poorly determined estimates of kcat/B. Simulations showed, however, that the
rate constant must be at least 14 M


�1 s�1 to fit the observations
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sufficient to alter the relative importance of transition
states that are similar in free energy.


pH dependence of D28A carbon isotope effects


The D28A isotope effects show a strong dependence on
pH (Table 1) indicative of multiple decarboxylation paths
for k/B on this yeast PDC variant. The scheme shown in
Fig. 6 is a model that can account for the observations
using two protonation sites to define three primary reac-
tion paths. At pH 6.0, the middle path involving one
unprotonated site and one protonated site is the dominant
reaction. As the pH is decreased, the reaction for D28A
shifts to the lower, fully protonated path, and as the pH is
increased from the optimum, the reaction shifts to the
upper path. If the center path has rate-limiting decarbox-
ylation and the remaining paths both have rate-limiting
addition, the pH dependence of the isotope effect can be
explained. The shift in rate-limiting step with pH can be
justified by taking a broad view of the acid–base catalytic
needs of the addition step. As Fig. 7 shows, these needs
include acidic residues to stabilize a transition state near
the carbonyl oxygen of pyruvate and basic residues to
manage the C2-H proton of ThDP. When the pH is either
too high or too low to produce the optimal mix of acidic


and basic residues, the energy of the transition state for
the addition process increases.


The shift in pathways is governed by the net rate
constants for the three paths along with the population
of a particular enzyme protonation state at a given pH,
while the shift in rate-limiting step from decarboxylation
to addition is accounted for by the acid–base catalytic
needs of an addition transition state as described above.
To test our explanation, a fit of the D28A data was made
to a crude approximation of the model in Fig. 6. The data
were fitted to Eqns (5) and (6) using pKa values of 5.2 and
7.2 reported17 to account for the pH dependence of
steady-state parameters for D28A.


ðk=BÞ13


ðk=BÞ12


¼ w1


ðk1Þ13


ðk1Þ12


þ w2


ðk2Þ13


ðk2Þ12


þ w3


ðk3Þ13


ðk3Þ12


ð5Þ


w�1
1 ¼ 1 þ ½Hþ�


�K1


þ �½Hþ�2


�K1K2


;


w�1
2 ¼ 1 þ �K1


½Hþ� þ
�½Hþ�
K2


; w3 ¼ 1 � w1 � w2


ð6Þ


Equations (5) and (6) show the observed carbon isotope
effect as a function of isotope effects on the net rate
constants, k1, k2 and k3, for three parallel pathways [note
that the isotopic ratios in Eqn (5) are inverted]. Assuming
unit isotope effects on k1 and k3 and a value of 1.05 for the
isotope effect on k2, there are two unknowns, � (k1/k2)
and � (k3/k2). A least-squares fit to the D28A data in
Table 1 gives �¼ 0.015� 0.021 and �¼ 0.006� 0.009.
The fit demonstrates that the model can reasonably
account for the observations, even if the parameters are
poorly determined by the small three-point data set.


Our approach to justifying the pH data for D28A
isotope effects differs from our explanation in the pre-
vious section which treated only the pH 6.0 results, but
the difference lies only in the nature of the shift in rate-
limiting step. Without considering the pH effect, the
isotope effect was explained using multiple rate-limiting
steps in series featuring a decarboxylation transition state
3.4 kJ mol�1 higher in energy than an addition transition
state. The complete set of D28A isotope effects, includ-
ing the pH dependence, is readily explained with a model
for similar shift in rate-limiting step that also includes
parallel changes in pathways.


Regulatory-site variants


The isotope effects on the reactions catalyzed by the
regulatory-site cysteine variants are indistinguishable
from the wild-type results. The overall reaction rates
are diminished for all of these variants and none show
sigmoidal steady-state kinetics,6,7 yet the relative impor-
tance of the multiple rate-limiting steps does not change
from the wild-type mechanism. The net effect of altering
the regulatory cysteine is to cause uniform increases in


Figure 6. Mechanistic scheme to explain the pH depen-
dence of the D28A carbon isotope effects. The pathway in
the dotted box is the dominant, low-energy path for the
D28A reaction at pH 6, with rate-limiting decarboxylation.
The upper and lower pathways represent the limits of high
and low pH in which the addition process becomes rate
limiting


Figure 7. Likely sites for catalysis in addition of ThDP to
pyruvate. The removal of the C2 ThDP proton, perhaps in a
distinctly separate step, is included here for the overall
process of addition


576 L. CHEN, Y. YUAN AND W. P. HUSKEY


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 572–578







the free energies of the rate-limiting transition states. A
likely feature of yeast PDC substrate activation, triggered
at the Cys-221 site, is therefore a uniform lowering of the
free energy for all rate-limiting transition states relative
to the free-pyruvate reactant state for k/B.


It is not certain whether the cysteine variants are close
approximations to true inactivated forms of yeast PDC or
imperfect activated forms. In either case, our isotope
effects suggest that an allosteric signal originating at Cys-
221 culminates in a uniform shift of the free energies for
enzymic states after, and perhaps including, pyruvate
binding in the active site. One invariant structural feature
present in the states after pyruvate binds to the enzyme,
and not present in the free enzyme active site, is the
pyruvate methyl group. Changes in steric interactions at
the methyl group could provide a reasonable mechanism
for these uniform free-energy effects.


Several proposals, some with common elements, for
yeast PDC activation have been promoted. These have
involved active sites that open and close during the
catalytic cycle,3,15 chains of interacting amino acids
linking Cys-221 to ThDP,34 changes in the PDC tetramer
assembly35 and activation through enhanced rates of
proton transfer from C2-H of ThDP.10 Although our
results cannot eliminate any of these ideas, they are easily
seen to be consistent with models involving changes in
pyruvate access to the active site.


CONCLUSIONS


Our carbon isotope effect studies have not revealed
distinct catalytic roles for individual amino acids in yeast
PDC. Instead, we see broad and sometimes uniform shifts
in free-energies for multiple transition states when protein
sites are perturbed by amino acid substitutions. In part,
these findings arise because we can study only those
variants with catalytic activity, perhaps obtained through
functional compensation by residues near the perturbed
site. The yeast PDC active site has this character. More
generally, we expect that functionally robust enzymes,36


predisposed to uniform binding37 responses when per-
turbed, may have been selected for in the course of natural
catalyst evolution. The D28A observations also offer hints
about enzyme evolution. This crippled catalyst has multi-
ple pathways becoming significant, in contrast to the wild-
type PDC with a single, dominant, highly optimized
reaction path. At some stage in the evolution of PDC as
a catalyst, multiple paths may have been common.


EXPERIMENTAL


Overexpression and purification of pyruvate
decarboxylase variants


Recombinant yeast pyruvate decarboxylases were over-
expressed in the BL21(DE3) strain of E. coli and purified


using procedures published previously.17 The final chro-
matographic steps were different among the several
variants of the enzyme. The wild-type and C221A/
C222A enzymes were purified on DEAE and HTP
columns, the E477Q variant was purified on a Sephcryl
S-300 column and D28A, C221D/C222A, and C221D/
C222A were purified using a Q-Sepharose XK26 column
on a Pharmacia Biotech FPLC system. The purity of
enzyme preparations was qualitatively assessed using
SDS-PAGE. Total protein content was determined using
the Bradford method38 with bovine serum albumin as the
calibration standard. Lactate dehydrogenase has been a
problematic contaminant in some preparations of enzyme
variants, because it consumes pyruvate and NADH in the
usual spectrophotometric rate assays (see below) for
pyruvate decarboxylase.17 The level of lactate dehydro-
genase contamination was determined by running the rate
assay in the presence and absence of the coupling
enzyme, alcohol dehydrogenase.


Rate assays


The rate of acetaldehyde production was monitored using
a coupled-enzyme assay using horse-liver alcohol dehy-
drogenase and NADH. The loss of absorbance at 340 nm
(NADH) was monitored using either a COBAS-BIO
centrifugal UV–visible analyzer (Roche Diagnostics
Systems) or a Hewlett-Packard 8453 UV–visible diode-
array spectrophotometer. Typical conditions were 1 mM


ThDP, 2 mM MgCl2, 0.5 mM EDTA, 0.2 mM NADH
and 5 IU ml�1 of the alcohol dehydrogenase. The reac-
tions were initiated by injecting a small volume of a
pyruvate decarboxylase solution. The steady-state velo-
city was taken as the least-squares slope of the line of
absorbance vs time at early stages of the reaction. In cases
where there was a lag in the progress curve, the steady-
state velocity was determined from the linear portion of
the curve after completion of the initial lag phase.


Carbon isotope effect measurements


The methods used to prepare buffers and to collect carbon
dioxide from the PDC reactions were based on proce-
dures described by O’Leary20 and Weiss.39 Buffers were
prepared from deionized, glass-distilled water that was
subsequently boiled for 1 h to strip out dissolved air and
cooled under CO2-free nitrogen purging (99.99% N2 was
passed through an Ascarite-filled gas absorption bottle).
Buffer salts were weighed into a flask that was purged
with nitrogen and the degassed water was added by
syringe. The pH of the buffer was adjusted under a
nitrogen blow. The buffer was further purged with CO2-
free nitrogen for 15–20 min and then sealed and stored in
a desiccator containing Ascarite. PDC reaction solutions
were prepared by weighing all components except for
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enzyme into a glass vessel. The vessel was purged with
nitrogen before the buffer was added by syringe. The
glass vessel contained a side-arm that was carefully filled
with 0.6–2.5 ml (depending on the pH of the buffer) of
50% (by volume) sulfuric acid. The reaction vessels were
next placed in a 25.0� 0.2 �C water-bath and, after
reaching thermal equilibrium, the enzyme, dissolved in
1 ml of the reaction buffer, was injected by syringe into
the vessel. For low substrate conversion runs, the reaction
was allowed to run for a predetermined period and then
quenched by mixing the sulfuric acid in the side-arm with
the reaction solution. For reactions run to completion, the
reactions were run overnight (ca 18 h). After quenching
the reactions with sulfuric acid, the solutions were frozen
using liquid nitrogen and the reaction vessel was attached
to a high-vacuum line. The carbon dioxide generated in
the reaction was isolated using a series of freeze–thaw
cycles through two traps employing liquid nitrogen and
dry-ice–acetone baths, before transferring the product gas
to a glass sample tube connected to the line. Isotopic CO2


ratios were measured using the isotope ratio mass spec-
trometry service of the Geology Department at the Uni-
versity of Vermont.


The fractional conversion of pyruvate for each run was
determined using an HPLC assay using a C-18 reversed
phase column and 0.1 mM sulfuric acid as the mobile
phase. Samples from reaction mixtures were adjusted to
pH 1.0 and passed through a 0.45mm filter before injec-
tion. The area under the chromatogram peak detected at
210 nm was used to determine pyruvic acid concentra-
tions according to a linear calibration established using
standard solutions of the substrate. The average from
three injections was taken for each determination.


The general procedures described above were validated
by reproducing the carbon isotope effect on the formate
dehydrogenase reaction run at 25 �C in pH 7.8 100 mM


HEPES buffer with 20 mM sodium formate, 0.5 mM


NADH and 0.4 mg ml�1 yeast formate dehydrogenase
(Boehringer-Mannheim). The reaction mixture also con-
tained 0.05–0.08 mg ml�1 of lactate dehydrogenase
(Sigma) and 22 mM pyruvate as a coenzyme-recycling
reaction. Our isotope effect of 1.0428� 0.0010 (95%
confidence limits, seven fractions of reaction) matches
values reported by Blanchard and Cleland40 (1.0423�
0.0018) and by Hermes, et al.41 (1.0422� 0.0007).
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ABSTRACT: Eight 3-alkyl-1,3-diaryltriazenes with methyl, ethyl, propyl, butyl, pentyl, isopropyl, sec-butyl and
cyclohexyl substituents were synthesized and their rate constants of decomposition by trichloroacetic acid (0.01–
0.25 mol dm�3) in hexane at 25 �C were measured. The kinetic model and mechanism thereof were studied by
modelling of the dependences of kobs on the concentration of trichloracetic acid. On the basis of this kinetic model and
the interpretation of solvent effects, a reaction mechanism was suggested according to which the triazene reacts with
monomer and obviously also opens the dimer of trichloroacetic acid in a single reaction step. At the same time, a non-
reactive associate between the N1 nitrogen of triazene and two molecules of trichloroacetic acid is formed in the
reaction mixture. The equilibrium and rate constants depend on the addition of trichloroacetic acid as the co-solvent.
Copyright # 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


Studies on reactivity of triazene derivatives have so far
been focused especially on the kinetics and mechanism of
acid-catalysed splitting of the triazene chain. Earlier
workers preferred a mechanism of specific catalysis which
involves decomposition of 1,3-diaryltriazene protonated
at the N3 atom in the rate-limiting step,1–3 and the same
conclusions were drawn for 1,3-dialkyltriazenes and
1,3,3-trialkyltriazenes.4,5 However, a number of other
papers give arguments supporting the mechanism of
general acid catalysis for both 1,3,3-trialkyltriazenes6


and 3-alkyl-1-aryltriazenes.7–11 General acid catalysis
was demonstrated by studies of substitution effects in
the acid-catalysed decomposition of 1-aryl-3-methyl-3-
phenyltriazenes,12 in the reaction of 3-methyl-1,3-diphe-
nyltriazene with chloroacetic, formic and succinic acids in
40% aqueous ethanol13 and was indicated in a study of the
acid-catalysed decomposition of 1,3-bis(4-methylphe-
nyl)triazene in alcohols,14 aprotic solvents15 and water–
methanol mixtures of various methanol concentrations.16


The participation of general acid catalysis was also proven
in the thermal cis–trans isomerization of 1,3-diphenyl-


triazene in an aqueous medium. The N3 atom of 1,3-
diphenyltriazene was estimated to be only a very weak
base,17 and the existence of a stable substrate protonated
at this centre in a specific acid catalysis is highly unlikely.
Quantum-chemical calculations on triazene, on both
ab initio18,19 and PM3 semiempirical bases,20 indicated
that the protonation of triazene can take place at both the
N1 and N3 atoms. 1,3-Diphenyltriazene protonated at the
N3 nitrogen atom exhibits a weakening of the N2—N3
bond (lengthened by about 0.2 Å), while the decomposi-
tion products (i.e. the diazonium salt and aniline) become
more stable thermodynamically.20 Therefore, it can be
deduced that the protonated intermediate would rapidly
decompose to products if it were formed.


The physico-chemical properties and reactivity of 3-
alkyl derivatives of 1,3-diphenyltriazene with acids have
received little attention thus far: only the 3-methyl deriva-
tive has been described.12,13,21–23 This is surprising since
3-alkyl-1,3-diphenyltriazenes are suitable substrates for
verification of mechanisms of acid catalysis: in addition
to the inductive effect, steric effects can also participate
here. Another advantage is that the reaction can be studied
in a wide variety of solvents, including aprotic types.


The aim of this work was to study these substituent
effects for the purpose of verification of the mechanism
of acid catalysis in the acid-catalysed decomposition of
3-alkyl-1,3-diphenyltriazenes. For this purpose we chose
kinetic monitoring of the reactions of these compounds
with trichloroacetic acid (a bulky general acid) of varying
concentration in an inert medium of hexane.
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EXPERIMENTAL


Synthesis of 3-alkyl-1,3-diphenyltriazenes. The 3-
alkyl-1,3-diphenyltriazenes of the general formula shown
were synthesized by azo coupling of a benzenediazonium
salt with the respective N-alkylanilines.12 Because of
their thermal instability,24 the products obtained were
purified by column chromatography on alumina with
tetrachloromethane as the mobile phase. Except for the
solid methyl derivative (m.p. 34–34.5 �C), they are or-
ange oils. The identities of the compounds prepared were
checked by 1H and 13C NMR spectroscopy (N-alkylani-
lines in CDCl3, 3-alkyl-1,3-diphenyltriazenes in DMSO-
d6, Bruker AMX 360 spectrometer).


3-Methyl-1,3-diphenyltriazene. Yield 76%. 1H NMR
(DMSO-d6), � 7.19, 1H, (H-40); 7.31, 1H (H-4); 7.43–
7.51, 4H (H-3,5 and H-30,50); 7.56–7.62, 4H (H-2,6 and
H-20, 60); 3.61, 1H (CH3); 13C NMR (DMSO-d6), � 32.14,
1C (CH3).


3-Ethyl-1,3-diphenyltriazene. Yield 67%. 1H NMR
(DMSO-d6), � 7.18, 1H (H-40); 7.30, 1H (H-4); 7.44–
7.49, 4H (H-3,5 and H-30,50); 7.55–7.62, 4H (H-2,6 and
H-20,60); 1.23, 3H (CH3); 4.34, 2H (CH2); 13C NMR
(DMSO-d6), � 10.94, 1C (CH3); 40.29, 1C (CH2).


3-Propyl-1,3-diphenyltriazene. Yield 65%. 1H NMR
(DMSO-d6), � 7.17, 1H (H-40); 7.30, 1H (H-4); 7.43–
7.49, 4H (H-3,5 and H-30,50); 7.55–7.61, 4H (H-2,6 and
H-20,60); 0.94, 3H (CH3); 1.68, 2H (CH2); 4.25, 2H
(CH2); 13C NMR (DMSO-d6), � 11.28, 1C (CH3);
18.87, 1C (CH2); 45.38, 1C (CH2).


3-Butyl-1,3-diphenyltriazene. Yield 54%. 1H NMR
(DMSO-d6), � 7.17, 1H (H-40); 7.29, 1H (H-4); 7.40–
7.48, 4H (H-3,5 and H-30,50); 7.55–7.59, 4H (H-2,6 and
H-20,60); 0.94, 3H (CH3); 1.38, 2H (CH2); 1.65, 2H
(CH2); 4.32, 2H (CH2); 13C NMR (DMSO-d6), � 13.72,
1C (CH3); 19.83, 1C (CH2); 27.63, 1C (CH2); 43.56, 1C
(CH2).


3-Pentyl-1,3-diphenyltriazene. Yield 60%. 1H NMR
spectrum (DMSO-d6), 7.16, 1H (H-40); 7.28, 1H (H-4);
7.41–7.46, 4H (H-3,5 and H-30,50); 7.53–7.57, 4H (H-2,6
and H-20,60); 0.87, 3H (CH3); 1.32, 2H (CH2); 1.34, 2H
(CH2); 1.61, 2H (CH2); 4.27, 2H (CH2); 13C NMR
(DMSO-d6), � 13.98, 1C (CH3); 22.10, 1C (CH2);
25.04, 1C (CH2); 28.65, 1C (CH2); 43.78, 1C (CH2).


3-Isopropyl-1,3-diphenyltriazene. Yield 62%. 1H NMR
(DMSO-d6), � 7.24, 1H (H-40); 7.35, 1H (H-4); 7.39–


7.52, 8H (H-3,5; H-30,50; H-2,6 and H-20,60); 1.38, 6H
(CH3); 5.63, 1H (CH); 13C NMR (DMSO-d6), � 20.11, 2C
(CH3); 49.89, 1C (CH).


3-sec-Butyl-1,3-diphenyltriazene. Yield 52%. 1H NMR
(DMSO-d6), � 7.15, 2H (H-4 and H-40); 7.25–7.61, 8H
(H-3,5; H-30,50; H-2,6 and H-20,60); 0.96, 3H (CH3); 1.18,
3H (CH3); 1.35–1.65, 2H (CH2); 5.30, 1H (CH); 13C
NMR (DMSO-d6), � 10.69, 1C (CH3); 20.10, 1C (CH3);
29.18, 1C (CH2); 49.02, 1C (CH).


3-Cyclohexyl-1,3-diphenyltriazene. Yield 33%, 1H NMR
(DMSO-d6), � 7.08, 2H (H-4 and H-40); 7.35–7.50, 8H
(H-3,5; H-30,50; H-2,6 and H-20,60); 1.12–1.97, 10H
(CH2); 5.37, 1H (CH); 13C NMR (DMSO-d6), � 27.4,
1C (CH2); 24.44, 2C (CH2); 32.72, 2C (CH2); 50.55,
1C (CH).


The starting N-alkylanilines were synthesized by
the reduction of acylanilides with bis(2-methoxyethoxy)-
aluminium hydride in toluene (ethyl and propyl), by
alkylation of aniline according to Hickinbottom and co-
workers25,26 with subsequent separation of the mixture
(butyl, isopropyl, sec-butyl), by reductive amination of 1-
pentan-ol with aniline27 in the presence of Raney nickel
catalyst (pentyl) and by the reduction of alkylideneaniline
with lithium tetrahydridoalanate (cyclohexyl). The N-
methyl derivative was a commercial product.


Kinetic measurements. The kinetic measurements
were based on spectrophotometric monitoring of the
decrease in the absorbance of the respective triazene at
359 nm in hexane 25.5 �C using a Durrum D-110 stoped-
flow spectrophotometer. One reservoir of the apparatus
contained a solution of trichloroacetic acid in hexane
(0.02–0.50 mol dm�3) and the other reservoir (of the same
capacity) contained a solution of triazene in hexane of
concentration such as to obtain a resulting absorbance of
the reaction mixture after the rapid mixing of solutions
from both reservoirs in the range 0.5–1.0 units. The
solutions of the components and the cell compartment
were kept at 25.5� 0.2 �C. The concentration of trichlor-
oacetic acid was determined by reverse titration of the
reaction mixture after its extraction in a double volume of
aqueous sodium hydroxide of suitable concentration.
Altogether 61–92 measurements were carried out for
each derivative in the given concentration range of
trichloroacetic acid. The observed rate constants, kobs,
were calculated from the reaction half-time read on the
apparatus display. A reaction order of unity was verified
for 3-propyl-1,3-diphenyltriazene by the method of initial
concentrations.


Evaluation of experimental data. The mathemati-
cal–statistical modelling of the dependence of the ob-
served rate constant, kobs, on the concentration of
trichloroacetic acid, c, was carried out by non-linear


344 O. PYTELA, R. BEDNÁŘ AND J. KAVÁLEK
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regression using efficient optimization methods (genetic
algorithm, simplex method, Levenberg–Marquardt
method). The results were evaluated statistically, the statis-
tically insignificant rate constants were omitted from the
models and the calculation was repeated. The criteria for the
selection of the most suitable model were the residual
standard deviation and positive values of rate and equili-
brium constants as the optimized parameters.


RESULTS AND DISCUSSION


Figures 1 and 2 present typical dependences of the
observed rate constant, kobs, of reaction of 3-alkyl-1,3-
diphenyltriazenes on the concentration of trichloroacetic
acid in hexane for the methyl and sec-butyl derivatives,
respectively. The dependences of the observed rate


constant on concentration of trichloroacetic acid for ethyl,
propyl, butyl and pentyl substituents are of identical type
to those of the methyl derivative, whereas those of the
isopropyl and cyclohexyl substituents are identical with
those of the sec-butyl derivative. In the case of the
cyclohexyl substituent, we failed to record experimentally
the starting section of the curve. As can clearly be seen
from the figures, the dependences have non-trivial courses.


Proposed kinetic model


Scheme 1 was the starting point for suggesting possible
regression functions: it was derived from the known
pieces of information concerning the reaction system,
including the products (see Introduction). With regard to
the non-polar medium, we assume the formation of less
polar associates instead of polar ion pairs.


Figure 1. Dependence of observed rate constant, kobs (s
�1),


on concentration of trichloroacetic acid, c (mol dm�3), for 3-
methyl-1,3-diphenyltriazene


Figure 2. Dependence of observed rate constant, kobs (s
�1),


on concentration of trichloroacetic acid, c (mol dm�3), for
3-sec-butyl-1,3-diphenyltriazene


Scheme 1
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The suggestion was based upon the presumption of
identical reaction mechanisms for all the compounds
studied, and the presumption of three basic factors
affecting the experimental dependence of observed rate
constant on trichloroacetic acid concentration, viz. the
solvent, the substrate and the acid catalyst.


Hexane as a non-polar ("r¼ 1.91) aprotic solvent28


does not stabilize either polar transition states or polar
products of an ionic nature. However, the properties
of this medium can be changed by the addition of
trichloroacetic acid (monomer, �¼ 3.0, Ref. 29) as a
co-solvent. Experimental measurements in binary mix-
tures composed of a non-polar and a polar solvent
showed30 that the reacting system is preferably solvated
by the more polar component, and the logarithm of the
observed rate constant is a linear function of concentra-
tion over a broad concentration interval.31 Measure-
ments32 of the acid-catalysed decomposition of 1,3-
bis(4-methylphenyl)triazene by various organic acids in
mixtures of hexane and the organic acid revealed an
exponential increase in the observed rate constant at
low concentrations of the organic acid used as the co-
solvent. Therefore, it can be deduced for the system
studied that the values of the logarithm of rate and
equilibrium constants in Scheme 1 can depend on the
trichloroacetic acid concentration in the reaction mix-
ture,33 especially at lower concentrations of the acid.


The properties the substrate in the series adopted are
predominantly due to the distribution of electron density
in nitrogen atoms of the triazene chain, and to inductive
and steric effects of the alkyl groups. From quantum-
chemical calculations,18–20 it can be presumed that the
N1 and N3 atoms will be protonated (or, as the case may
be, will form associates with the acid), which stands
in accordance with the resonance formula given in
Scheme 1. From configurational studies it is known that
triazenes possess a trans configuration, and the cis–trans
isomerization is subject to general acid and general base
catalyses.17 The barrier to rotation around the N2—N3
bond of 1-phenyl-3,3-dialkyltriazenes in a non-polar
solvent34 depends little on the bulkiness of the alkyl
substituent, and the molecule is almost planar. The
mutual steric interaction between alkyl and phenyl
groups in the 3-alkyl-1,3-diphenyltriazenes studied can,
in principle, cause a deviation of the benzene ring from
the common plane of the N1, N2, and N3 atoms. This can
restrict or even prevent the delocalization of free electron
pairs from the N3 atom into the benzene ring (steric
hindrance to resonance), while the electron density of this
atom can be contrastingly increased.


According to literature data,33,35 trichloroacetic acid
predominantly exists as a dimer in non-polar solvents.
The dissociation constant KD of the dimer to monomer is
low in non-polar solvents (e.g. KD¼ 0.0018 in toluene;
unknown for hexane). The dissociation of monomeric
trichloroacetic acid to its conjugated base and proton is
obviously negligible, and thus only the monomer, dimer


or higher associates of trichloroacetic acid can be taken in
to account as the catalyst particles.


On the basis of the above considerations, we have
created a systematic series of possible kinetic models and
the respective regression functions for the interpretation
of the measured dependences of the observed rate con-
stant, kobs, on the concentration of trichloroacetic acid, c.
The models start from Scheme 1 and involve catalysis by
monomeric and dimeric trichloroacetic acid, the potential
formation of associates of trichloroacetic acid with the
N1 and N3 atoms of triazene and a possible dependence
of rate and equilibrium constants on the changes in
properties of the reaction medium due to added trichlor-
oacetic acid.


With the use of the criterion of the minimum residual
standard deviation, the model in Eqn (1) was selected.


kobs ¼
K1ðkHA½HA� þ kHA2½HA�2Þegc


ð1 þ K1½HA�2egcÞ
ð1Þ


where kHA is the rate constant of reaction with participa-
tion of one molecule of trichloroacetic acid, kHA2 is the
rate constant of reaction with participation of two mole-
cules of trichloroacetic acid, K1 is the dissociation con-
stant of associates of two molecules of trichloroacetic
acid with N1 of triazene (A1-2 in Scheme 1) and g is the
slope of the dependence describing changes in pro-
perties of the reacting system caused by the addition of
trichloroacetic acid as a co-solvent. The introduction of
an exponential term into the regression model was
inevitable for a proper description of the onset part of
the dependence at low concentrations of acid. The calcu-
lation with separate constants g for the individual rate and
equilibrium constants in Eqn (1) proved that they are
identical for a given substrate.


According to the literature,33,35 the dimer D is a
dominating form of trichloroacetic acid in the given
medium. Its concentration in solution can be expressed
by


½D� ¼ c=2 ð2Þ


The concentration of monomer, M, in the solution is
given by Eqn (3)


½M� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
KD½D�


p
¼


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KDðc=2Þ


p
ð3Þ


where KD is the dissociation constant of the dimer giving
the monomer. After introducing the concentrations of
monomer and dimer from Eqns (2) and (3) into Eqn (1),
we obtain


kobs ¼
K1½kHA


ffiffiffiffiffiffi
KD


p ffiffiffiffiffiffiffiffiffiffiffi
ðc=2Þ


p
þ kHA2ðc=2Þ�egc


1 þ K1ðc=2Þegc ð4Þ


The quality of fitting experimental points by the curves
calculated from Eqn (4) is shown in Figs 1 and 2. The


346 O. PYTELA, R. BEDNÁŘ AND J. KAVÁLEK
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values of statistically significant parameters in Eqn (4)
and their standard deviations are presented in Table 1.


The course of observed rate constant, kobs, on concen-
tration of trichloroacetic acid, c, depends on the ratio of
the magnitudes of the constants kHA


ffiffiffiffiffiffi
KD


p
(the reaction of


triazene with the participation of one molecule of tri-
chloroacetic acid), kHA2 (the reaction of triazene with the
participation of two molecules of trichloroacetic acid)
and K1 (the dissociation of non-reactive associate A1-2. If
K1 is small, and kHA2 is significantly greater than the
product kHA


ffiffiffiffiffiffi
KD


p
, then only the reaction with the parti-


cipation of two molecules of trichloroacetic acid makes
itself felt kinetically. The dependence for low concentra-
tions of trichloroacetic acid increases approximately
exponentially and forms a plateau at high concentrations
(typically 1-methyl-1,3-diphenyltriazene, Fig. 1). This
course was observed with all the 3-alkyl-1,3-diphenyl-
triazenes having linear alkyl groups (the constant
kHA


ffiffiffiffiffiffi
KD


p
is statistically insignificant). For opposite ratios


of the magnitudes of kHA


ffiffiffiffiffiffi
KD


p
and kHA2, the kinetically


dominant reaction is that involving one molecule of
trichloroacetic acid. The dependence at low acid concen-
trations also increases almost exponentially, but at high
concentrations there is a drop corresponding to the
reciprocal of


ffiffiffiffiffiffiffi
c=2


p
(typically 3-sec-butyl-1,3-diphenyl-


triazene, Fig. 2). This course was observed with isopropyl
and sec-butyl substituents. If K1 is sufficiently high, and
kHA2 is negligible compared with the product kHA


ffiffiffiffiffiffi
KD


p
,


then the exponential increase is suppressed at low con-
centrations of trichloroacetic acid, and only the decrease
corresponding to the reciprocal


ffiffiffiffiffiffiffi
c=2


p
is observed (as is


the case with 3-cyclohexyl-1,3-diphenyltriazene; the con-
stant kHA2 is statistically insignificant.


Evaluation of effect of trichloroacetic acid
as co-solvent


The necessity for involvement of the exponential term
with parameter g in Eqn (4) indicates the effect of change
in reaction medium on the reaction under study. A semi-
empirical description of the dependence of the reaction


rate constant between neutral bipolar molecules of tria-
zene and trichloroacetic acid on the properties of solvent
can be expressed28 by


ln k ¼ ln k0 �
1


4�"0


NA


RT


"r � 1


2"r þ 1


�2
T


r3
T


þ
�2


TAA;eff


r3
TAA;eff


�
�2
6¼
r3
6¼


 !


ð5Þ


where k is the rate constant kHA or kHA2 in the given
medium, k0 is the rate constant of the same reaction in
the standard state, "r is the relative permittivity of
the medium, �T is the dipole moment of triazene,
�TAA;eff is the effective dipole moment of all forms of
trichloroacetic acid in the given medium, �6¼ is the dipole
moment of the activated complex of reaction and
rT; rTAA;eff and r6¼ are the radii of the corresponding
particles. Formally identical is the description of the
dependence of the equilibrium constant on the properties
of solvent by


lnK ¼ lnK0 �
1


4�"0


NA


RT


"r � 1


2"r þ 1


�2
T


r3
T


þ
�2


TAA;eff


r3
TAA;eff


� �2
A


r3
A


 !


ð6Þ


where K is the equilibrium constant (K1, K31 orK32 in
Scheme 1) in the given medium, K0 is the equilibrium
constant in the standard state, �A is the dipole moment of
the associate of triazene and trichloroacetic acid, rA is its
radius, and the other symbols are as in Eqn (5). The
dependence of the Kirkwood function on the concentra-
tion of the polar co-solvent in the non-polar aprotic
solvent is approximately linear;36 for associating car-
boxylic acids it is sometimes necessary to add a quadratic
term.37,38 In the narrow range of concentrations of
trichloroacetic acid used, this dependence can be con-
sidered linear, i.e.


"r � 1


2"r þ 1
� �c ð7Þ


Table 1. Number of measurements n of observed rate constants, values of rate constants kHA
ffiffiffiffiffiffi
KD


p
and kHA2, values of


dissociation constant K1 and values of parameter g in Eqn (4), their standard deviations and residual standard deviation s (the
constants not given are statistically insignificant)


kHA


ffiffiffiffiffiffi
KD


p
kHA2 K1 g


Substituent n (dm3 mol�1 s�1) (dm3 mol�1 s�1) (dm3 mol�1) (dm3 mol�1) s (s�1)


CH3 61 57.4� 0.3 4.22� 0.43 49.0� 2.1 1.39
CH3CH2 69 75.8� 0.5 4.67� 0.53 51.8� 2.7 2.70
CH3CH2CH2 63 87.3� 0.3 4.97� 0.32 49.0� 1.5 1.68
CH3(CH2)2CH2 66 87.7� 0.5 5.44� 0.43 55.8� 2.1 2.23
CH3(CH2)3CH2 64 85.6� 0.4 6.37� 0.43 55.3� 1.8 1.89
(CH3)2CH 77 7.52� 0.12 5.92� 0.5 22.3� 2.9 140� 8 1.21
CH3CH2(CH3)CH 79 2.86� 0.10 2.39� 0.4 72.8� 5.4 89.3� 8.5 0.983
cycloC6H11 92 5.32� 0.04 219� 44 66.3� 13.3 1.14
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where � is a constant of proportionality. The comparison
of Eqns (4) and (5) or Eqns (4) and (6) taking into account
Eqn (7) shows that parameter g in the exponential term of
Eqn (4) is a measure of the difference between polarities
of the transition state and the educts, or that between the
polarities of the associate and its components.


As already stated, the found values of parameter g are
positive for a given substitution derivative (Table 1) and
identical in both the numerator and denominator of kinetic
model (4), hence they are obviously due to the same
process. From the form of the kinetic model (4), it follows
that the exponential term is connected with the dissocia-
tion constant K1, whereas the rate constants kHA and kHA2


are independent of the parameter g. The dependence of the
dissociation constant K1 on changes in the properties of
the solvent is, according to Eqn (6), given by the differ-
ence between the polarities of the components in this
equilibrium. As the dipole moment of trichloroacetic acid
dimer (predominating form in the reaction mixture) is
approximately zero38 and that of triazene39 is low
(�¼ 0.79), obviously in the respective associate the pro-
ton is transferred to a considerable extent. On the other
hand, the absence of the effect of the change of the
medium on the rate constants kHA and kHA2 according to
Eqn (5) indicates a small difference in polarities of the
educts and the activated complex. Therefore, it can be
deduced that the reacting species is probably the polar
monomer of trichloroacetic acid (�¼ 3.0)29 or the open
dimer, the proton being transferred to the substrate to only
a small extent in the transition state.


Evaluation of substitution effects


The dependence of the logarithm of the dissociation
constant K1 on substitution is quantitatively described by


logK1 ¼ �ð0:435 � 0:160Þ þ ð1:83 � 0:25Þ�
þ ð0:444 � 0:117ÞInd


ð8Þ


n ¼ 8;R ¼ 0:993; s ¼ 9:28 � 10�2;Fð2; 5Þ ¼ 169:6


where � are the Charton constants for the description of
the steric effects of substituents,40 Ind is the indicator
variable taking into account the differences between
straight- and branched-chain alkyls (Ind being 0 and 1
for the former and latter, respectively), n is number of
points, s is residual standard deviation and F is the
criterion of statistical significance of the explaining
variables in the regression. From Eqn (8), it is obvious
that the dissociation constant K1 depends exclusively on
steric effects, whereas the inductive effect described by
the constant �i41 is statistically insignificant. Therefore, it
follows that trichloroacetic acid molecules are associated
at such a site of triazene that is separated by several bonds
from the substitution site. This confirms the original


presumption that the associate is A1-2 in Scheme 1. The
constant characterizing sensitivity to steric effects is
positive, and the branching of alkyl (described by the
indicator variable Ind) increases the value of the disso-
ciation constant K1 even more. From what has been said,
it follows that a dominating part in the formation of
associate A1-2 is played by steric effects, which lower the
stability as expected.


The dependence of the logarithm of rate constant kHA2


from Table 1 is quantitatively described by Eqn (9) for all
the substituents except cyclohexyl (where kHA2 is statis-
tically insignificant):


log kHA2 ¼ ð1:74 � 0:24Þ � ð25:6 � 7:3Þ�i


� ð1:90 � 0:51Þ� � ð1:14 � 0:11Þ Ind
ð9Þ


n ¼ 7;R ¼ 0:998; s ¼ 1:68 � 10�2;Fð2; 4Þ ¼ 586:3


where �i are substituent constants41 describing the in-
ductive effect and the other symbols are as in Eqn (8).


The reaction constant describing the inductive effect is
negative and very large. Its sign is in accordance with the
mechanism involving the splitting off of electrofuge
(diazonium cation) in the rate-limiting step of the reac-
tion. The magnitude of the reaction constant indicates a
high sensitivity to changes in electron density at the
reaction centre. The reaction constant describing steric
effects is again negative, as expected, and its magnitude is
comparable to that in Eqn (8). However, as the attack by
reagent takes place at the atom carrying the substituent,
the steric effects should make themselves felt more
markedly. Therefore, it can be deduced that the reaction
does not go via associates A3-1 and A3-2 (Scheme 1) but
proceeds in a single reaction step. The arrangement of the
activated complex is less organized in comparison with
associate A1-2, and the proton transfer to substrate is less
advanced. This conclusion is in accordance with the
above-mentioned conclusion following from the inter-
pretation of the change of medium on the rate constants
kHA and kHA2.


The values of rate constant kHA


ffiffiffiffiffiffi
KD


p
of the reaction


with the monomer are statistically significant only for
branched-chain alkyls. The values of kHA


ffiffiffiffiffiffi
KD


p
decrease


with increasing substituent constant �i, in the same way
as with the constant kHA2 [Eqn (9)]. Therefore, it can be
deduced that the reaction course is similar, but this
hypothesis is impossible to verify quantitatively owing
to the small number of substituents studied.


The dependence of the values of the parameter g
(describing the effect of change of medium on the
dissociation constant K1) on the Charton constants40 �
is represented in Fig. 3. The picture clearly shows the
difference between linear and branched alkyls as sub-
stituents. The values of g for branched-chain alkyls are
higher and (in contrast to those of linear-chain alkyls)
depend markedly on the bulkiness of the substituent. This
can be caused by the above-mentioned (see Introduction)
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sterically forced deviation of the phenyl group out of the
plane of the triazene chain due to the branched alkyl
substituents. Owing to steric hindrance to resonance of
the free electron pair at the N3 atom with the benzene
nucleus, the electron density at this atom is increased, and
owing to resonance, the electron density at N1 is also
increased and, as a consequence, also the polarity of
associate A1-2.


CONCLUSIONS


The course of the dependence of observed rate constant
kobs on the concentration c of trichloroacetic acid for
triazenes substituted with branched-chain alkyl groups
shows that the amount of the reactive form of triazene
decreases with increasing acid concentration. This find-
ing was explained by the formation of a non-reactive
associate of trichloroacetic acid with triazene at the N1
atom taking place in a side equilibrium. The kinetic
model (4) found involves the reaction of triazene with
one and two molecules of trichloroacetic acid. The
interpretation of the solvent and inductive effects shows
that the triazene reacts with monomer and obviously with
the open dimer of trichloroacetic acid in a single reaction
step, the proton transfer to substrate being little advanced
in the activated complex. In this interpretation, the rate
constants kHA and kHA2 in kinetic model (4) are identical
with the rate constants k31 and k32 in Scheme 1.
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13. Pytela O, Svoboda P, Večeřa M. Collect. Czech. Chem. Commun.


1987; 52: 2492–2499.
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31. Bekárek V, Nevěčná T. Collect. Czech. Chem. Commun. 1985; 50:


1928–1934.
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epoc ABSTRACT: The reactions of several derivatives of 1,2,5-thiadiazole 1,1-dioxide [3,4-diphenyl-(1a), 3,4-bis(p-
methoxyphenyl)-(1b), phenanthro[9,10-c]-(1c) and acenaphtho[1,2-c]-1,2,5-thiadiazole 1,1-dioxide (1d), 3,4-diphe-
nyl-1,2,5-thiadiazoline 1,1-dioxide (2a) and 4-ethoxy-5-methyl-3,4-diphenyl-1,2,5-thiadiazoline 1,1-dioxide (2b)],
with reagents possessing two nucleophilic nitrogen atoms (urea, N,N0-dimethylurea, thiourea, N-methylthiourea, N-
ethylthiourea, N-allylthiourea, N,N0-diethylthiourea, N,N0-diphenylthiourea, dithioxamide and sulfamide), were
followed by cyclic voltammetry (CV) and UV–visible spectrophotometry in aprotic solvent solution. The products
were isolated, characterized by IR, 1H NMR and 13C NMR methods and their structure was confirmed by single-
crystal x-ray diffraction. Several substrate–nucleophile combinations (1a–d and 2a with some ureas and thioureas)
reacted to give good yields of new compounds formed by the addition reaction of the two nitrogen atoms of the
nucleophile to the two >C——N— double bonds of the 1,2,5-thiadiazole 1,1-dioxide ring. Some systems (1a–
dithioxamide and 2b–thiourea) did not react, whereas in others (e.g. 1a–sulfamide) a monoaddition equilibrium
reaction was observed. Copyright # 2004 John Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience


KEYWORDS: addition; diamides; 1,2,5-thiadiazole 1,1-dioxide derivatives


INTRODUCTION


Monofunctional alcohols, thiols, amines and amides add
reversibly:


ð1Þ


in aprotic solvent solution to only one of the two >C——
N— double bonds of 1,2,5-thiadiazole 1,1-dioxide deri-
vatives,1–5 yielding carbon-substituted thiadiazolines. A
difunctional nucleophile, ethylene glycol, in high relative
concentration,5 was also found to yield a monoaddition
product. Consistently, the above-listed nucleophiles do
not react, under similar conditions, with 1,2,5-thiadiazo-
line 1,1-dioxides (such as 2a or 2b, Scheme 1),5 which
have a single >C——N— double bond.


However, in Part I,1 we reported that the reaction of 1a
(Scheme 1) with urea yielded 3a,6a-diphenyltetrahydroi-
midazo[4,5-c]-1,2,5-thiadiazol-5-one 2,2-dioxide (3a,
Scheme 1), a bicyclic compound formed by the addition
of urea, through both of its nitrogen atoms, to both
heterocyclic double bonds of the substrate.


We report here the results of similar studies on the
reactions of several derivatives of 1,2,5-thiadiazole 1,1-
dioxide (see Scheme 1 for structures of reactants and
products): 3,4-diphenyl-(1a), 3,4-bis(p-methoxyphenyl)-
(1b), phenanthro[9,10-c]-(1c) and acenaphtho[1,2-c]-
1,2,5-thiadiazole 1,1-dioxide (1d), 3,4-diphenyl-1,2,
5-thiadiazoline 1,1-dioxide (2a) and 4-ethoxy-5-methyl-
3,4-diphenyl-1,2,5-thiadiazoline 1,1-dioxide (2b), with
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reagents possessing two nucleophilic nitrogen atoms
(urea, N,N0-dimethylurea, thiourea, N-methylthiourea,
N-ethylthiourea, N-allylthiourea, N,N0-diethyltiourea,
N,N0-diphenylthiourea, dithioxamide and sulfamide).
The substrate–nucleophile systems 1a, 1c and 2a
with urea, 1a–d and 2a with thiourea and 1a with
N-methylthiourea, N-ethylthiourea, and N,N0-diethylthio-
urea formed bicyclic diaddition products in good yields.
An equilibrium mono-addition reaction was observed
between 1a and sulfamide. The bisurea derivative 4 was
the main product of the reaction of 1d with urea (4 has
been synthesized by the reaction of acenaphthenequinone
with urea in ethanol–water mixed solvent6), whereas no
reaction took place for the 1a–dithioxamide and the 1a–
N,N0-dimethylurea systems.


The nucleophilic addition reactions were followed
using cyclic voltammetry (CV) and classical UV–visible
spectrophotometric methods.


To the best of our knowledge, the synthetic reactions
and compounds 3a–h are new. A recent review7 describes
other bicyclic compounds, also containing urea
and sulfamide moieties, obtained by the reaction of
4,5-dihydroxy-1,3-dialkylimidazolidin-2-one with N,N0-
alkyl-substituted sulfamides,8 and tri- and tetracyclic
compounds obtained by the reaction of di- and tetra-
N-hydroxymethyl-substituted bicyclic bisureas with sul-
famide.9 As is known, several 1,2,5-thiadiazolidine
1,1-dioxide derivatives are used as heart stimulants,10


antiparasitics,11,12 or �-lactamic antibiotics.13 The 2-
imidazolone ring is present in several biologically active
molecules.14–18 Moreover, an important number of
thioureas with antitubercular, fungicide, herbicide and
antiviral properties19,20 have been reported. The combi-
nation of chemical functions in 3a–h might endow these
molecules with valuable biological effects.


RESULTS AND DISCUSSION


Urea, thiourea and monosubstituted and symmetrically
disubstituted thioureas added to both >C——N— double
bonds of 1,2,5-thiadiazole 1,1-dioxides to form bicyclic
thiadiazolidines (3, Scheme 1) with good yield (ca 90%).
The compounds were spectroscopically and analytically
characterized, and the structure of seven of the eight
synthesized compounds could be confirmed by single-
crystal x-ray diffraction. In all cases, typical IR bands
corresponding to NH, Ar, SO2, and C——O or C——S were
observed. 13C NMR spectra showed sp2 carbon atoms
resonances (C——O or C——S) at ca 158 or 180 ppm,
respectively, and the thiadiazolidine sp3 carbon atoms
were detected between 84 and 92 ppm.


Compound 3b was also obtained by the reaction of
thiourea with the thiadiazoline 2a. This behavior was
ascribed to the easy oxidation of 2a (apparently by traces
of dissolved oxygen) to 1a in solution. In contrast, 2b,
which does not contain labile H atoms and is stable in
solution, does not react with thiourea.


General structural characteristics of the
compounds (x-ray diffraction results)


ORTEP21 molecular drawings of 3a and h [Fig. 1(a) and
(b)] are used as example and reference for the structural


Scheme 1
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comments below. A CIF file for 3a–c, e–h and corre-
sponding XYZ files are available as electronic supple-
mentary information (available in Wiley Interscience).


As expected, the urea or thiourea groups form planar
five-membered rings with the heterocyclic (C1; C2)
carbon atoms. These rings subtend dihedral angles in
the 61–66� range with the N1C1C2N2 planes of the
thiadiazolidine ring at the shared C1—C2 bond. The
fused bicycle skeleton of all compounds (except 3f )
exhibit an approximate Cs symmetry, with the mirror
plane bisecting the C1—C2 bond. All compounds crys-
tallized in centrosymmetric space groups and therefore
both stereoisomers of each molecule were present in the
corresponding solid, even in the case of 3h, where the
asymmetry is probably present only in the solid state, as
an effect of packing distortions. The thiadiazolidine cycle
is bent around the N1 � � �N2 ‘envelope’ hinge in dihedral
angles that range from ca 33 to 36�. The NH bonds
present intermediate directions between near tetrahedral
orientation around the nitrogen atom and the bisector of
the S—N—C bond angle.


In the case of 3f, because of the bulky ethyl groups,
both heterocycle molecular fragments are appreciably
twisted from a planar conformation in nearly equal
torsion angles (�26.0� for the N1C1C2N2 thiadiazoli-
dine group and �24.7� for the N3C1C2N4 thiourea
group). Corresponding torsion angles for all the other
compounds are less than 11�.


Bond lengths and angles in the thiadiazolidine frac-
tions of the new compounds are similar to those found for
the only two (to our knowledge) 1,2,5-thiadiazolidine
1,1-dioxides which were studied by x-ray diffraction.22


Only the C1—C2 bond, which averages 1.62 Å, is
appreciable longer than that previously measured
(1.52 Å), but this is surely caused by the bulky 3,4-
substituents in our compounds, that were not present in
the reported thiadiazolidines.


A tautomeric equilibrium [Eqn (2)], similar to that
known to exist in thiourea, is, in principle, possible in 3b–
e, g, h. However, no evidence of tautomerism was found
by x-ray diffraction. Also, no evidence was found for the


asymmetric isomers which might form through the attack
of the HN——C(SH)—NH2 thiourea tautomer.


ð2Þ


Voltammetric measurements


Typical changes in the CV response caused by the
addition of nucleophiles to the >C——N— bonds of the
thiadiazole 1,1-dioxide ring were observed in our studies
of the voltammetric behavior of 1a. Briefly, these changes
are as follows: 1a in aprotic solvent solution presents two
reversibly couples, their corresponding cathodic peaks (Ic
and IIc, at ca �0.9 and �1.4 V vs Agþ/Ag) were assigned
to the formation, respectively, of the radical anion and the
dianion of the substrate. On addition to one of the >C——
N— double bonds, a thiadiazoline is formed. Thiadia-
zolines present two cathodic peaks (IIIc and IVc) at about
�1.7 to �2.2 V. Peaks Ic, IIIc and IVc are typically
observed in solutions of a thiadiazole and a monofunc-
tional nucleophile (i.e. in thiadiazole–thiadiazoline mix-
tures). These peaks can be employed [see Eqn (6) below]
to estimate equilibrium constants for monoaddition reac-
tions1–5 [Eqn (1)]. We have verified that under similar
experimental conditions, the corresponding totally satu-
rated compounds, 1,2,5-thiadiazolidine 1,1-dioxides,
either do not present voltammetric signals or show an
ill-defined cathodic peak at potentials ca �2.4 Vor lower,
that frequently appears as a shoulder on the background
current of the solvent.


Experimental voltammograms of a solution of 1a and
thiourea (molar ratio [thiourea]/[1a]¼ 10) in DMF at
several reaction times are presented in Fig. 2. A gradual


Figure 1. Molecular plots of (a) 3a and (b) 3h showing the
labeling of the non-H atoms and their displacement ellip-
soids at the 30% probability level


Figure 2. Time evolution of the cyclic voltammogram of an
11.9mM solution of 1a in DMF on thiourea addition
([thiourea]¼0.12M). (—) Before addition; (- - -), 1 h; (- � -),
5.5 h; (- � � -), 20 days; (� � � �), 90 days after addition. Sweep
rate, 0.2 V s�1
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disappearance of the 1a peaks (solid line, initial CV) was
observed, along with the appearance of two thiadiazoline
cathodic peaks at �1.7 and �2.1 V (i.e. dashed-dotted
line, at 5.5 h). As noted above, the voltammogram at 5.5
h, presenting peaks Ic, IIIc and IVc, is typical of a
thiadiazole–thiadiazoline mixture. The intensity of these
peaks decreased thereafter, while a peak at �2.4 V
appeared (dashed-two dotted and dotted lines, 20 and
90 days).


The time evolution of the CV of 1a solutions in DMF,
on the addition of urea or substituted thioureas, or of 1d
solutions, on addition of thiourea was similar to that
shown in Fig. 2 for the 1a–thiourea system. These
experiments suggested a stepwise mechanism, with an
intramolecular second step, as outlined in Eqns (3) and
(4) for 1a and thiourea.


ð3Þ


ð4Þ


The spectrophotometric results for the 1a–urea system
presented below are also in agreement with this
mechanism.


The reactions are reversible in solution and the equili-
brium is shifted to the reactants by a temperature in-
crease: a 3.54 mM solution of 3b in DMF, with 0.1 M


NaClO4 as supporting electrolyte, presented a featureless
CV between 0.9 and �2.8 V but, after heating the solu-
tion at 105�C for 3 h, the CV registered immediately after
the solution had been rapidly cooled to room temperature
showed the Ic and IIc cathodic voltammetric peaks of 1a
and the anodic peak of thiourea at ca 0.3 V. Likewise, a
DMF solution of 1a (42 mM) and urea (0.3 M), with 0.2 M


NaClO4 as supporting electrolyte, was left to react until
an almost flat CV was observed, after the solution had
been heated to 90�C for 3 h. When rapidly cooled and
scanned, the CV showed the typical voltammogram of a
mixture of 1a and its corresponding (monoaddition)
thiadiazoline, i.e. peaks Ic, IIIc and IVc.


As mentioned, 1d reacted with thiourea to give 3h
(Scheme 1). However, 1c, which also has a 3,4-substi-
tuent with a fused �-system, reacted differently: attempts
to isolate the corresponding bicycle by the standard
method (see Experimental) gave a reduction product of
1c, the thiadiazoline 1cH2 (Scheme 2), which we have
recently synthesized and identified.23 It should be noted,
as we have reported, that thiadiazoline 1cH2 differs from
the typical 1,2,5-thiadiazoline structure, since both


carbon–nitrogen bonds are single, and a sulfur precipitate
was also observed. The difference is presumably caused
by the resonance stability provided by the phenanthrene
group in 1cH2, whereas in a hypothetical 1dH2


(Scheme 2), the resulting acenaphtylene group would
not represent an appreciable aromaticity increase over the
original naphthalene group.


The voltammetric response of the 1a–sulfamide system
suggested that only monoaddition [Eqn (5)] took place.


ð5Þ


In effect, the changes in the CV of solutions of 1a on
addition of sulfamide (shown in Fig. 3) were similar to
those found when alcohols were added to solutions of 1a
as described in the first paragraph of this section (i.e.


Scheme 2


Figure 3. Equilibrium cyclic voltammogram of a 1a
(9.32mM)-sulfamide (1.13M) solution in DMF (solid line).
Sweep rate, 0.2 V s�1; supporting electrolyte, 0.14M


NaClO4. A cyclic voltammogram of 1a (dotted line) under
similar experimental conditions is shown for comparison
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formation of a thiadiazoline 1,1-dioxide from a thiadia-
zole 1,1-dioxide). As reported for these reactions,24 the
equilibrium constant can be estimated from cyclic vol-
tammetric data using Eqn (6) [�¼ sweep potential rate;
i(Ic), i(IIIc)¼ current intensity of labeled voltammetric
peaks in Fig. 3].


K½sulfamide�0 ¼
2 iðIIIcÞ=v1=2 þ iðIcÞ=2v1=2
� �


iðIcÞ=v1=2
ð6Þ


The linear dependence of the current intensity of peaks
Ic and IIIc with v1/2 [a requisite for the employment of
Eqn (6)] was verified in the experimental sweep rate range
(0.05–0.3 V s�1). The calculated equilibrium constant
K(1a–sulfamide), was 3.8� 0.4 M


�1. This value is similar
to that obtained with other N- or O-nucleophiles.1,2


Solutions of 1a and dithioxamide presented cyclic
voltammograms that remained unchanged for several
months, indicating lack of reaction. A similar behavior
was observed for the 1a–N,N0-dimethylurea system.
However, probably owing to the greater nucleophilicity
of the N atoms of thioureas, as compared with those of
ureas, N,N0-diethylthiourea yielded 3f. Also, the cyclic
voltammograms of the 1a–N,N0-diphenylthiourea system
evolved similarly to the 1a–thiourea system, suggesting
the formation of the corresponding bicyclic compound,
which, however, was apparently unstable and could not
be isolated.


Spectrophotometric results


Compound 1a in aprotic solvent solution presents a UV
band at ca 325 nm, with a molar absortivity (") of ca
9000 M


�1 cm�1, thiadiazoline 1aH2 has an intense ab-
sorption band at ca 260 nm, with "� 15 000 M


�1 cm�1,
while saturated thiadiazolidine 1,1-dioxides absorb very
weakly in the same spectral region ["(260 nm)
� 500 M


�1 cm�1). Thus, the reaction of 1a with urea in
MeCN–DMF (1:2) mixed solvent solution could be
followed by UV spectrophotometry. The MeCN–DMF
(1:2) mixed solvent used was a convenient experimental
compromise: DMF alone would have masked the spec-
trum because of its UV absorption (the mixed solvent
cutoff was ca 255 nm). However, even though MeCN,
which does not absorb in the region of interest, the
reaction was found to be very slow in this solvent (times
of the order of months, versus days in DMF). The results
are shown in Fig. 4: a band at 325 nm (corresponding to
1a), which was initially observed, decreased as the
reaction advanced. Simultaneously, a band at 260 nm
appeared and increased. The first three spectra (covering
a lapse of 14 days) coincide at an isosbestic point (ca
272 nm). This is the typical spectral behavior of mono-
addition reactions to 1a,2 indicating the slow conversion
of 1a to the 1a–urea monoaddition compound. At


prolonged reaction times, the bicyclic thiadiazolidine
3a was formed and the band at 260 nm decreased greatly
in intensity.


CONCLUSIONS


Bicyclic compounds that are structurally related to bio-
logically active molecules were obtained in very good
yields by simple reactions of 1,2,5-thiadiazole 1,1-diox-
ides with urea and thioureas. The reactions involved the
nucleophilic attack of both N atoms of the nucleophile on
both >C——N— double bonds of the substrate. Probably
because of the greater nucleophilicity of the N atoms of
thioureas than those of ureas, the reaction was about 10
times faster with thioureas and, under similar conditions,
a sterically hindered thiourea (1,2-diethylthiourea) re-
acted, but a similarly hindered urea (N,N0-dimethylurea)
did not.


Theoretical calculations in progress in our group are
aimed at comparing relative stabilities of monoaddition
compounds, diaddition compounds of monofunctional
nucleophiles and cyclic compounds of difuntional
nucleophiles.


EXPERIMENTAL


Compounds 1a–d and 2a, b were synthesized, purified
and characterized according to standard methods.25 Stan-
dard methods26–28 were used for the purification of
commercial solvents, ureas and thioureas. The solvents
were dried with activated 4A molecular sieves and stored
under a dry nitrogen atmosphere. Their water content was
<50 ppm (Karl Fischer).


A Cary 3 UV–visible spectrophotometer equipped with
thermostated cell holders and PTFE-stoppered quartz
cells of 1 cm optical pathlength was used.


Figure 4. UV spectrum of a solution of 1a (0.10 mM and
urea (7.1 mM) in mixed DMF–MeCN (1:2) solvent. Solid line,
initial spectrum; long dashed line 6; medium dashed line 14;
short dashed line 20; dotted line, 27; dashed-dotted line, 41
days after solution preparation
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1H and 13C NMR spectra were measured with a Bruker
200 MHz instrument and IR spectra with a Shimadzu IR-
435 spectrophotometer.


CV experiments were performed in a conventional
undivided gas-tight glass cell with dry nitrogen gas inlet
and outlet. The working electrode was a 3 mm diameter
vitreous carbon disk encapsulated in PTFE, the counter-
electrode was a 2 cm2 Pt foil and an Agþ (0.1 M, MeCN)/
Ag reference electrode (to which all potentials reported
are referred) was used. The supporting electrolyte
was 0.1 M NaClO4. An LYP-M2 potentiostat, a three-
module LYP sweep generator and a Houston
Omnigraphic 2000 pen recorder were used. The prepara-
tion of solutions, the CV experiments and other manip-
ulations were carried out in a glove-box under a dry
nitrogen atmosphere.


Single crystals for x-ray diffraction studies (of seven
out of the eight synthesized compounds) could be ob-
tained from ethanol or MeCN solutions by slow evapora-
tion of the solvent. Details of the crystal structure
determination are given below. General structural char-
acteristics of the compounds were commented on above
(see Results and discussion).


Synthesis of compounds


Compounds 3a–h were obtained in high yield by a
general procedure, exemplified here for 3b: 1a (0.150 g;
0.56 mmol) and thiourea (0.211 g; 2.77 mmol) were
mixed with 1–2 ml of DMSO or DMF at room tempera-
ture. The initial suspension turned into a homogeneous
solution in a day. On addition of water (ca 5 ml), a
precipitate was obtained. The precipitate was filtered
and washed thoroughly with water. A 0.179 g amount
(93% yield) of solid (TLC pure) 3b was obtained.
Compound 4 was obtained by the same procedure
through the mixture of similar molar proportions of 1d
and urea in 2 ml of DMSO.


Compound 3b could also be obtained by the reaction of
2a with thiourea in DMSO solution, by a similar proce-
dure (yield: 90%).
3a: m.p. 310–312�C (decomp.); �max (KBr) (cm�1),


3355 and 3325 (s, NH), 3050 (br, CArH); 1700 (s, C——O),
1495 and 1440 (vw; s, arom. ring str.), 1410 (m), 1395,
1380 and 1360 (m, thiadiazolidine ring), 1320 and 1180
(s, SO2); �H (200 MHz; DMSO-d6, Me4Si), 7.06–7.76
(10 H, m, Ph), 8.50 and 7.97 (2Hþ 2H, s, NH); �C


(200 MHz; DMSO-d6, Me4Si), 159.6 (C——O), 127.2–
137.5 (Ph), 83.8 (Ph–C–C-Ph). Found: C, 54.60; H,
4.17; N, 18.18; S, 10.01. Calc. for C15H14N4O3S: C,
54.54; H, 4.24; N, 16.97; S, 9.70%.
3b (yield 93%): m.p. 243–245�C (decomp.);


�max(KBr) (cm�1), 3600 and 3300 (m; s, NH), 1610,
1510 and 1440 (m; s; s, arom. ring str.), 1365 (s,
thiadiazolidine ring), 1290 and 1150 (s, SO2), 1200
(m), 1035 (s, C——S); �H (200 MHz; DMSO-d6, Me4Si),


7.06–7.10 (10 H, m, Ph), 8.80 and 9.68 (2Hþ 2H, s, NH);
�C (200 MHz; DMSO-d6, Me4Si), 182.3 (C——S), 127.0–
136.2 (Ph), 86.9 (Ph–C–C–Ph). Found: C, 49.44; H, 4.51;
N, 15.51; S, 18.50. Calc. for C15H14N4O2S2�H2O: C,
49.43; H, 4.43; N, 15.37; S, 17.60%.
3c (yield 93%): m.p. 174–175�C (decomp.); �max(KBr)


(cm�1), 3400 and 3275 (m; s, NH), 2950 and 2800 (vw,
CH), 1610, 1585, 1515 and 1445 (s; m; vs; m, arom. ring
str.), 1420 (m), 1395 and 1365 (m, thiadiazolidine ring),
1310 and 1175 (s, SO2), 1295 (s), 1270 (s), 1210 (m),
1050 (m, CN), 1040 (m, C——S); �H (200 MHz; DMSO-
d6, Me4Si), 3.63 (6 H, s, CH3O), 6.65–6.98 (8 H, m, Ph),
8.65 and 9.56 (2Hþ 2H, s, NH); �C (200 MHz; DMSO-
d6, Me4Si), 182.1 (C——S), 159.1–112.7 (Ph), 86.7 (Ph–
C–C–Ph), 55.0 (CH3O). Found: C, 50.35; H, 4.86; N,
14.61; S, 17.92. Calc. for C17H18N4O4S2: C, 50.24; H,
4.43; N, 13.79; S, 15.76%.
3d (yield 91%): m.p. 220–221�C (decomp.);


�max(KBr) (cm�1), 3250 and 3100 (s, NH), 3030 (s,
CArH), 2655 and 1480 (w, s, CAliphH), 1495 and 1455
(s, arom. ring str.), 1410 (m), 1385 (s, thiadiazolidine
ring), 1310 and 1170 (s, SO2), 1230 (m), 1055 (s, CN),
1035 (m, C——S); �H (200 MHz; DMSO-d6, Me4Si), 2.89
(3H, s, CH3), 6.83–7.16 (10H, m, Phs), 8.92, 9.25 and
9.81 (1Hþ 1Hþ 1H, s, NH); �C (200 MHz; DMSO-d6,
Me4Si), 182.0 ppm (C——S), 126.6–136.0 (Ph), 89.6 and
84.6 (bridgehead C atoms), 29.3 (CH3). Found: C, 52.42;
H, 4.44; N,15.89; S, 18.11. Calc. for C16H16N4O2S2: C,
53.33; H, 4.44 N, 15.56; S, 17.78%.
3e (yield 94%): m.p. 202–205�C (decomp.); �max


(KBr) (cm�1), 3300 (s, NH), 3050 (s, CArH), 1470 (s,
CAliphH), 1500 and 1450 (s, arom. ring str.), 1430 (m),
1380 (s, thiadiazolidine ring), 1330 (m), 1310 and 1150
(s, SO2), 1270 (w), 1210 (m), 1060 (s, C—N), 1035 (vw,
C——S); �H (200 MHz; DMSO-d6, Me4Si), 1.17–1.22 (3H,
t, CH3), 2.98–3.12 and 3.65–3.79 (2H, m, CH2), 6.85–
7.19 (10H, m, Phs), 8.91, 9.25 and 9.72 (1Hþ 1Hþ 1H,
s, NH); �C (200 MHz; DMSO-d6, Me4Si), 181.7 ppm
(C——S), 126.8–136.2 (Ph), 90.3 and 84.4 (bridgehead C
atoms) and 13.2 (CH3–CH2–), the CH2 resonance is
hidden by the DMSO solvent signals. Found: C, 53.12;
H, 4.82; N, 15.07; S, 16.44. Calc. for C17H18N4O2S2: C,
54.54; H, 4.81; N, 14.97; S, 17.11%.
3f (yield 95%): m.p. 194–196�C (decomp.); �max


(KBr) (cm�1) 3300 and 3125 (s, NH), 3000 (m, CArH),
2950, 2750 and 1460 (m; w; s, CAliphH), 1415 (m), 1475
and 1445 (arom. ring str.), 1395, 1380 and 1365 (s,
thiadiazoline ring), 1345 (s), 1310 and 1175 (s, SO2),
1265 (s), 1215 (m), 1045 (m, C——S); �H (200 MHz;
DMSO-d6, Me4Si), 1.21–1.26 (6H, t, CH3), 3.11–3.25
and 3.57–3.71 (4H, m, CH2), 6.91–7.13 (10H, m, Phs),
9.24 (2H, s, NH); �C (200 MHz; DMSO-d6, Me4Si), 182.6
(C——S), 127.5–134.2 (Ph), 88.7 (bridgehead C atoms),
and 13.3 (CH3–CH2–), the CH2 resonance is hidden by
the DMSO solvent signals. Found: C, 56.18; H, 5.48; N,
14.12; S, 15.43. Calc. for C19H22N4O2S2: C, 56.69; H,
5.51; N, 13.92; S, 15.93%.
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3g (yield 81.3%): m.p. 190–194�C (decomp.);
�max(KBr) (cm�1) 3300 (s, NH), 3050 (w, CArH), 2850,
2650 and 1460 (s; m; s, CAliphH), 1500 and 1450 (s, arom.
ring str.), 1410 (m), 1380 (s, thiadiazolidine ring), 1340
(m), 1320 and 1160 (s, SO2), 1250 (w), 1210 (s); �H


(200 MHz; DMF-d7, Me4Si), 3.91–3.99 and 4.41–4.50
(4H, m, CH2), 4.96–5.23 (2H, m, CH2


——), 5.83–6.12
(1H, m, ——CH–), 7.03–7.81(10H, m, Ph), 9.06 and 9.77
(2Hþ 1H, s, NH); �C (200 MHz; DMF-d7, Me4Si), 183.6
(C——S), 137.3 (——CH–), 134.8–127.9 (Ph), 117.1
(CH2¼ ), 91.7 and 85.8 (bridgehead C atoms) and 47.4
(–CH2–). Found: C, 55.39; H, 4.97; N, 14.53; S, 16.59.
Calc. for C18H18N4O2S2 C, 55.94; H, 4.69; N, 14.50; S,
16.59%.
3h (yield 88%): m.p. 249–250�C (decomp.); �max


(KBr) (cm�1), 3400, 3380 and 3200 (s, NH), 3050 (m,
CArH), 1480 (s, arom. ring str.), 1410 (s), 1395 (s), 1320
and 1180 (s, SO2), 1120 (s), 1070 (s); �H (200 MHz;
DMSO-d6, Me4Si), 9.84 and 8.70 (2Hþ 2H, s, NH) and
7.52–7.96 (6H, m, Ph); �C (200 MHz; DMSO-d6, Me4Si),
180.8 (C——S), 152.6, 139.0–120.5 (arom. ring) and 90.43
(Ph–C–C–Ph). Found: C, 46.71; H, 3.42; N, 16.98; S,
26.87. Calc. for C13H10N4O2S2: C, 49.04; H, 3.17; N,
17.60; S, 20.14%.
4 (yield 49%): �max (KBr) (cm�1), 3250 and 3100 (s,


NH), 1660 (s, C——O), 1500 and 1450 (m, arom. ring str.),
1415 (m), 1380 (m), 1360 (m), 1340 (m), 1260 (m), 1190
(s), 1100 (s); �H (200 MHz; DMSO-d6, Me4Si): 6.28 (2H,
s, NH) and 7.45–7.81 (6H, m, Phs); �C (200 MHz;
DMSO-d6, Me4Si), 157.7 (C——O), 143.3–118.8 (6 sig-
nals, acenaphthyl) and 92.23 (bridgehead C atoms).


Crystal structure determination
of compounds 3a, b and d–h


The x-ray diffraction patterns of 3b and 3g were mea-
sured with an Enraf-Nonius CAD4 x-ray diffractometer,
employing the !� 2� scan mode and Cu K�, graphite
monochromatized, radiation (�¼ 1.54184 Å). The rest of
the compounds were measured with a Enraf-Nonius
KappaCCD diffractometer, working in the ’ and ! scan
modes with Mo K�, graphite monochromatized radiation
(�¼ 0.71073 Å). CAD4 and KappaCCD data were re-
duced with the XCAD429 and DENZO & SCALE-
PACK30 programs, respectively. The structures were
solved by direct methods employing SHELXS31 and
refined by full-matrix least-squares with the SHELXL32


program.
All but the thiadiazoline and water hydrogen atoms


were included in the molecular models at stereochemical
positions and refined with the riding model. The thiadia-
zoline hydrogen atoms of all compounds along with one
water H atom of 3b were found in a difference Fourier
map and refined isotropically with N—H and Ow—H
distances constrained to target values of 0.89(1) and
0.82(1) Å, respectively.


Crystal data
3a: C15H14N4O3S, M¼ 330.36, monoclinic, a¼ 9.948
(1), b¼ 13.039(1), c¼ 12.675(1) Å, �¼ 109.63(1)�,
U¼ 1548.6(1) Å3, T¼ 293(2) K, space group P21/c
(No. 14), Z¼ 4, �(Mo K�)¼ 0.230 mm�1, 14 437 reflec-
tions measured, 3548 unique (Rint¼ 0.039) which were
used in all calculations. The final wR(F2) was 0.112 (all
data).
3b: C15H14N4O2S2�H2O, M¼ 364.44, orthorhombic,


a¼ 17.096(1), b¼ 10.800(3), c¼ 17.868(2) Å, U¼
3298.8(9) Å3, T¼ 293(2) K, space group Pbca (No. 61),
Z¼ 8, �(Cu K�)¼ 3.129 mm�1, 3141 reflections mea-
sured, 2972 unique (Rint¼ 0.035). Final wR(F2)¼ 0.1297.
3d: C16H16N4O2S2, M¼ 360.45, monoclinic, a¼


10.537(1), b¼ 14.709(1), c¼ 11.425(1) Å, �¼ 111.153
(1)�, U¼ 1651.4(1) Å3, T¼ 100(2) K, space group P21/n
(No. 14), Z¼ 4, �(Mo K�)¼ 0.339 mm�1, 15 578 reflec-
tions measured, 3229 unique (Rint¼ 0.048). Final
wR(F2)¼ 0.0855.
3e: C17H18N4O2S2, M¼ 374.47, monoclinic, a¼


10.5263(2), b¼ 15.3045(4), c¼ 11.6783(3) Å, �¼
112.071(1)�, U¼ 1743.50(7) Å3, T¼ 100(2) K, space
group P21/n (No. 14), Z¼ 4, �(Mo K�)¼ 0.324 mm�1,
10 795 reflections measured, 3396 unique (Rint¼ 0.047).
Final wR(F2)¼ 0.0932.
3f: C19H22N4O2S2, M¼ 402.53, monoclinic, a¼


12.759(1), b¼ 9.530(1), c¼ 16.027(1) Å, �¼ 103.96
(1)�, U¼ 1891.2(2) Å3, T¼ 100(2) K, space group P21/
c (No. 14), Z¼ 4, �(Mo K�)¼ 0.304 mm�1, 9262 reflec-
tions measured, 3288 unique (Rint¼ 0.070). Final
wR(F2)¼ 0.1183.
3g: C18H18N4O2S2, M¼ 386.48, monoclinic,


a¼ 10.523(1), b¼ 8.333(1), c¼ 20.681(3) Å, �¼ 90.27
(1)�, U¼ 1813.5(4) Å3, T¼ 293(2) K, space group P21/c
(No. 14), Z¼ 4, �(Mo K�)¼ 2.839 mm�1, 3250 reflec-
tions measured, 3074 unique (Rint¼ 0.008). Final
wR(F2)¼ 0.1065.
3h: C13H10N4O2S2, M¼ 318.37, orthorhombic,


a¼ 10.3017(1), b¼ 18.7506(1), c¼ 13.2639(1) Å, U¼
2562.10(3) Å3, T¼ 100(2) K, space group Pbca (No. 61),
Z¼ 8, �(Mo K�)¼ 0.426 mm�1, 39 084 reflections mea-
sured, 2253 unique (Rint¼ 0.052). Final wR(F2)¼
0.1060.
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epoc ABSTRACT: p-Quinone �-phenylmethide (7) and p-quinone �,�-diphenylmethide (8) were generated by flash
photolytic dehydration of p-hydroxy-�-phenylbenzyl alcohol (9, R1¼Ph, R2¼H) and p-hydroxy-�,�-diphenylben-
zyl alcohol (9, R1¼R2¼Ph) respectively, and rates of their decay were measured in aqueous perchloric acid and
sodium hydroxide solutions and also as in acetic acid, biphosphate ion, tris(hydroxymethyl)methylammonium ion,
ammonium ion and bicarbonate ion buffers. The rate profiles for the hydration of these quinone methides that these
data provide show hydronium ion and hydroxide ion-catalyzed regions and also ‘uncatalyzed’ water reactions, with
saturation of hydronium ion catalysis in dilute solution for the diphenyl-substituted substrate but only in concentrated
acid solution for the less basic monophenyl substrate. Both substrates also give inverse hydronium ion isotope effects
(kHþ=kDþ <1). These results show that the hydronium ion-catalyzed reactions occur by rapid pre-equilibrium
protonation of the quinone methide on its carbonyl oxygen atom followed by rate-determining capture of the
benzyl-type carbocation thus formed by water. Phenyl substitution retards the rate of hydration and also reduces the
acidity constant of the quinone methide conjugate acid. The molecular basis of these substituent effects is discussed.
Copyright # 2004 John Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience


KEYWORDS: p-quinone �-phenylmethide; p-quinone �,�-diphenylmethide; quinone methide hydration; flash photolysis;


rate profiles; solvent isotope effects; reaction mechanisms


INTRODUCTION


Quinone methides are interesting reactive species posses-
sing both nucleophilic and electrophilic centers, which
has made them useful synthetic intermediates with wide
applications in organic chemistry.1 Quinone methides
also figure prominently in wood chemistry, playing key
roles in both lignification reactions in the plant and
delignification reactions in the paper mill.2 But perhaps
most significant of all is the pronounced activity shown
by quinone methides in biological systems: they have, for
example been implicated as the ultimate cytotoxins
responsible for the effects of agents such as antitumor
drugs, antibiotics and DNA alkylators.3 In living systems
where water is the ubiquitous medium, this biological
activity must operate against a background of wasteful


quinone methide hydration reactions. In order to provide
information about these hydrations, and how their rates
depend upon quinone methide structure, we have under-
taken a detailed investigation of their kinetics and
reaction mechanisms.


We have already reported examination of the two
parent substances, o-quinone methide, 1,4 and p-quinone
methide, 2.5 These studies showed that hydration of these
quinone methides occurs by hydronium ion-catalyzed,
uncatalyzed and hydroxide ion-catalyzed pathways. They
also revealed that hydronium ion catalysis takes place by
rapid and reversible pre-equilibrium protonation of the
quinone methide on its oxygen atom, followed by rate-
determining hydration of the carbocation ion thus formed
[Eqn (1)]:


ð1Þ


The uncatalyzed reaction, on the other hand, occurs by
simple nucleophilic attack of a water molecule on
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the unprotonated quinone methide, with or without
simultaneous proton shuffling to avoid a zwitterionic
intermediate [Eqn (2)]:


ð2Þ


We were able also to verify the reaction mechanism of
Eqn (1) for o-quinone �-phenylmethide, 3, and o-quinone
�-(p-anisyl)methide, 4, An¼ 4-CH3OC6H4,6 and also for
cis-, 5, and trans-5-methoxy-o-quinone �-phenylethide
6,7 by showing that acid catalysis of the hydration of
these more basic substrates becomes saturated at higher
acidities as the position of the pre-equilibrium step shifts
from unprotonated to protonated substrate.


In this paper, we report on the hydration reactions of
p-quinone �-phenylmethide, 7, and p-quinone �,�-
diphenylmethide, 8. These substances together with the
parent p-quinone methide, 2, form a series which shows
the effect of successive phenyl substitution on quinone
methide reactivity.


We generated the present quinone methides, as we4–7


and others1 had done before, by photolytic dehydration of
the corresponding substituted p-hydroxybenzyl alcohols,
9 [Eqn (3)]:


ð3Þ


Most of the reactions that we studied were fairly fast,
and we therefore used flash photolytic methods to deter-
mine their rates.


EXPERIMENTAL


Materials


p-Hydroxy-�-phenylbenzyl alcohol (9, R1¼Ph, R2¼H)
was prepared by treating p-hydroxybenzaldehyde with
phenylmagnesium bromide; its melting-point and 1H
NMR spectrum were consistent with literature values.8


p-Hydroxy-�,�-diphenylbenzyl alcohol (9, R1¼R2¼
Ph) was obtained by treating methyl p-hydroxybenzoate
with phenylmagnesium bromide; its melting-point and
1H NMR spectrum also agreed with literature values.9


p-Methoxybenzhydryl acetate was synthesized by treat-
ing p-methoxybenzhydrol10 with acetic anhydride in the
presence of pyridine;11 its 1H and 13C NMR spectra
agreed with a literature report.11


All other materials were of the best available commer-
cial grades.


Kinetics


Flash photolytic rate measurements were made using a
microsecond conventional flash lamp system and a na-
nosecond eximer laser system operating at �¼ 248 nm,
which have already been described.12 Initial benzyl
alcohol substrate concentrations were of the order of
1� 10�5


M and the temperature of all reacting solutions
was controlled at 25.0� 0.05 �C. Quinone methide decay
was monitored at �¼ 395 nm for p-quinone �-phenyl-
methide and at �¼ 415 nm for p-quinone �,�-diphenyl-
methide, and p-methoxybenzhydryl cation decay was
monitored at �¼ 460 nm. The data so obtained con-
formed to the first-order rate law well, and observed
first-order rate constants were obtained by least-squares
fitting of a single exponential function.


Rates with half-lives greater than a few seconds could
not be measured in this way because the monitoring lamp
power supply was not sufficiently steady. These reactions
were therefore initiated by a single flash from the con-
vention flash photolysis system and the reacting solutions
were then quickly transferred to the cell compartment of
a Cary 2200 spectrometer where absorbance decay mea-
surements were made. The temperature of these reacting
solutions was maintained at 25.0� 0.05 �C. These data
also conformed to the first-order rate law well, and
observed first-order rate constants were again obtained
by least-squares fitting of a single exponential function.


RESULTS


p-Quinone a,a-diphenylmethide


Perchloric acid solutions. Rates of decay of p-
quinone �,�-diphenylmethide were measured in aqueous
perchloric acid solutions using both H2O and D2O as the
solvent. The data so obtained are summarized in Supple-
mentary Table S1 (available in Wiley Interscience) and
are also displayed in Fig. 1.


It can be seen that reaction rates increase with increas-
ing acid concentration at the lower end of the acidity
range investigated, i.e. the reaction here is acid catalyzed.
In this region, moreover, rates are slower in H2O than in
D2O, i.e. the isotope effect is inverse: kH/kD< 1. At the
higher acidity end of the range investigated, on the other
hand, acid catalysis becomes saturated, and the inverse
isotope effect becomes weaker and finally disappears.


These phenomena are consequences of the operation of
the pre-equilibrium protonation reaction mechanism
shown as Eqn (1). At low acidities, the position of the
pre-equilibrium step is over on the side of unprotonated
substrate, and protonation, i.e. acid catalysis, is required
to convert unprotonated substrate into product. The pre-
equilibrium step, moreover, transforms the relatively
loose ‘non-reacting’ O—H bonds of the hydronium ion
into tighter O—H bonds of a water molecule.13 There is
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therefore a tightening up of isotopically substituted
bonds, and an inverse isotope effect results. At high
acidities, on the other hand, the position of the pre-
equilibrium shifts to protonated substrate, and this then
becomes the reaction’s initial state; substrate protonation
is now no longer required to convert this initial state into
product and acid catalysis becomes saturated. The initial
state now also contains a water molecule rather than a
hydronium ion and tightening up of loose hydronium ion
O—H bonds no longer takes place; the inverse isotope
effect consequently disappears.


The rate law that applies to this reaction mechanism is
as follows:


kobs ¼ k0w½Hþ�=ðKSH þ ½Hþ�Þ ð4Þ


with the rate constant for carbocation ion capture, k0w, and
the substrate conjugate acid ionization constant, KSH,
as defined by Eqn (1). Least-squares fitting of this
expression gave k0w¼ (3.87� 0.09)� 102 s�1 and KSH¼
(1.84� 0.05)� 10�1


M, pKSH¼ 0.74� 0.01, plus the
isotope effects (k0w)H2O/(k0w)D2O ¼ 1.14� 0.04 and KSH/
KSD¼ 2.95� 0.13.


At low acidities where [Hþ] �KSH, Eqn (4) reduces to
kobs¼ (k0w/KSH)[Hþ], which shows that the hydronium
ion catalytic coefficient, defined as kHþ ¼�kobs/�[Hþ],
is equal to k0w/KSH. Use of the least-squares results given
above for k0w and KSH then provides kHþ ¼ ð2:11�
0:08Þ � 103


M
�1 s�1 and the inverse isotope effect


kHþ=kDþ ¼ 0:387 � 0:022.
The rate constant determined here, k0w¼ 3.9� 102 s�1,


for capture of the p-hydroxyphenyldiphenylmethyl cation
by water in aqueous solution:


ð5Þ


is nicely consistent with k¼ 1� 103 s�1 determined for
the analogous reaction of p-methoxyphenyldiphenyl-
methyl cation with water:14


ð6Þ


and the recent report that a p-hydroxyphenyl group is
about twice as good at stabilizing aryl substituted cations
as a p-methoxyphenyl group.15 The isotope effect on the
ionization of the substrate conjugate acid determined
here, KSH/KSD¼ 3.0, is also consistent with solvent iso-
tope effects on the ionization of other oxygen acids of
similar acid strength, e.g. KH/KD¼ 2.8 for the ionization
of picric acid.16


Rate profile. Rates of reaction of p-quinone �,�-
diphenylmethide were also measured in aqueous sodium
hydroxide solutions and in acetic acid, biphosphate ion,
tris(hydroxymethyl)methylammonium ion, ammonium
ion and bicarbonate ion buffers. The data so obtained
are summarized in Supplementary Tables S2 and S3.


The measurements in buffers were made using series of
solutions of constant buffer ratio and constant ionic
strength (0.10 M), and therefore constant hydronium ion
concentration, but varying total buffer concentration. The
data were analyzed by least-squares fitting of the buffer
dilution expression


kobs ¼ kint þ kbuff½buffer� ð7Þ


Buffer catalysis was found to be either very weak or non-
existent, and buffer catalytic coefficients, kbuff, could
consequently not be well determined. Zero buffer con-
centration intercepts, kint, on the other hand, could be
determined well. These, together with the rate constants
measured in perchloric acid and sodium hydroxide solu-
tions, are displayed as the lower rate profile of Fig. 2.


Figure 1. Rates of hydration of p-quinone �,�-diphenyl-
methide in H2O (*) and D2O (�) solutions of perchloric acid
at 25 �C


Figure 2. Rate profiles for the hydration of p-quinone �,�-
diphenylmethide (*) and p-quinone �-phenylmethide (�) in
aqueous solution at 25 �C
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Hydronium ion concentrations of the buffer solutions
needed for this purpose were obtained by calculation
using buffer acid ionization constants from the literature
and activity coefficients recommended by Bates.17


It can be seen that these additional data have added an
uncatalyzed water reaction and a hydroxide ion-catalyzed
process to the rate profile of Fig. 1. The rate law that now
applies is therefore that of Eqn (4) with uncatalyzed and
hydroxide ion catalyzed terms added:


k ¼ k0w½Hþ�=ðKSH þ ½Hþ�Þ þ kw þ kHO�½HO�� ð8Þ


Least-squares fitting of this expression gave k0w¼
(3.92� 0.14)� 102 s�1, KSH¼ (1.89� 0.08)� 10�1


M,
kw¼ (3.69� 0.11)� 10�4 s�1 and kHO� ¼ ð6:48�
0:10Þ� 10�1


M
�1 s�1. The first two of these values


are nicely consistent with the results obtained by fitting
Eqn (4). Weighted averages of the two determinations
give k0w¼ (3.89� 0.08)� 102 s�1 and KSH¼ (1.85�
0.04)� 10�1


M, pKSH¼ 0.73� 0.01.


p-Quinone a-phenylmethide


Rate profile. Rates of decay of p-quinone �-phenyl-
methide were measured in dilute aqueous perchloric acid
solutions, again using both H2O and D2O as the solvent,
as well as in sodium hydroxide solutions and also in
acetic acid, biphosphate anion, tris(hydroxymethyl)-
methylammonium ion, ammonium ion and bicarbonate
ion buffers. These data are summarized in Supplementary
Tables S4–S6.


The measurements in buffers were again made in series
of solutions of constant buffer ratio and constant ionic
strength (0.10 M) but varying total buffer concentration,
and the data were again analyzed by least-squares fitting
of Eqn (7). Buffer catalysis was now still weak although
somewhat stronger than that found for p-quinone �,�-
diphenylmethide. This is consistent with the expectation
that the buffer base serves as a nucleophile reacting
directly with the quinone methidesubstituted methylene
group, which is less crowded in the monophenyl than in
the diphenyl substrate.


The zero buffer concentration intercepts obtained in
this way, together with the rate constants determined in
perchloric acid and sodium hydroxide solutions, were
used to construct the upper rate profile shown in Fig. 2.
This rate profile has the same general shape as that
obtained for p-quinone �,�-diphenylmethide (Fig. 2,
lower profile), except that it lacks saturation of acid
catalysis. The present quinone methide nevertheless
does react by the preequilibrium protonation mechanism
of Eqn (1), as shown by its inverse hydronium ion isotope
effect: observed rate constants in dilute DClO4–D2O
solution are linear functions of acid concentration, just
as they are in dilute HClO4–H2O solutions, and linear
least-squares analysis gives kHþ ¼ ð2:92 � 0:03Þ�
104


M
�1 s�1 and kHþ=kDþ ¼ 0:408 � 0:011.


This lack of saturation of acid catalysis, coupled with a
pre-equilibrium protonation reaction mechanism, means
that hydronium ion concentrations have not yet reached
the level where they are comparable to the value of the
substrate acidity constant KSH, and this requires that
the condition [Hþ] �KSH be imposed upon the rate law
Eqn (8). The result is the rate law


k ¼ kHþ½Hþ� þ kw þ kHO�½HO�� ð9Þ


with kHþ ¼ k0w=KSH. Least-squares fitting of this expres-
sion gave kHþ ¼ ð2:97 � 0:04Þ � 104


M
�1 s�1, kw¼


(5.12� 0.20)� 10�2 s�1 and kHO� ¼ ð8:20 � 0:15Þ�
101


M
�1 s�1. This value of kHþ is nicely consistent with


kHþ ¼ ð2:92 � 0:03Þ� 104
M
�1 s�1 obtained above in the


isotope effect determination. The weighted average of
the two values is kHþ ¼ ð2:94 � 0:02Þ� 104


M
�1 s�1.


Concentrated perchloric acid solutions. In an at-
tempt to detect saturation of acid catalysis, which was not
apparent from the dilute perchloric acid data
([HClO4]� 0.1 M) represented by the upper rate profile
of Fig. 2, rates of decay of p-quinone �-phenylmethide
were also measured in concentrated perchloric acid
solutions up to 3.6 M. These data are summarized in
Supplementary Table S7. They, together with the results
obtained in dilute perchloric acid solutions, are also
displayed in Fig. 3, which uses the X0 excess acidity
scale18 in its abscissa to account for the increased
effective acidity of the concentrated acid solutions.


The line drawn in Fig. 3 is based on the dilute solution
data, where observed rate constants are linearly related to
acid concentration. Saturation of acid catalysis in the
concentrated acid solutions is clearly visible. Observed
rate constants, however, do not simply level off to a
constant value as expected for simple saturation; instead,


Figure 3. Rates of hydration of p-quinone �-phenylmethide
in dilute (*) and concentrated (�) perchloric acid solutions,
illustrating saturation of acid catalysis and inhibition by ion-
pair formation
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they reach a maximum value and then decrease. This
decrease is produced by the known ability of perchlorate
ions to inhibit the rates of reaction of large delocalized
carbocations with water, an effect that has been attributed
to carbocation–perchlorate ion ion-pair formation.19 This
complication requires modification of the simple pre-
equilibrium protonation reaction scheme of Eqn (1) by
inclusion of an ion-pair formation equilibrium:


ð10Þ


The simple rate law of Eqn (4) must also be modified to
include this ion-pair equilibrium, and also to include
the activity of water, which decreases significantly over
the range of acid concentrations used, in contrast to the
situation in dilute solution where water activity remained
constant. In addition, the increased effective acidity of
concentrated acid solutions must be taken into account by
including the excess acidity function X0 and an acidity
function slope parameter m.


The resulting expression:


kobs ¼
k0wð½Hþ�10mX0ÞAH2O


KSH þ ð½Hþ�10mX0Þð1 þ KIP½ClO�
4 �Þ


ð11Þ


contains three independent variables: [Hþ] (¼ [ClO4
�]),


X0 and AH2O, and four parameters to be determined: k0w,
KSH, KIP and m. We attempted to evaluate these four
parameters by least-squares fitting using GrafFit Soft-
ware,20 but we were unable to obtain a unique solution
that did not vary with changes in the initial guesses of
these parameters, which were needed as input for the
calculation. A similar difficulty was encountered when
the number of parameters to be determined was reduced
from four to three by fitting of a modified form of Eqn
(11) that incorporated the value of k0w/KSH (¼ kHþ)
determined in dilute acid solutions. Despite the fact that
we could not analyze our data quantitatively, the con-
centrated acid rate measurements are nevertheless quali-
tatively consistent with saturation of acid catalysis and
ion pair formation.


Thiocyanate ion solutions. Several of the quinone
methides that we examined before also, like the present
substrate, did not show saturation of acid-catalyzed
hydration in dilute acid solution where we could analyze
the data quantitatively.4,5 We were nonetheless able to
obtain estimates of the substrate conjugate acid ionization
constants, KSH, for these systems by determining the
acid-catalyzed rate constants for reaction of these qui-
none methides with thiocyanate ion. This rate constant is
equal to k0SCN/KSH, where k0SCN is the bimolecular rate


constant for capture of the carbocationic quinone methide
conjugate acid by thiocyanate ion. On the reasonable
assumption that this carbocation capture is an encounter-
controlled process, the encounter-controlled rate constant
k¼ 5� 109


M
�1 s�1 could then be assigned to k0SCN and


KSH could be evaluated.
Protonation of the present quinone methide produces a


carbocation, 9, that is more stable than those to which this
method of estimating KSH was previously applied,4,5 and
its capture by thiocyanate ion is consequently not an
encounter-controlled process (see below). An estimate of
k0SCN for 9 may nevertheless still be made by measuring
the rate constant for capture of its methoxy-substituted
analog, 10, by thiocyanate ion and then applying the
factor of two by which hydroxy-substituted cations have
recently been shown to be more stable than their meth-
oxysubstituted analogs.15


The rate of capture of carbocation 9 by thiocyanate ion
was determined by measuring rates of decay of p-quinone
�-phenylmethide in series of dilute aqueous sodium
thiocyanate solutions at fixed perchloric acid concentra-
tions. These data are summarized in Supplementary
Table S8.


Observed first-order rate constants obtained in this way
proved to be linear functions of thiocyanate concentra-
tion, as is illustrated in Fig. 4. The gradients of these
relationships, �kobs/�[SCN�], were in turn linear func-
tions of acid concentration, as shown in Fig. 5, and the
gradient of that relationship then provided the rate con-
stant k0SCN/KSH¼ (9.15� 0.95)� 107


M
�2 s�1.


Figure 4. Relationship between thiocyanate ion concentra-
tion and observed rate constants for the decay of p-quinone
�-phenylmethide in aqueous 0.05M perchloric acid solutions
at 25 �C
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The methoxy-substituted carbocation 10 was generated
by flash photolysis of the corresponding benzhydryl
acetate 11,21 and rates of its decay were measured in
dilute sodium thiocyanate solutions. These data are
summarized in Supplementary Table S9. Observed first-
order rate constants obtained in this way proved to be
linear functions of thiocyanate ion concentration, giving
the rate constant k¼ (2.81� 0.03)� 109


M
�1 s�1 for


capture of the methoxy-substituted carbocation 10 by
thiocyanate ion.


Combination of this result with the factor of two by
which hydroxy-substituted carbocations have been
shown to be more stable than their methoxy-substituted
analogs15 leads to k0SCN¼ 1.4� 109


M
�1 s�1 as an esti-


mate of the rate constant for capture of the hydroxy-
substituted carbocation 9 by thiocyanate ion. Use of this
estimate with the relationship k0SCN/KSH¼ 9.15�
107


M
�2 s�1 then gives KSH¼ 15 M as the acidity constant


of oxygen-protonated p-quinone �-phenylmethide. (This
value of KSH can be no more than a rough estimate
because the factor by which hydroxy-substituted carbo-
cations are less reactive than their methoxy-substituted
analogs can be expected to vary from system to system,
and the factor of two used here is itself only a rough
approximation).


This result, together with kHþð¼ k0w=KSHÞ ¼ 2:94�
104


M
�1 s�1 for reaction of p-quinone �-phenylmethide


in dilute perchloric acid solutions (see above) then gives
k0w¼ 4.4� 105 s�1 as the rate constant for reaction of the
hydroxy-substituted carbocation 9 with water. This is
consistent with k¼ 2� 106 s�1 reported for the reaction
of the corresponding methoxy substituted carbocation
10 with water in a mixed acetonitrile–water solvent,21


and it provides another comparison showing hydroxy-
substituted carbocations to be slightly less reactive than
their methoxy-substituted counterparts.


DISCUSSION


The data in Table 1 show that introduction of phenyl
substituents on to the �-carbon atom of the methylene
group of p-quinone methide retards the rate of its un-
catalyzed reaction with water, kw, and also retards the rate
of its reaction with hydroxide ion, kHO� . This must be the
result, at least in part, of a steric effect produced by
the nucleophilic role that water and hydroxide ion play in
these reactions: they add directly to the quinone methide
methylene group carbon atom, which is a reaction site that
becomes increasingly crowded with successive �-phenyl
substitution. This steric effect is apparent as well in the
weak buffer catalysis of these quinone methide reactions
noted above.


An additional factor that contributes to this phenyl
group rate retardation arises from the stabilization that �-
phenyl substituents provide to the benyzl carbocation
resonance form of the quinone methide, 12, by positive
charge delocalization, as shown in Scheme 1. This
positive charge is being neutralized in these reactions,
and such delocalization is consequently less strong in the
reactions’ transition states than in their initial states. As a
result, the initial states are stabilized more strongly than
are the transition states, and that increases the free energy
difference between initial states and transition states,
raising the free energy of activation and lowering the
reaction rate.


The catalytic coefficients, kHþ , for hydronium ion-
catalyzed addition of water to these quinone methides
also decrease as �-phenyl groups are added, but the
change now is considerably less than for kw or kHO�.
This is because kHþ is a composite constant equal to the
specific rate of reaction of the quinone methide conjugate
acid with water, k0w, divided by the conjugate acid
ionization constant, KSH: kHþ ¼ k0w/KSH. Both k0w and
KSH diminish as phenyl groups are added, but k0w


Figure 5. Relationship between perchloric acid con-
centration and slopes of plots such as that shown in
Fig. 4


Scheme 1


Table 1. Effect of �-phenyl substitution on p-quinone
methide reactivitya


Number of phenyl substituents


Quantity Noneb One Two


kw(s�1) 3.3� 100 5.1� 10�2 3.7� 10�4


kHO� (s�1) — 8.2� 101 6.5� 10�1


kHþ (M
�1 s�1) 5.3� 104 2.9� 104 2.1� 103


KSH(M) 1.1� 102 1.5� 101 1.9� 10�1


k0w(s�1) 5.8� 106 4.4� 105 3.9� 102


a Aqueous solution, 25 �C, ionic strength¼ 0.10 M.
b From Ref. 5.
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decreases somewhat more strongly than KSH, and the
result is a moderate drop in kHþ with phenyl group
introduction.


It is interesting that phenyl group substitution has a
considerably stronger effect on k0w than on KSH. The
reactions represented by these constants:


ð12Þ


ð13Þ


both have initial states containing protonated quinone
methide, whose resonance forms include the benzyl
cation structure, 13, that is stabilized by �-phenyl sub-
stituents. In the neutral quinone methide product of the
acid ionization reaction of Eqn (12), a similar although
less important charge-separated benzyl-cationic reso-
nance form, 14, contributes to the quinone methide
structure, and its stabilization by phenyl groups partly
offsets the effect of phenyl group stabilization of the
reaction’s initial state. The net result is a greater phenyl
group stabilization of the reaction’s initial state than of its
final state, and that raises the free energy of reaction and
diminishes KSH.


In the hydration reaction of Eqn (13), the benzylic
cationic charge of resonance form 13 is removed. This
change, however, is only partly accomplished at the
reaction’s transition state, and it is not clear whether the
resultant decrease in phenyl group stabilization of
benzylic positive charge is larger or smaller than that
experienced by the acid ionization reaction of Eqn (12),
and whether the phenyl group effect from this source on
k0w is consequently stronger or weaker than that on KSH.
Phenyl substitution, however, has a powerful retarding
steric effect on the velocity of the rate process, k0w, similar
to that noted above on the rate constant of the uncatalyzed
water reaction, kw, which has no counterpart in the acid
ionization reaction. This steric effect apparently over-
whelms any influence phenyl substitution has on benzyl
cationic resonance forms, and that makes the phenyl
group effect on k0w stronger than that on KSH.


Supplementary material


Tables S1–S9 containing rate data are vailable in Wiley
Interscience.
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ABSTRACT: A theoretical study of the contributions of anharmonics to the nuclear relaxation second hyperpolariz-
ability of �-conjugated push–pull polyenes by using an analytical evaluation of electrical properties method and a
valence-bond–charge-transfer model was carried out. A relationship between nuclear relaxation and electronic
contributions to the second hyperpolarizability is derived. It was found that the anharmonicity is essential in a
numerical estimation of nuclear relaxation second hyperpolarizability. Copyright # 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


To study the effect of a uniform electric field on a
molecule, the molecular potential energy, Uðq; "Þ, can
be expanded in a Taylor series as


Uðq; "Þ ¼ Uðq; 0Þ �
X
i


�i"i � ð1=2!Þ
X
i;j


�ij"i"j


� ð1=3!Þ
X
i;j;k


�ijk"i"j"k � ð1=4!Þ
X
i;j;k;l


�ijkl"i"j"k"k � . . . ð1Þ


where Uðq; 0Þ is the potential energy in the absence of the
field, ", �i is the ith Cartesian component of the dipole
moment, "i are the x, y and z components of the static
electric field and �ij, �ijk, �ijkl are the first-, second- and
third-order polarizability tensor, respectively. In this ex-
pression, the potential energy Uðq; "Þ and the electrical
properties �i, �ij, �ijk and �ijkl are calculated at the field-
free equilibrium geometry, qeq. However, under the
stimulus of a uniform electrostatic field, the equilibrium
geometry will relax to a new field-dependent equilibrium
position, qeqð"Þ, and the same field alters the potential
energy surface for nuclear motion about the new equili-
brium position. These induced shifts in geometry and
potential energy are recognized as nuclear relaxation (nr)
and vibrational contribution, respectively.1,2


One important point to consider on the calculation of
the nuclear contributions (nuclear relaxation and vibra-
tional) to the hyperpolarizabilities is the effect of the
electrical and mechanical anharmonicities associated


with the potential energy surface. When these anharmo-
nicities are ignored, i.e. the so-called double harmonic
approximation (DHA) hypothesis, the nuclear contribu-
tion is due entirely to the nuclear relaxation. In particular,
Zuliani et al.3 found experimentally an interesting simi-
larity in magnitude between the nuclear relaxation and
electronic contributions to the first, �zzz, and second, �zzzz,
molecular hyperpolarizability. Castiglioni et al.4 later
presented a theoretical explanation for the observed close
comparison between the first-order electronic hyperpo-
larizability, �e


zzz, and its nuclear relaxation contribution,
�nr
zzz, along the �-chain axis on a number of donor–


acceptor polyconjugated molecules. Considering only
the harmonic effects of the potential energy, Kim et al.5


also applied the valence-bond–charge-transfer (VB–CT)
model for push–pull molecules to obtain an analytic
expression for �nr


zzz and �nr
zzzz, and confirmed that their


magnitudes are similar to �e
zzz and �e


zzzz, respectively. As a
result of the above studies, the vibrational spectra from
IR, Raman and hyper-Raman measurements can be
directly used to calculate �nr


zzz and �nr
zzzz and also to


estimate the magnitudes of �e
zzz and �e


zzzz. Bishop et al.,6


on the basis of the VB–CT model and DHA hypothesis,
found several parameter-independent relations between
nuclear relaxation and electronic hyperpolarizabilities.
Ab initio computational tests show that these relations are
not satisfied. As a byproduct result of the ab initio calcu-
lations, they found cases where �nr


zzz is larger than �e
zzz.


Luis et al.1 applied an analytical method to evaluate
nuclear contributions to the electrical properties of polya-
tomic molecules, the so-called analytical evaluation of
electrical properties (AEEP) method. Expressions to
compute the nuclear contributions are derived from a
power series expansion of the energy potential. These
contributions to the electrical properties are given in
terms of the molecular energy derivatives with respect
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to normal coordinates, electric field intensity or both.
Only one calculation of such derivatives at qeq is required.
The energy expansion considers the mechanical and
electrical anharmonicities associated with the energy
potential. Therefore, the AEEP method allows us to
make calculations of the electrical properties clear of
the hypothesis of DHA.


We applied the AEEP method to push–pull polyenes in
order to study the nuclear relaxation contribution to the
first hyperpolarizability.7 As a result, a formal relation-
ship between the nuclear relaxation and electronic con-
tributions to the first hyperpolarizability (�zzz) was
derived, which incorporates the anharmonic terms related
to the ground-state potential energy. We found situations
where the anharmonic and harmonic contributions are of
the same order of magnitude. This result indicates that the
anharmonicity is vital in a numerical evaluation of the
nuclear relaxation contribution to �nr


zzz.
In this paper, we make use of the AEEP method and


VB–CT model to establish the effects of the electrical and
mechanical anharmonicities on the nuclear relaxation
second hyperpolarizability, �nr


zzzz. The anharmonicity ef-
fect on the nuclear relaxation second hyperpolarizability
is theoretically studied by replacing the analytical ex-
pression for qeqð"Þ in Eqn (1). The use of the AEEP
method and VB–CT model enabled us to express in a
clearer way a mathematical connection between the
nuclear relaxation and electronic contribution to the
second hyperpolarizability for push–pull polyenes with-
out using the DHA hypothesis.


The theoretical background for the VB–CT model is
summarized in the next section. The subsequent section
deals with the basic elements of the AEEP method as
applied to the VB–CT model, and we show how the
nuclear relaxation contribution to �zzzz is related to the


electronic counterpart (�e
zzzz), when harmonic and anhar-


monic contributions associated with the potential energy
are taken into consideration. Conclusions and some
speculations about future work are presented in the last
section.


THE VB–CT MODEL FOR PUSH–PULL
MOLECULES


We start by considering the VB–CT model.8,9 In the VB–
CT model, the electronic ground-state wavefunction,  gr,
of the push–pull polyene is described by using a linear
combination of two orthogonal wavefunctions represent-
ing two resonant structures:


 gr ¼ ð1 � f Þ1=2 VB þ f 1=2 CT ð2Þ


where the base function,  VB, corresponds to a neutral
(VB) structure (no charge transfer from donor to accep-
tor) and  CT to a charge-transfer (CT) structure. In the CT
structure, one electron is completely transferred from the
donor (D) to the acceptor (A) group, while readjusting the
other bonds (see Fig. 1). The fraction f of the CT
configuration in the ground state is determined by the
relative energy of  VB and  CT on  gr, the coupling
between them, the change in dipole moments and the
solvent polarity.


The Hamiltonian matrix describing a linear push–pull
molecule with a relevant vibrational mode q is


H ¼
1
2
kðq� q�VBÞ


2 �t


�t V0 þ 1
2
kðq� q�CTÞ


2


 !
ð3Þ


where t represents the charge transfer integral (t is
positive), V0 corresponds to the electronic energy gap
between the CT and VB states evaluated at its corre-
sponding equilibrium positions q�CT and q�VB (with
q�VB ¼�q�CTÞ and k represents the force constant appro-
priate for the polyene linkers.


From Eqns (2) and (3), the adiabatic potential energy
surface of the ground state for the zero field case, i.e.
"¼ 0, is


where � ¼ q�VB � q�CT ¼ �2q�CT. As assumed by Lu
et al.,5 the relevant vibrational coordinate q is identical
with that of the bond length alternation (BLA) coordi-
nate,3,4,8,9 which is located along the �-chain axis. For the
donor–acceptor hexatrienes under consideration, the BLA
coordinate q corresponds to (bþ d)/2� (aþ cþ e)/3
(Ref. 10) (see Fig. 1). Since VB and CT involve alternate
resonant descriptions of the intervening polyene unit, an
increase of f from 0 to 1 will shift each double bond (1.33
Å) of the polyene to a single bond (1.45 Å) and vice versa
(these distances are based on the experimental observa-
tions of the average bond lengths of trans-1,3,5,7-octate-
traene).8 Consequently, the BLA coordinate changes
from q�VB ¼ �0:12 Å to q�CT ¼ 0:12 Å as the CT fraction
f goes from 0 to 1.


UgrðqÞ ¼
V0 þ ðk=2Þ


�
ðq� q�VBÞ


2 þ q� q�CT


� �2� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V0 þ k�qð Þ2 þ 4t2


q
2


ð4Þ


Figure 1. Valence-bond (VB) and charge-transfer (CT)
structures of a push–pull molecule
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Using the above expression for Ugr qð Þ, it is straightfor-
ward to verify that the equilibrium BLA coordinate qeq


[obtained by solving dUgrðqÞ=dq ¼ 0 at qeq] can be
written as follows:


qeq ¼ q�VB � �f ð5Þ


with f as the square coefficient corresponding to the �CT


function in the ground-state  gr> qeq:


f ¼ 1


2
1 �


V0 þ k�qeq


� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V0 þ k�qeq


� �2 þ 4t2
q


2
64


3
75 ð6Þ


Finally, the force constant (from d2UgrðqÞ=dq2 ¼ 0 at
qeq) for the ground-state Ugr at qeq is


K ¼ k 1 � 2t2k�2h
ðV0 þ k�qeqÞ2 þ 4t2


i3=2


8><
>:


9>=
>; ð7Þ


As can be seen from Eqn (7), K differs from k when the
electronic structure does not correspond to either VB or
CT.


THE AEEP METHOD APPLIED TO
PUSH–PULL MOLECULES


The AEEP method1 has been derived from a double
power series expansion on the potential energy of a given
chemical system with respect to normal coordinates, field
strength or both. Just a calculation of such derivatives at
the field-free equilibrium geometry, qeq, is required. This
energy expansion also includes the mechanical anharmo-
nicity associated with the potential energy and electrical
anharmonicity for dipole moment, polarizability, first
hyperpolarizability, etc. The accuracy of the AEEP
method is only determined by the quality of the wave-
function used to describe the molecular system. With this
method it is simple to obtain equilibrium field-dependent
normal coordinates, qeq "ð Þ, although some algebra is
required. In the AEEP method we need just a calculation
of the energy and its derivatives at qeq, followed by trivial
application of the related formulas. The method predicts
the order of the derivatives required for a complete
computation of a specific nuclear contribution (e.g. for
nuclear relaxation to the polarizability, �ij, only second
derivatives are required). This interesting advantage is
exclusive to the AEEP method and allows important
savings in computational time.


For linear �-conjugated systems such as that in Fig. 1,
i.e. push–pull molecules, the hyperpolarizabilities are


dominated by the z component along the �-chain axis,
so that all other components are ignored. Moreover,
assuming that the CT state has a large dipole moment,
�CT, as compared with that found in the VB state, it is
safe to ignore the permanent dipole moment of the VB
state. As a result, in order to consider the response of a
conjugated donor–acceptor polyene in the presence of an
electric static field ", along the z direction, the energy V0


in Eqn (4) can be substituted by V0 � �CT".
8,9


We now start to apply the AEEP method to the push–
pull molecules. Ugr qð Þ in Eqn (4) is expanded as a double
power series in terms of " and BLA coordinate, q, along
the z direction:


Ugrðq; "Þ ¼
X
n¼0


X
m¼0


anmq
n"m ð8Þ


where


anm ¼ 1


n!m!


@ðnþmÞUgrðq; "Þ
@qn@"m


� �
qeq;"¼0


ð9Þ


is the coefficient of the power series expansion evaluated
in equilibrium geometry at zero field, qeq.


In Eqn (8), the electronic contributions along the �-
chain axis to the zero field case for dipole moment and
polarizabilities1 are represented by the terms �e


z ¼ �a01,
�e
zz ¼ �2a02, �e


zzz ¼ �6a03, �e
zzzz ¼ �24a04, while me-


chanical terms of the potential energy such as force
constant, K, and first anharmonicity, f, are given by K ¼
2a20 ¼ ½d2UgrðqÞ=dq2�qeq;"¼0 [see Eqn (7)] and f ¼
6a30 ¼ ½d3Ugrðq; "Þ=dq3�qeq;"¼0, respectively. Derivatives
for molecular properties can also be obtained from the
expansion coefficients, e.g. ð@�e


z=@qÞ ¼ �a11, ð@�e
zz=


@qÞqeq;"¼0 ¼ �2a12, ð@K=@"Þqeq;"¼0 ¼ 2a21, ð@2�e
zz=@q


2Þ
qeq;"¼0¼ �4a22, ð@f=@"Þqeq;"¼0 ¼ 6a31, ð@�e


zzz= @qÞqeq;"¼0


¼ �6a13 and g ¼ ½@4Ugrðq; "Þ=@q4�qeq;"¼0 ¼ 24a40.
In order to take into account the nuclear relaxation


second hyperpolarizability, �nr
zzzz, terms up to nþ m � 4


are considered in Eqn (8). In this case, �nr
zzzz includes first-


and second-order mechanical anharmonicity (a30 and a40


terms), first- and second-order electrical anharmonicity
of the dipole moment (a21 and a31 terms), first-order
electrical anharmonicity of polarizability (a22 term) and
the harmonicity approximation for the first hyperpolariz-
ability (a13 term).


The problem is then to determine the nuclear relaxation
contribution to the electrical properties arisen as conse-
quence of the changes in the equilibrium geometry
induced by the applied field. To do this, we begin
considering the stationary-point condition to Ugrðq; "Þ
[Eqn (4)]. This property allows us to write an iterative
solution to the related equilibrium field-dependent BLA
coordinate, qeqð"Þ, as1,2
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qeqð"Þ ¼ �q1"þ
a21


a20


q1 �
3a30


2a20


q2
1 � q2


� �
"2


þ
(


a22


a20


� a21


a20


� �2
" #


q1 þ
9a30a21


2a2
20


� 3a31


2a20


� �
q2


1


þ 2a40


a20


� 9


2


a30


a20


� �2
" #


q3
1


þ a21


a20


� 3a30


a20


q1


� �
q2 � q3


)
"3 þ . . . ð10Þ


where q1 ¼ a11=2a20, q2 ¼ a12=2a20 and q3 ¼ a13=2a20.
Substituting qeqð"Þ into Eqn (8) (with nþ m � 4) leads


to a field-dependent potential energy evaluated at the new
equilibrium coordinates:


U qeqð"Þ; "
� 	


¼ a00 þ a01"þ a02 �
a11


2
q



 �
"2


þ a03 � a12q1 þ a21q
2
1 � a30q


3
1


� �
"3


þ a04 � a13q1ð � a12


2
q2 þ a22q


2
1


þ 2a21q1q2 � a31q
3
1 � 3a30q


2
1q2 �


a2
21q


2
1


a20


þ a40q
4
1 þ


3a30a21q
3
1


a20


�
9a2


30
q4


1


4a20


!
"4 ð11Þ


Comparison between Eqns (1) and (11) and subtraction
of the purely electronic contribution to �zzzz,
i.e.� e


zzzz ¼ �24a04, leads to a general definition of the
nuclear relaxation second hyperpolarizability:


� nr
zzzz ¼ 24


 
a13q1 þ a12


2
q2 � a22q


2
1
� 2a21q1q2 þ a31q


3
1


þ 3a30q
2
1q2 þ


a2
21


a20


q2
1 � a40q


4
1 �


3a30a21


a20


q3
1


þ 9a2
30


4a20


q4
1


!
ð12Þ


It is worth noting that in this expression �nr
zzzz is a


function of the harmonic (a20, a11, a12 and a13) and
anharmonics (a30, a21, a22, a31 and a40) coefficients.
Therefore, the first two terms in Eqn (12) represents the
harmonic contributions to �nr


zzzz, i.e. the so-called DHA
assumption.


It is possible to obtain an explicit expression for the anm
coefficients of �nr


zzzz in the VB–CT model by using Eqn (4),
with V0 replaced by V0 � �CT":


a20 ¼ k


2
1 � 2k�2t2h


ðV0 þ k�qeqÞ2 þ 4t2
i3=2


8><
>:


9>=
>; ð13Þ


a30 ¼
k3�3t2 V0 þ k�qeq


� �
V0 þ k�qeq


� �2 þ 4t2
h i5=2


ð14Þ


a40 ¼
k4�4t2 t2 � V0 þ k�qeq


� �2
h i


V0 þ k�qeq


� �2 þ 4t2
h i7=2


ð15Þ


a11 ¼ 2�CTk�t
2


V0 þ k�qeq


� �2 þ 4t2
h i3=2


ð16Þ


a21 ¼ �
3�CTk


2�2t2 V0 þ k�qeq


� �
V0 þ k�qeq


� �2 þ 4t2
h i5=2


ð17Þ


a31 ¼ �
4�CTk


3�3t2 t2 � V0 þ k�qeq


� �2
h i


V0 þ k�qeq


� �2 þ 4t2
h i7=2


ð18Þ


a12 ¼
3�2


CTt
2k� V0 þ k�qeq


� �
V0 þ k�qeq


� �2 þ 4t2
h i5=2


ð19Þ


a13 ¼
4�3


CTt
2k� V0 þ k�qeq


� �2 � t2
h i


V0 þ k�qeq


� �2 þ 4t2
h i7=2


ð20Þ


and


a22 ¼ �
6�2


CTk
2�2t2 V0 þ k�qeq


� �2�t2
h i


V0 þ k�qeq


� �2 þ 4t2
h i7=2


ð21Þ


Substitution of these expressions in Eqn (12) allows us
to identify each term in �nr


zzzz as a harmonic ðThar
i Þ or


anharmonic ðTanhar
i Þ contribution:


Thar
1 ¼ 24a13q1 ¼ 4


K


� �
@�e


zzz


@q


� �
qeq;"¼0


@�e
z


@q


� �
qeq;"¼0


¼ 2�e
zzzz��� ð22Þ


Thar
2 ¼ 12a12q2 ¼ 3


K


� �
@�e


zz


@q


� �2


qeq;"¼0


¼ �e
zzzz���R ð23Þ


134 E. SQUITIERI


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 131–137







Tanhar
3 ¼ �24a22q


2
1 ¼ � 6


K2


� �
@2�e


zz


@2q


� �
qeq;"¼0


@�e
z


@q


� �2


qeq;"¼0


¼ � 3


2


� �
�e
zzzz���


2 ð24Þ


Tanhar
4 ¼ �48a21q1q2


¼ � 1


2K2


� �
@�e


z


@q


� �
qeq;"¼0


@�e
zz


@q


� �
qeq;"¼0


@K


@"


� �
qeq;"¼0


¼ �2�e
zzzz���


2R ð25Þ


Tanhar
5 ¼ 24a31q


3
1 ¼ � 4


K3


� �
@f


@q


� �
qeq;"¼0


@�e
z


@q


� �3


qeq;"¼0


¼ 1


2


� �
�e
zzzz���


3 ð26Þ


Tanhar
6 ¼ 72a30q


2
1q2 ¼ � 6f


K3


� �
@�e


z


@q


� �2


qeq;"¼0


@�e
zz


@q


� �
qeq;"¼0


¼ 1


2


� �
�e
zzzz���


3R ð27Þ


Tanhar
7 ¼ 24


a2
21


a20


� �
q2


1 ¼ 12


K3


� �
@K


@q


� �3


qeq;"¼0


@�e
z


@q


� �2


qeq;"¼0


¼ �e
zzzz���


3R ð28Þ


Tanhar
8 ¼ �24a40q


4
1 ¼ � g


K4



 � @�e
z


@q


� �4


qeq;"¼0


¼ � 1


2


� �
�e
zzzz���


4


ð29Þ


Tanhar
9 ¼ �72


a30a21


a20


� �
q3


1


¼ 12f


K4


� �
@K


@"


� �
qeq;"¼0


@�e
z


@q


� �3


qeq;"¼0


¼ � 1


2


� �
�e
zzzz���


4R ð30Þ


and


Tanhar
10 ¼ 54


a2
30


a20


� �
q4


1 ¼ 3f 2


2K5


� �
@K


@"


� �
qeq;"¼0


@�e
z


@q


� �4


qeq;"¼0


¼ 1


2


� �4


�e
zzzz���


5R ð31Þ


In the above expressions, �e
zzzz is the electronic con-


tribution to the second hyperpolarizability for push–pull
molecules obtained from the VB–CT model:8,9


�e
zzzz ¼


24�4
CT
t2 V0 þ k�qeq


� �2 � t2
h i


V0 þ k�qeq


� �2 þ 4t2
h i7=2


ð32Þ


and the factors ��� and R correspond to


��� ¼ 4kt2�2


V0 þ k�qeq


� �2 þ 4t2
h i3=2


� 2kt2�2


�  ð33Þ


and


R ¼ 9


8


� �
V0 þ k�qeq


� �2


V0 þ k�qeq


� �2 � t2
h i ð34Þ


We are now in a position to obtain an interesting
connection between nuclear relaxation and electronic
contributions to the second hyperpolarizability. By repla-
cement of the terms Thar


i and Tanhar
i in Eqn (12), and after


some algebraic manipulation, we found that �nr
zzzz for


push–pull molecules can be written as a sum of one
harmonic (�nr


har) and an anharmonic (�nr
anhar) part, i.e. as a


function of the contributions �nr
har ¼ �e


zzzz���f2 þ Rg (Thar
i


terms) and �nr
anhar ¼ �e


zzzz���
2fC þ Rð2 þ ���CÞg (Tanhar


i


terms), respectively. We can also write �nr
zzzz in a form


more instructive that stresses the physical nature of our
work, the relationship between �nr


zzzz and �e
zzzz:


�nr
zzzz ¼ �e


zzzz��� 2 þ Rþ ��� C þ R 2 þ ���Cð Þ½ �f g ð35Þ


where C is given by


C ¼ 3


2


� �
þ 1


2


� �
��� þ 1


2


� �4


���2


" #
ð36Þ


In summary, by means of Eqn (35), a numerical
estimation of the contributions of anharmonics to the
nuclear relaxation second hyperpolarizability can be
easily carried for �-polyconjugated push–pull molecules.


At this stage, it should be emphasized, however, that
the result presented above is only valid when two
electronic states are taken in to account to calculate the
second hyperpolarizability, �zzzz. Thus, we should expect
that Eqn (35) is qualitatively acceptable within the two-
state model approximations to the sum-over-state calcu-
lations. Therefore, �zzzz, whose sum-over-state expression
contains two-photon contribution so that at least three
different electronic states should be included, is expected
to deviate from the theoretical predictions of this work in
some molecular parameter regions.
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RESULTS


Equation (5) shows that qeq and f are linearly related to
each other. Given V0 and values for the parameters
k¼ 33.55 eV Å�2, t¼ 1.1 eV, �¼ 0.24 Å and �CT¼ 32
D, Eqn (6) leads to a non-linear equation which is solved
iteratively for qeq. These parameters k, t, �, and �CT are
useful for treating molecules with electron donor and
acceptor end groups connected by a hexatriene chain.5,8,9


From the iterative solution, we found that qeq¼ 0 and
f¼ 1


2
when V0¼ 0, i.e. for the case of degenerate VB and


CT states.
The expressions of �nr


zzzz, �
nr
har, �


nr
anhar, and �e


zzzz are plotted
in Fig. 2 as a function of CT character f. We observe that
the results obtained are further proof that contributions
(both harmonic and anharmonic) from nuclear relaxation
are far from negligible for push–pull polyenes and
correlate well (qualitatively) with their electronic


counterpart. In general, we found the result
j�nr


anharj � j �nr
harj > j�e


zzzzj.
In order to clarify the origins of �nr


zzzz, we also plot Ti
har


and Ti
anhar terms separately in Figs 3 and 4. As can be


seen, the terms Thar
2 , Tanhar


4 , Tanhar
6 , Tanhar


7 , Tanhar
9 and Tanhar


10


(which are proportional to the factor R and tend to zero at
f¼ 1


2
) are important in the wing region of �nr


zzzz, whereas
the Thar


1 , Tanhar
3 , Tanhar


5 and Tanhar
8 terms dominates around


f¼ 1
2
.


CONCLUSIONS


We have presented an exact analytical expression of �nr
zzzz


for push–pull molecules obtained from the AEEP method
beyond the hypothesis of the double harmonic approxima-
tion. The results obtained show that anharmonicity plays a
relevant role in determining the nuclear relaxation con-
tribution to �zzzz. A numerical estimation (for the case of
hexatriene chain) shows that this contribution is of the
same order of magnitude as for the purely harmonic
situation and larger than for the electronic case.


Note that the T har
1 term contains both the IR (deriva-


tives of �e
z) and hyper-Raman (derivatives of � e


zzz) terms,
whereas the T har


1 term is associated with Raman intensity
(Herzberg–Teller terms) only. Therefore, the contribu-
tions to �nr


har are of two kinds: one comes from simulta-
neous activity of a band in IR and hyper-Raman spectra,
the second from simple Raman activity.2,7 These spectro-
scopic measurements may be used to obtain an estimate
of the Ti


anhar terms related to �nr
anhar [Eqns (24)–(31)].


Finally, this paper is a contribution to the debated
problem of the relative importance of electronic and
nuclear contributions to molecular hyperpolarizabilities
in organic conjugated molecules. We hope that the analy-
tical treatment described in this paper may be regarded as
a useful starting point for further investigations.


Figure 2. �nrzzzz, �
nr
har, �


nr
anhar and �ezzzz as a function of CT


character f


Figure 3. T 2
har, T 4


anhar, T 6
anhar, T 7


anhar, T 9
anhar and T 10


anhar terms
as a function of CT character f


Figure 4. T 1
har, T 3


anhar, T 5
anhar and T 8


anhar terms a function of
CT character f
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ABSTRACT: We have shown that the CuII complexes of the concave ligand 1 and its model compound 2 are efficient
catalysts of ester methanolysis under conditions close to neutrality. Turnover catalysis without product inhibition was
demonstrated by the clean first-order release of a greater than stoichiometric amount of product. Compared with
background methanolysis, the metal catalysts give greater rate accelerations for methyl acetate methanolysis than for
the p-nitrophenyl acetate methanolysis.


Analysis of electronic and steric effects on rates of metal-mediated vs metal-free methoxide addition to the esters
has provided compelling evidence that transfer of methoxide from the metal to the carbonyl carbon is accompanied by
extensive Lewis acid activation of the carbonyl via a four-membered chelate transition state that includes the metal
ion. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: concave reagents; 1,10-phenanthroline ligands; ester methanolysis; mechanism of metal catalysis;


homogeneous catalysis; selectivity


INTRODUCTION


Attempts at mimicking the concave geometry of enzyme
active sites that are crucial for the high substrate selectivity
of their reactions led to the development of concave
reagents whose shape was inspired by a simple model,
the light bulb in a lamp shade.1 Cyclophane structures
incorporating a 2,9-diaryl-1,10-phenanthroline unit (e.g. 1)
constitute an important family of concave reagents, in
which the role of the light bulb is played by a 1,10-
phenanthroline-bound metal ion. Concave 1,10-phenan-
throlines proved to be selectivity-inducing ligands in a
number of synthetically useful reactions, such as transition
metal-catalyzed Diels–Alder reactions,2 PdII-catalyzed
allylations3 and CuI-catalyzed cyclopropanations.4


The catalytic activity of CuII complexes in the hydro-
lysis of carboxylic and phosphoric acid esters is well
documented,5 and 1,10-phenanthrolines are known to
form strong complexes with CuII salts.6 To widen the
scope of 1,10-phenanthroline-based concave reagents, we
undertook an exploratory investigation aimed at ascer-
taining the influence of a 1,10-phenanthroline-based


concave ligand on reactivity and selectivity in the CuII-
catalyzed cleavage of esters.


We report here the results of a kinetic investigation of
methanolysis of esters 3–7 catalyzed by 1[Cu] and by the
model complex 2[Cu]. The choice of methanol as reac-
tion medium was dictated by the insolubility of 1 and of
its CuII complex in water. Neocuproine (2) was used as a
model ligand because the steric effect of the two methyl
groups5d prevents the formation of unreactive dimeric
complexes.5f


RESULTS


Copper(II) complexes of 1 and 2 were freshly generated
in methanol solution from CuCl2. The UV–visible titra-
tion experiment in Fig. 1 indicates the existence of a
strong (K> 106


M
�1) complexation between CuII and the
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1,10-phenanthroline unit in 1. Potentiometric titration7


(Fig. 2) reveals that the complex of 1 with CuCl2 behaves
as a weak monoprotic acid with pKa¼ 8.6� 0.1 (the
molar autoprotolysis constant of CH3OH is
Kap¼ 10�16.77,8 which implies that in this solvent the
pH value corresponding to neutrality is 8.39 and that the
pKa of CH3OH is 18.16). A pKa value of 7.6� 0.1 was
measured in a similar way for the corresponding complex
of neocuproine (2). By analogy of the acid–base beha-
viour of CuII complexes of 1,10-phenanthrolines and
other bidentate nitrogen ligands in aqueous solution,5b–d


the above data are interpreted as the pKa values of a
metal-bound methanol molecule [Eqn (1)].


The acidity-enhancing effect of the concave reagent
1[Cu] is an order of magnitude lower than that of the
corresponding neocuproine species 2[Cu]. This is
most likely related to steric repulsion between the meth-
oxide ligand and the rim of the lamp shade. [X-ray
molecular structures of complexes between CuCl2 and
2,9-disubstituted-1,10-phenanthrolines reveal distorted
tetrahedral species, intermediate between tetrahedral
and square.5d,6b Whereas neutral tetracoordinated CuII


complexes with chelate ligands usually have a planar
coordination, distorted tetrahedral coordination is well
documented in the presence of bulky substituents.9 We
assume that similar distorted CuII occurs in complexes of
Eqn (1).] Interestingly, the increase in acidity of metha-
nol8 on coordination to the neocuproine species 2[Cu]
(�pKa¼ � 10.6) is nearly two orders of magnitude
higher than the corresponding increase in acidity of water
(�pKa¼�8.7).5d


The technique chosen for the kinetics to be conveni-
ently monitored was 1H NMR spectroscopy, which re-
quired CD3OD to be used as reaction medium. To carry
out the kinetics around neutrality, a suitable buffer was
sought. Whereas the commonly used N-2-hydroxyethyl-
piperazine-N0-ethanesulfonic acid (HEPES) buffer is
sparingly soluble in methanol, other buffers such as 1-
methylimidazole–perchlorate salt and 4-methylmorpho-
line–perchlorate salt7 proved to be inappropriate, because
of interactions between the buffer components and the
CuII of both 1[Cu] and 2[Cu] as revealed by the UV–
visible spectra. Therefore, catalyst solutions were pre-
pared in situ by mixing stock solutions of phenanthroline
ligand (L), CuCl2 and CD3ONa in CD3OD in the stoichio-
metric ratio 1:1:0.9. A less than stoichiometric amount of
CD3ONa was used to reduce the concentration of free
CD3O� and, consequently, the rate of background metha-
nolysis. Typical reactant concentrations in the kinetic runs
were 10 mM ester and 4 mM metal catalyst. Kinetic data
for the more reactive substrates 5–7 were obtained from
time-course experiments, whereas an initial-rate techni-
que was conveniently used for the slower substrates 3
and 4. Typical time–concentration profiles are shown in
Figs. 3 and 4.


Figure 1. Variations of the UV–visible spectrum of 0.080
mM 1 on addition of increasing amounts of CuCl2 in CH3OH
at 25 �C. A titration plot at 350 nm is shown in the inset


Figure 2. Potentiometric titration of a 1.30 mM 1:1 mixture
of 1 and CuCl2 in CH3OH at 25 �C
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The pH (pOMe) values of CH3OH solutions having the
same composition as those used in the kinetic runs are 9.5
(7.3) and 8.5 (8.3) for the catalyst solutions based on
ligand 1 and 2, respectively. If the above values are taken
as representative of the unknown pD (pOMe) values of
the kinetic solutions, the conclusion is reached that
phenoxide production is negligibly small even from the


more acidic phenol product ( p-nitrophenol, pKa in
MeOH¼ 11.30 at 25 �C10) liberated in the methanolysis
[Eqn (2)] and, consequently, that the concentration of the
base catalyst remains constant throughout the entire
reaction course. Consistently, only the signals of undis-
sociated phenol products were found in the 1H NMR
spectra at the end of reaction and clear first-order beha-
vior was observed in all of the time-course kinetic runs.
In these experiments, the release of a greater than
stoichiometric amount of product without loss of cataly-
tic activity demonstrates turnover catalysis and lack of
product inhibition.


RCO2R0 þ CD3OD
cat���! RCO2CD3 þ R0OH


cat ¼ L½Cu�OCD3 ð2Þ


Numerical values of the second-order rate constants (k)
for the reaction of the metal-bound CD3O� with the ester
substrates [Eqn (3)] were calculated as kobs/[cat], where
kobs is the directly measured pseudo-first-order rate con-
stant [Eqn (4)] corrected for background methanolysis
whenever appropriate (see below).


rate ¼ k½cat� ½ester� ð3Þ
kobs ¼ k½cat� ð4Þ


Rate data are summarized in Table 1. For comparison
purposes, Table 1 also lists second-order rate constants
for reactions of esters with uncomplexed CD3O� ion
(Naþ salt). Combination of the latter data with the pOMe
values given above afforded approximate rates of back-
ground methanolysis under the conditions of the kinetic
experiments. Methanolyses catalyzed by 2[Cu]OCD3


were in all cases much faster than background, with
ratios of catalyzed to background rates in the range
2600-110, limiting values measured for the reactions of
4 and 5, respectively. However, lower ratios of catalyzed
to background rates were calculated for the reactions
catalyzed by 1[Cu]OCD3, owing to a combination of a
higher basicity of the catalyst solution and a lower
catalytic efficiency compared with 2[Cu]OCD3. Thus,
for ester methanolyses catalysed by 1[Cu]OCD3, back-
ground rates are likely to be a significant fraction of the


Figure 4. Product concentration–time profile in the basic
methanolysis of 10.0 mM phenyl acetate (4) in the presence
of 4.00 mM 2[Cu]OCD3 (CD3OD, 25 �C)


Figure 3. Product concentration–time profile in the basic
methanolysis of 10.8 mM p-nitrophenyl propanoate (6) in the
presence of 4.00 mM 1[Cu]OCD3 (CD3OD, 25 �C)


Table 1. Second-order rate constants (M�1 s�1) for the reactions of esters 3–7 with free and CuII-complexed CD3O� anion in
CD3OD at 25 �C


Compound CD3O� k 1[Cu]OCD3 k
1 2[Cu]OCD3 k


2 k/k1 k/k2 k2/k1


3 0.17 1.3� 10�4 4.2� 10�4 1300 400 3.2
4 4.4a 2.1� 10�3 1.6� 10�2 2100 270 7.6
5 190 (2.8–5.5)� 10�3b 2.9� 10�2 � 35 000 6600 � 5.3
6 90 (0.4–1.8)� 10�3b 2.3� 10�2 � 50 000 3900 � 13
7 3.0 (0–3.5)� 10�5b 2.1� 10�3 � 86 000 1400 � 60


a From Ref. 19.
b See text and Table 2.
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overall rates, and corrections are required. Since the exact
pOMe value of the catalyst solution is unavailable, an
approximate treatment was adopted, based on the isotope
effect of Kap


H/Kap
D¼ 5 for the autoprotolysis of pure


methanol,11 and on the assumption that 1�Ka
H/Ka


D� 6
for the ionization of CuII-bound methanol. This assump-
tion was based on the analogy of the ionization of weak
acids in water, for which the Ka


H/Ka
D values are mostly in


the range 3–6, but drop to values very close to 1 for the
aquo complexes of thallium(III) and iron(III).12 Thus, the
two sets of rate constants of background methanolysis
(kbg) listed in Table 2 represent upper and lower esti-
mates, but it seems likely that values based on the
assumption Ka


H/Ka
D¼ 1 are a better approximation.


DISCUSSION


As shown in Table 1, the reactivity orders 3< 4< 5 and
5> 6> 7 expected on the basis of electronic effects in the
alkyl (aryl) portion and steric effects in the acyl portion of
the esters, respectively, are experienced not only by free
CD3O� ion, but also by the CuII-complexed species. Not
surprisingly, the more stable, less basic CuII-complexed
species are in all cases much less reactive than free
CD3O� ion, which is well in keeping with published
data on the hydrolysis catalyzed by hydroxo complexes
of CuII and ZnII.5b,13


It has been pointed out by several workers that cata-
lysts which are highly effective at hydrolyzing activated
esters are sometimes either much less effective or not
effective at all towards unreactive esters.5b,14 This is
clearly not the case with our metal catalysts. Free
methoxide ion reacts with p-nitrophenyl acetate (5)
1100 times more rapidly than with methyl acetate (3),
but the corresponding reactivity ratio drops to 69 in the
reaction with 2[Cu]OCD3 and to a value lying somewhere
in the range 22–42 in the reaction with 1[Cu]OCD3.
Thus, compared with background methanolysis, the me-
tal catalysts give greater rate accelerations for methyl
acetate than for p-nitrophenyl acetate.


The neocuproine catalyst 2[Cu]OCD3 is more effective
than the concave catalyst 1[Cu]OCD3 in the cleavage of
all of the esters investigated (Table 1, last column), in
spite of the higher basicity and, presumably, higher
nucleophilicity of the latter. This finding points to the
existence of steric repulsion between the ester under-
going nucleophilic attack and the rim of the concave
catalyst. The resulting adverse effect on catalytic rate is
already apparent in the cleavage of the sterically unhin-
dered acetate esters 3–5, and becomes very significant on
increasing the steric bulk of the acyl portion of p-
nitrophenyl esters in the order 5< 6< 7.


The catalytic mechanism involves transfer of the
methoxide nucleophile from the metal ion to the carbonyl
carbon either with (A) or without (B) Lewis acid activa-
tion of the carbonyl group.15 The two mechanisms are
kinetically equivalent, but are conceptually different in
that they proceed via valence isomeric transition states,
whose structures are characterized by the presence (A) or
absence (B) of an interaction between the metal ion and
the carbonyl oxygen of the altered substrate in the
transition state.


Application of the Hammond postulate16 to the me-
chanism involving nucleophile delivery without electro-
philic assistance (B) leads to the conclusion that the more
stable, less reactive CuII-bound methoxide species should
be more selective than the more reactive free methoxide in
attacking an activated rather than a deactivated substrate.
Our data are markedly at variance with the above conclu-
sion. For example, p-nitrophenyl acetate (5) reacts with
free CD3O� ion 43 times more rapidly than with phenyl
acetate (4), but with the CuII-bound species the reactivity
ratio drops to factors of about 2. Such an extremely low
sensitivity to the electronic activation of the p-NO2 group
is clearly inconsistent with mechanism B, but is well


Table 2. Methanolysis of esters 3–7 catalyzed by 1[Cu]OCD3 in CD3OD at 25 �C: correction for background methanolysis (rate
constants in s�1)


(Ka
H/Ka


D)¼ 6a (Ka
H/Ka


D)¼ 1b


Compound kobs kbg
c kobs* d kbg


c kobs* d


3 5.2� 10�7 1.2� 10�8 5.1� 10�7 2.0� 10�9 5.2� 10�7


4 8.4� 10� 6 3.2� 10�7 8.1� 10�6 5.2� 10�8 8.3� 10�6


5 2.4� 10� 5 1.3� 10�5 1.1� 10�5 2.2� 10�6 2.2� 10�5


6 8.0� 10� 6 6.5� 10�6 1.5� 10�6 1.1� 10�6 6.9� 10�6


7 1.8� 10�7 2.2� 10�7 0 3.6� 10�8 1.4� 10�7


a pOMe¼ 7.14.
b pOMe¼ 7.92.
c Rate constant of background methanolysis, calculated as kbg¼ k� 10�pOMe, with k values from Table 1.
d kobs* ¼ kobs� kbg.
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accommodated by mechanism A. The p-NO2 substituent
favours nucleophilic attack at the carbonyl carbon, but
decreases the Lewis basicity of the carbonyl oxygen of the
altered substrate in the transition state, with nearly com-
plete cancellation of the two opposing effects.


It is remarkable that the sensitivity to steric effects in
the acyl portion of p-nitrophenyl esters 5–7 is much lower
in the reactions of the bulkier 2[Cu]OCD3 than in those of
free CD3O�, as shown by the slope of 0.67 of a plot of log
k2 vs log k (Fig. 5). Again, this finding strongly argues
against the operation of mechanism B, which predicts a
higher degree of nucleophile–carbon bond formation in
the transition state of the metal complex reaction and,
consequently, a higher sensitivity to steric effects. Owing
to the chelate structure of the four-membered ring-shaped
transition state that includes the metal ion (mechanism
A), the angle between the nucleophile and the ester
carbonyl should be �90�, i.e. much smaller than in the
transition state of the metal-free reaction, in which a
tetrahedral geometry is approached. The resulting reduc-
tion in steric repulsion between the metal-bound nucleo-
phile and the substituent attached to the carbonyl carbon
provides a reasonable explanation for the lower sensitiv-
ity of the reaction of 2[Cu]OCD3 to steric effects.


In conclusion, the different sensitivity to electronic and
steric effects exhibited by the CuII-catalyzed reactions
compared with the reactions of free methoxide is fully
consistent with a catalytic mechanism involving con-
certed nucleophile transfer and Lewis acid activation.


EXPERIMENTAL


Instruments and general methods


Reactions of CD3ONa with substrates 4–7 were moni-
tored by UV–visible spectrophotometry. In all other cases
kinetics were monitored by 1H NMR spectroscopy on
either a 300 or 200 MHz Bruker spectrometer in the
presence of cyclohexane as an internal standard.


An initial rate technique was used for reactions of 3,
4 and 7 with L[Cu]OCD3 and of 3 with CD3ONa
(error� 20%), whereas time-course kinetic experiments
were carried out for reactions of 5 and 6 with L[Cu]OCD3


and 4–7 with CD3ONa (error� 10%). In the kinetic runs
the following 1H NMR signals were monitored: 3, reac-
tion with CD3O� and with L[Cu]OCD3, �¼ 3.343 (sing-
let, CH3OD); 4, reaction with L[Cu]OCD3, �¼ 2.018
(singlet, CH3CO2CD3); 5, reaction with L[Cu]OCD3,
�¼ 2.018 (singlet, CH3CO2CD3); 6, reaction with
L[Cu]OCD3, �¼ 2.330 (quartet, CH3CH2CO2CD3); 7
reaction with L[Cu]OCD3, �¼ 1.181 (singlet,
(CH3)3CO2CD3).


Potentiometric titrations were carried out with a Crison
GLP22 pH meter under an argon atmosphere. Potentio-
metric data were elaborated with Hyperquad 2000 ver-
sion 2.1 (NT).


Materials


Ligand 2 and substrates 3–5 and 7 were commercial
samples. Substrate 6 was prepared by reaction of p-
nitrophenol with propanoic acid in dioxane in the pre-
sence of DCC.17 Ligand 1 was synthesized according to
literature procedures.18 CD3OD and CuCl2 were pur-
chased from Aldrich and used as received. CD3ONa
solutions were prepared from sodium metal and
CD3OD and subsequently titrated using a Normex
0.01 M HCl standard solution.
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ABSTRACT: Pseudo-first-order rate constants (kobs) for the hydrolysis of phenyl salicylate (PSH) and phenyl
benzoate (PB) in the alkaline medium show a monotonic decrease with the increase in [C16E20]T (total concentration
of Brij 58) at constant [CH3CN] and [NaOH]. This micellar effect is explained in terms of the pseudophase model of
micelles. These results show a characteristic difference between the effects of [C16E20]T and previously published
effects of [C12E23]T (total concentration of Brij 35) on the rates of aqueous cleavage of PSH and PB at [CnEm]T/
[NaOH]��3. The values of kobs, obtained at different [C16E20]T in the presence of a constant amount of CTABr,
follow the empirical relationship kobs¼ (k0þ �K[C16E20]T)/(1þK[C16E20]T), where � and K are empirical para-
meters. The values of � are not affected whereas the values of K decrease with increase in [CTABr]T in a mixed
C16E20–CTABr micellar system. The values of � at different [CTABr]T show that �> k0 for hydrolysis of PSH and
�< k0 for hydrolysis of PB in the presence of 0.01 M NaOH. The effects of [CTABr]T on K and � are explained in terms
of the pseudophase model of micelles coupled with the empirical relationship KS¼KS0/(1þKC16E20/S[C16E20]T).
Copyright # 2004 John Wiley & Sons, Ltd.
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non-ionic surfactants


INTRODUCTION


The study of the effects of pure micelles, formed from
cationic, anionic and non-ionic surfactants, on reaction
rates has been the subject of great interest for the last 4–5
decades. Most of the kinetic data obtained in these studies
have been explained in terms of one of the various
proposed micellar models [such as enzyme kinetic
type,1 pseudophase (PP),2 pseudo-phase ion-exchange
(PIE),3 mass-action,4 Coulombic5 and multiple micellar
pseudophase (MMPP),6 micellar kinetic models]. All
these micellar models appear to be very approximate
and some of them have apparent weaknesses.5a,7 One of
the main reasons for the lack of a perfect micellar model
to use in quantitative analysis of kinetic data on micellar-
mediated reactions is the incomplete understanding of the
fine details of micellar structure.8 Structural aspects of
mixed micelles have been studied theoretically in the last
few years,9 but the fine details of the structure of a mixed
micellar system are far less clear than those of a pure
micellar system. Kinetic studies on the effects of mixed


micelles on reaction rates have been started only re-
cently.10 Most of the kinetic data on mixed micellar-
mediated reactions have been attempted to explain in
terms of micellar models used for the pure micellar
system.11 However, it is almost certain that the structural
characteristics of mixed micelles, formed from two
different surfactants S1 and S2, change from S1 mi-
celle-type to S2 micelle-type as the X values increase
from very low to very high where X¼ [S2]/[S1].12


Davies and Foggo13 explained the observed data on the
effects of mixed anionic–non-ionic micelles on the rate of
reaction of m-chloroperbenzoic acid and iodide in terms
of the MMPP model of the micelles. The effects of mixed
cationic–non-ionic micelles on the rate of SN2 reactions
of Br� with fully bound sulfonate ester have been
explained in terms of the PP micellar model coupled
with a factor R defined as mole fraction of cationic
surfactant.14 This empirical approach appears to be
incapable of explaining the observed data on the effects
of mixed C12E23–CTABr [where CTABr¼ cetyltri-
methylammonium bromide and C12E23¼C12H25-
(OCH2CH2)23OH] micelles on aqueous cleavages of
phenyl benzoate, phenyl salicylate,15 4-nitrophthali-
mide16 and phthalimide17 in alkaline medium.


We have previously reported the effects of pure C12E23


and mixed C12E23–CTABr micelles on the rates of
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alkaline hydrolysis of PS� and PB. However, the kinetic
data could not be fully explained by any existing kinetic
model, because the rate of reaction dropped to almost
zero in a narrow range of [C12E23]T. This behaviour of
C12E23 we called as unusual behaviour of C12E23 mi-
celles, and it restricted the attainment of a sufficiently
high range of [C12E23]T. However, we could explain the
kinetic data obtained in the limited concentration range of
pure C12E23 micelles in terms of the PP model of
micelles. However, the kinetic data obtained in mixed
C12E23–CTABr micelles did not appear to fit to PP model
and, consequently, the observed results were explained
only qualitatively.


We proposed the empirical equation KS¼KS
0/(1þ


KX/S[MX]) in 199722 to explain the effects of inert
inorganic salts on rates of methanolysis of PS�. Since
then, this empirical equation has been under test through
rate studies of micellar-mediated reactions carried out
under a variety of reaction conditions. In 2001,16 this
empirical equation was used in a modified form, Eqn (1),
coupled with the PP model of micelles to explain the
effects of mixed C12E23–CTABr micelles on the rates of
alkaline hydrolysis of 4-nitrophthalimide.


KS ¼ K0
S=ð1 þ KCnEm=S½CnEm�Þ ð1Þ


where KS and KS
0 are CTABr micellar binding constants


of organic substrate (S) in the presence and absence of
CnEm, respectively, and KCnEm=S is an empirical constant
whose magnitude is a measure of the ability of the CnEm


surfactant to change the micellar affinity of S from pure
cationic micelle to very close to pure CnEm micelle (i.e. to
change KS from KS


CTABr�KS
0 to KCnEm


S , where KS
CTABr


and KCnEm


S are the CTABr and CnEm micellar binding
constants of S, respectively).Thus, the value of KCnEm=S is
expected to depend on the nature of CTABr, CnEm and S.


Recently, we studied the effects of pure C12E23, C16E20


and mixed C12E23–CTABr and C16E20–CTABr micelles
on the rates of alkaline hydrolysis of phthalimide
(PT�).17 The observed unusual behaviour of pure
C12E23 and mixed C12E23–CTABr micelles beyond a
certain [C12E23]/[NaOH] ratio prompted us to include
another non-ionic C16E20 surfactant and to compare the
behaviour of both C12E23 and C16E20 micelles. Unlike
C12E23 micelles, C16E20 micelles showed no unusual
behaviour even up to 0.18 M C16E20 at 0.02 M NaOH,
which is much higher than 0.015 M C12E23 at 0.02 M


NaOH, where a sudden change in the micellar effect on
reaction rate occurred. The effects of [C16E20]T on kobs


followed the PP model of micelles within the [C16E20]T


range 0.0–0.18 M. The effects of mixed C16E20–CTABr
micelles on kobs were explained in terms of Eqn (1)
coupled with the PP model of micelles. However, again,
the observed data on the effects of C12E23 and mixed
C12E23–CTABr micelles could not be explained in terms
of PP model and Eqn (1) coupled with the PP model of


micelles within a wide concentration range of micelles at
0.02 M NaOH.


It is well known that micellar structure, behaviour and
characteristics are sensitive to the structural features
and nature of additives. Although both phthalimide and
phenyl salicylate exist in the anionic form at> 0.005 M


NaOH, the hydrophobic and structural difference caused
PS� and PT� to have very different CTABr and C16E20


micellar binding constants. Kinetic observations also
showed a deeper micellar penetration of PS� than PT�.
It is logical that the generality of the empirical Eqn (1)
and the conceivable chemical meaning of empirical
constant, KCnEm=S or KX/S, should be studied under
variety of reaction conditions. This is the driving force
that led us to carry out the present study and the observed
results and their probable explanation(s) are described
here.


EXPERIMENTAL


Materials


Reagent-grade chemicals such as phenyl salicylate
(PSH), phenyl benzoate (PB), cetyltrimethylammonium
bromide (CTABr) and polyoxyethylene (20) cetyl ether,
C16H33(OCH2CH2)20OH (Brij 58 or C16E20), were ob-
tained from Fluka and Aldrich and were of the highest
commercially available purity. All other chemicals used
were also of reagent grade. Stock solutions (0.01 M) of
PSH and PB were prepared in acetonitrile.


Kinetic measurements


The rate of hydrolysis of PSH, in an alkaline medium,
was studied by monitoring the disappearance of reactant
(PSH) spectrophotometrically at 350 nm. The rate of
alkaline hydrolysis of PB was studied spectrophotome-
trically by monitoring the appearance of product (pheno-
late ion) at 290 nm. The details of the kinetic procedure
have been described elsewhere.18 All the kinetic runs
were carried out under pseudo-first-order kinetic condi-
tions. Pseudo-first-order rate constants (kobs) were calcu-
lated from either Eqn (2) (if disappearance of reactant
was monitored periodically) or Eqn (3) (if appearance of
product was monitored periodically):


Aobs ¼ Eapp½X�0 expð�kobstÞ þ A1 ð2Þ
Aobs ¼ Eapp½X�0½1 � expð�kobstÞ� þ A0 ð3Þ


by the use of the non-linear least-squares technique
considering Eapp (apparent molar absorptivity of the
reaction mixture) and A1 (the absorbance at reaction
time t¼1) or A0 (the absorbance at reaction time t¼ 0)
also as unknown parameters. In Eqns (2) and (3), Aobs is
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the absorbance value at any time t and [X]0 is the initial
concentration of PSH or PB. The reactions were carried
out for up to 3–8 half-lives and the absorbance data (Aobs


versus t) fitted well Eqn (2) or (3).


RESULTS AND DISCUSSION


Effects of [C16E20]T on kobs for hydrolysis of PS
�


at 35 �C


A few kinetic runs were carried out within the total
C16E20 [¼C16H33(OCH2CH2)20OH] concentration ([C16


E20]T) range 2� 10� 4–0.18 M at 0.05 M NaOH and 35 �C
in mixed aqueous solvent containing 2% (v/v) CH3CN
and 2� 10� 4


M phenyl salicylate. Similar observations
were also obtained at 0.01 M NaOH. The calculated
parameters, kobs and A1, at both 0.01 and 0.05 M NaOH
are shown graphically in Figs 1 and 2, respectively. Non-
ionized (PSH) and ionized (PS�) phenyl salicylate
showed non-detectable and strong absorption, respec-
tively, at 350 nm.18 The hydrolysis products, phenol,
salicylic acid, phenolate and salicylate ions, have essen-
tially no absorption at 350 nm.18 Hence, Eapp and A1
must be equal to nearly EPS� (molar absorptivity of PS�)
and zero, respectively, at different [C16E20]T. However,
the values of A1 seem to be �0 only at< 0.01 M C16E20


and the A1 values show a modest but definite increase
with increase in [C16E20]T at� 0.01 M C16E20 followed by
constancy of A1 within the [C16E20]T range 0.06–0.18 M


at both 0.01 and 0.05 M NaOH (Fig. 2). The values of Eapp


remained essentially constant within the [C16E20]T range
2� 10� 4–0.18 M, which revealed an increase in the
initial absorbance (A0¼Aobs at reaction time t¼ 0) values
with increase in [C16E20]T at� 0.01 M C16E20 because
A0¼Eapp[X]0þA1. Such an increase in A0 at high
values of [C16E20]T may be attributed to the development
of micro-turbidity under such conditions.17 This micro-
turbidity appeared to be independent of wavelength, as is
evident from the results observed on hydrolysis of phtha-
limide17 and phenyl benzoate, as described later.


The values of Eapp were found to be independent of
[C16E20]T within the range 2� 10� 4� 0.18 M at 0.01 M


NaOH. However, the value of Eapp became almost zero at
0.03 M C12E23 and 0.01 M NaOH.15 These observations
show the characteristic behaviour of C12E23 [C12E23¼
C12H25(OCH2CH2)23OH], which is different from that of
C16E20.


The values of kobs (Fig. 1) show a monotonic decrease
with increase in [C16E20]T, which could be explained
quantitatively in terms of the PP model of micelles.1,2


It can easily be shown that the observed rate law and
the rate law derived based on the reaction mechanism
in terms of the PP model of micelles can lead to the
equation


kobs ¼
kh


W þ kh
MKS ½Dn�


1 þ KS ½Dn�
ð4Þ


Figure 1. Plots of kobs versus [C16E20]T for hydrolysis of PS
� at 0.01M NaOH (*) and 0.05M NaOH (~) and for hydrolysis of PB


at 0.01M NaOH (!). Solid lines are drawn through the calculated data points as described in the text
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where the subscripts W and M represent aqueous pseu-
dophase and micellar pseudophase, respectively, kh


W and
kh


M are pseudo-first-order rate constants for the hydrolysis
of PS� in the aqueous pseudophase and micellar pseu-
dophase respective, KS is the apparent C16E20 micellar
binding constant of PS� and [Dn]¼ [C16E20]T� c.m.c.,
c.m.c. being the critical micelle concentration. The value
of c.m.c. was determined by an iterative technique.19 The
values of c.m.c. at 0.01 and 0.05 M NaOH turned out to be
�0 and 1� 10�4


M, respectively. The change in [NaOH]
from 0.01 to 0.05 M is not expected to increase the c.m.c.
The main reason for such unexpected values of c.m.c is
the extremely low sensitivity of kobs to the c.m.c. value.
For example, a change in c.m.c. from 0 to 1.0� 10� 4


M


changed kh
M, KS and �d2


i (where di¼ kobs i� kcld i, with
kobs i and kcld i being the observed and calculated values,
respectivly of rate constants at the ith [C16E20]T) by 0.4,
1.6 and 2–10%, respectively. Such an insignificant
change in the kinetic parameters shows that an
appreciable error in c.m.c. (�0) is not a setback for
data analysis. The reported values of c.m.c. for C12E12,
C16E12, C12E10 and C12E23 are 140� 10� 6 and
2� 10� 6, 100� 10� 6 and 60� 10� 6


M, respectively,
obtained in the absence of any ionic or non-ionic solute.20


The least-squares calculated respective values of kh
M and


KS are (2.79� 0.06)� 10� 4 s� 1 and 62.6� 3.4 M
� 1


with 104 kh
W ¼ 7:90 s�1 and c.m.c.¼ 0 M at 0.01 M


NaOH and (2.72� 0.04)� 10� 4 s�1 and 52.7� 1.9 M
�1


with 104 kh
W ¼ 8:25 s�1 and c.m.c.¼ 0 M at 0.05 M


NaOH.
In view of the observed results described pre-


viously,15,21,22 the cleavage of phenyl salicylate, under
the present experimental conditions, involves PS� and
H2O as reactants. The values of kobs remained unchanged


with increase in [C12E23]T from 0.0 to 0.01 M at 0.01 M


NaOH and from 0.0 to 0.03 M at 0.03 M NaOH.15 How-
ever, the values of kobs revealed a monotonic decrease
with increase in [C16E20]T from 0.0 to 0.18 M at both 0.01
and 0.05 M NaOH (Fig. 1). The values of kobs decreased
by nearly 25 and 43% with respective increases in
[C16E20]T from 0.0 to 0.01 M at 0.01 M NaOH and from
0.0 to 0.03 M at 0.05 M NaOH. The value of kobs dropped
to �0 and the concentration of PS� became zero at
reaction time t¼ 0 at 0.03 M C12E23 and 0.01 M NaOH.
However, such an abrupt drop in kobs was not found even
up to [C16E20]T¼ 0.18 M and the concentration of PSH
remained zero until [C16E20]T¼ 0.18 M at both 0.01 and
0.05 M NaOH (Fig. 1). Hence the present results show a
very different behaviour of C16E20 micelles from that of
C12E23 micelles15, which may be considered unusual.
The abrupt drop in kobs at a certain ratio of [C12E23]T/
[NaOH] has been attributed to the sudden drop in hydro-
xide ion concentration in the vicinity of micellized PS�


ions.15 The real mechanism by which C12E23 micelles
cause the expulsion of hydroxide ions from the neigh-
bourhood of micellized PS� ions or cause the irreversible
entrapment of phenyl salicylate molecules in the micellar
environment of nearly zero hydroxide ion concentration
at a certain value of [C12E23]T/NaOH (� 2) is unknown,
at least to these authors. However, the effects of [C16E20]T


on kobs are not unusual.
The value of kh


M (¼ 2.7� 10�4 s�1) is nearly three
times smaller than that of kh


W (¼ 8.1� 10�4 s�1). Hence
the nearly threefold lower rate of hydrolysis of PS� in the
micellar pseudophase than in the aqueous pseudophase
shows that PSM


� ions remained in the micellar environ-
ment of considerably low water concentration compared
with [H2OW].


Figure 2. Plots of Az versus [C16E20]T where Az¼A1 for hydrolysis of PS� at 0.01M NaOH (*) and 0.05M NaOH (~) and
Az¼A0 for hydrolysis of PB at 0.01M NaOH (!)


EFFECTS OF MICELLES ON CLEAVAGE OF PHENYL BENZOATE AND SALICYLATE 379


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 376–386







Effects of [C16E20]T on kobs for hydrolysis of PB
at 0.01M NaOH and 35 �C


The effects of [C16E20]T on the rate of alkaline hydrolysis
of phenyl benzoate (PB) [a molecule which is similar to
phenyl salicylate (PSH), except that the PSH molecule
contains an o-OH group in its benzoyl moiety] were
studied by carrying out a series of kinetic runs at different
[C16E20]T ranging from 2� 10�5 to 0.06 M in a mixed
aqueous solvent containing 2% (v/v) CH3CN. The kinetic
parameters, kobs and A0, calculated from Eqn (3) at
different [C16E20]T are shown graphically in Figs 1 and
2, respectively. The increase in [C16E20]T from 0.0 to
0.06 M caused essentially no change in Eapp and a mono-
tonic decrease in kobs. The values of A0 remain unchanged
with increase in [C16E20]T from 0 to 0.01 M and a modest
increase in A0 is evident at [C16E20]T> 0.01 M (Fig. 2). A
similar increase in A0 can be seen from the calculated
values of A0 (¼Eapp [X]0þA1) for PS� obtained at
350 nm (Fig. 2). These results are attributed to the
presence of micro-turbidity.


The increase in [C16E20]T from 2� 10�5 to 0.06 M at
0.01 M NaOH did not affect the values of Eapp. However,
the values of Eapp remained independent of [C12E23]T


only within the range 0–0.003 M and dropped from 2400
to �250 M


�1 cm�1 with increase in [C12E23]T from 0.003
to 0.020 M at 0.01 M NaOH.15


The rate of alkaline hydrolysis of PB has been shown to
involve PB and HO� as reactants.23 Thus, under the
present experimental conditions, kobs¼ kOH[HO�]. The
values of kobs at different [C16E20]T were found to fit
reasonably well to the equation


kobs ¼
kOH;W½HO��T þ kmr


M KOHKS½HO��T½Dn�
1 þ KS½Dn�


ð5Þ


which is derived based on the reaction mechanism
described in terms of the PP model of micelles, where
1	KOH [Dn] and the rate of reaction (vM) in the micellar
pseudophase is defined as vM¼ kmr


M mOH [PBM] with
mOH¼ [HO�


M]/[Dn], [HO�]T is the total concentration of
hydroxide ion, kOH,W is the second-order rate constant for
the reaction between HO�


W and PBW and KOH is the
micellar binding constant of HO�.


The values of kmr
M KOH[HO�]T and KS were calculated


from Eqn (5) considering kOH,W[HO�]T and c.m.c. as
known parameters. The value of kOH,W[HO�]T was ob-
tained experimentally by carrying out kinetic run at
[C16E20]T¼ 0 and the value of c.m.c. was determined
by an iterative technique.19 The best c.m.c. value turned
out to be nearly zero, which is similar to that obtained for
C16E20 micellar-mediated hydrolysis of PS�. However, a
change in c.m.c. from 0 to 6� 10�6 M changed the
respective values of kmr


M KOH[HO�]T and KS from
(9.3� 3.5)� 10�5 s�1 and 1538� 38 M


�1 to (10.4�
4.0)� 10�5 s�1 and 1575� 43 M


�1. In view of the re-
ported c.m.c. values of C12E10 (100� 10�6


M),20 C12E23


(60� 10�6
M),20 C12E12 (140� 10�6


M),20 and C16E12


(2� 10�6
M),20 the c.m.c. value of C16E20 should prob-


ably be< 2� 10�6
M.


Although it appeared that the values of kobs obtained in
the presence of C12E23 micelles obeyed the PP model of
micelles only within the [C12E23]T range where [C12


E23]T/[NaOH]> 1.5–2.0, the least-squares-calculated va-
lue of KS (¼ 1� 103


M
�1)15 may be compared with KS


(¼ 1.5� 103
M
�1) obtained in the present study.


However, the value of kmr
M KOH[HO�]T for the C12E23


micellar-mediated alkaline hydrolysis of PB was not
different from zero at a similar value of [HO�]T


15


whereas, although the value of kmr
M KOH[HO�]T


[¼ (9.3� 3.5)� 10�5 s�1] for C16E20 is associated with
a considerably large standard deviation, it is not definitely
zero. The rate of reaction of PBM with HO�


M seems to be
much lower than that of PBW with HO�


W, which may be
attributed to both the medium effect and different average
locations of HO� and PB in the micellar pseudophase.24


The value of KS for S¼ PB is nearly 25–30 times larger
than that for S¼ PS� which is conceivable because the
C12E23 micellar binding constants of pernonanoic acid,
pernonanoate ion, 3-chloroperbenzoic acid and 3-chlor-
operbenzoate ion are 1010, 282, 172 and �0 M


�1, respec-
tively.6


It may be of interest that an increase in [C16E20]T and
[C12E23]T


15 from 0 to 0.01 M decreased kobs from
66.3� 10�4 to 5.42� 10�4 s�1 (Fig. 1) and from
69.7� 10�4 to 7.42� 10�4 s�1, respectively. However,
the value of kobs became almost zero at 0.02 M C12E23 and
0.01 M NaOH15 whereas the value of kobs did not become
zero even at 0.06 M C16E20 and 0.01 M NaOH (Fig. 1). A
similar unexpected behaviour of C12E23 was observed in
the pH-independent hydrolysis of PS�.15


Effects of [C16E20]T on kobs for hydrolysis of PS
� in


the presence of a constant [CTABr]T at 0.01M


NaOH and 35 �C
A series of kinetic runs were carried out within the
[C16E20]T range 0–0.12 M at 0.006 M CTABr. Similar
observations were obtained at 0.01 and 0.02 M CTABr.
The values of Eapp were independent of [C16E20]T (range
0–0.12 M) and [CTABr]T (range 0.006–0.020 M). How-
ever, the value of Eapp dropped to almost zero at
[C12E23]T> 0.015 M and [CTABr]T in the range 0.01–
0.03 M in the presence of 0.01 M NaOH.15 The values of
A1 were not affected by the presence of CTABr within
the concentration range 0.006–0.02 M. The value of kobs


shows an almost monotonic increase with increase in
[C16E20]T at constant [CTABr]T and [NaOH] (Table 1).
However, the rate of hydrolysis of PS� at 0.01 M NaOH,
>0.015 M C12E23 and within the [CTABr]T range 0.01–
0.03 M became too slow to monitor easily. Mixed micelles
behave as if pure CTABr micelles at [CTABr]T/
[C16E20]T��10 at both 0.01 and 0.02 M CTABr because
under such conditions the kobs values remain independent
of [C16E20]T (Table 1).
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The value of the CTABr micellar binding constant of
PS� is �7000 M


�1 and the pseudo-first-order rate con-
stant for hydrolysis of PS� is nearly eight times larger in
the aqueous pseudophase than that in pure CTABr mi-
cellar pseudophase;25 probable causes of such an inhibi-
tory effect have been discussed in detail elsewhere.21


This shows that PS� ions are almost fully micellized at
[CTABr]T� 0.006 M in the absence of any additive. The
increase in kobs with increase in [C16E20]T at a constant
[CTABr]T is therefore attributed to the transfer of PS�


ions from the less to the more hydrated mixed micellar
environment. A limited number of studies on the effects
of mixed cationic–non-ionic micelles on the rates of
reactions showed that an increase in non-ionic surfactant
concentration at a constant cationic surfactant concentra-
tion increased both the volume of mixed micelles and the
degree of micellar ionization (�).11,14 Voluminous poly-
oxyethylene headgroups of CnEm micelles are known to
be extensively hydrated.26 The increase in � values due to
the increase in [CnEm]T at a constant [CTABr]T is most
likely due to a decrease in the electrostatic affinity of
counterions for the cationic headgroups because of the
apparent increase in both [H2O] and size of the cationic
headgroups. It is apparent that an increase in [CnEm]T at a
constant [cationic surfactant]T is bound to decrease the
cationic micellar affinity of both counterions and non-


ionic solubilizates. It should be noted that the cationic
headgroups of CTABr micelles surfactant are buried deep
inside the voluminous headgroup mantle of C16E20.27 It
has been reported that polar solubilizates reside in the
headgroup mantle rather than in the hydrophobic core of
C12E23.28


The kinetic data on the effects of mixed micelles on
reaction rates show that the characteristic features of
mixed micellar system (S1–S2 with S1 and S2 represent-
ing two different surfactants) change gradually from very
close to pure S1 micelle type to very close to pure S2
micelle type as the X values increase from very low to very
high, where X¼ [S2]/[S1]. Hence it is obvious that the
increase in [C16E20]T at a constant [CTABr]T will change
CTABr micellar binding constant of PS� from KS


CTA


(¼KS0) to very close to KS
C16E20 (pure C16E20 micellar


binding constant of PS�). Based on related studies,16,17


such an effect of [C16E20] on KS
CTA is expected to follow


Eqn (1) with CnEm replaced by C16E20.
Recently, the effects of [C12E23]T and [C16E20]T on the


CTABr micellar binding constants, KS, of anionic 4-
nitrophthalimide16 and phthalimide17 have been ex-
plained in terms of the pseudophase model of micelles
coupled with an empirical relationship shown by Eqn (1).
The pseudophase model of micelles i.e. Eqns (4) and (1),
with replacement of CnEm by C16E20, and with kh


W ¼ kobs


Table 1. Values of kobs and K for hydrolysis of PS� at different [C16E20]T in the presence of a constant value of [CTABr]T
a


[CTABr]T (M)


0.006 0.010 0.020


[C16E20]T 104kobs 104kcld
b K 104kobs 104kcld


c K 104kobs 104kcld
d K


(M) (s�1) (s�1) (M
�1) (s�1) (s�1) (M


�1) (s�1) (s�1) (M
�1)


0.0 1.34� 0.01e 1.28� 0.012e


0.0002 1.30� 0.01 1.29 15f 1.23� 0.01e 1.22 15f


0.0005 1.34� 0.01 1.31 19f 1.26� 0.01 1.23 16f


0.0010 1.32� 0.00 1.34 6.5f 1.13� 0.02 1.24 �13f


0.0050 1.76� 0.03 1.67 17 1.61� 0.01 1.54 13 1.27� 0.02 1.37 2.2f


0.0100 2.02� 0.03 1.88 17 1.67� 0.02 1.71 9.0 1.42� 0.02 1.48 4.6
0.0200 2.01� 0.02 2.17 11 1.94� 0.02 1.92 10 1.68� 0.02 1.63 6.8
0.0240 2.15� 0.03 2.24 12
0.0260 2.14� 0.02 2.27 12
0.0280 2.37� 0.02 2.30 16
0.0300 2.40� 0.02 2.35 16 2.06� 0.03 2.06 10 1.78� 0.03 1.74 6.6
0.0400 2.55� 0.03 2.46 17 2.09� 0.04 2.13 9 1.85� 0.03 1.81 6.6
0.0500 2.18� 0.04 2.19 10 1.91� 0.04 1.87 6.5
0.0600 2.65� 0.04 2.60 18 2.25� 0.04 2.23 10 1.83� 0.03 1.91 5.1
0.1000 2.81� 0.04 2.80 19 2.41� 0.05 2.40 10 2.06� 0.04 2.10 5.6
0.1200 2.88� 0.05 2.87 26 2.10� 0.05 2.07 6.4
Average 16� 4e 10� 1 6.0� 0.8


a Conditions: [phenyl salicylate]0¼ 2� 10�4
M, [NaOH]¼ 0.01 M, 35 �C, �¼ 350 nm, aqueous reaction mixture for each kinetic run contained 2% (v/v)


CH3CN and the values of K were calculated from Eqn (6) with F¼ 1 and kC16E20


obs (¼ kobs) values shown in Fig. 1.
b Calculated from Eqn (6) with 104k0 ¼ 1.34 s�1, kC16E20


obs (¼ kobs) values shown in Fig. 1, F¼ 1.23 and K¼ 10 M
�1.


c Calculated from Eqn (6) with 104k0¼ 1.28 s�1, kC16E20


obs (¼ kobs) values shown in Fig. 1, F¼ 0.98 and K¼ 10 M
�1.


d Calculated from Eqn (6) with 104k0 ¼ 1.21 s�1, kC16E20


obs (¼ kobs) values shown in Fig. 1, F¼ 1.01 and K¼ 5.9 M
�1.


e Error limits are standard deviations.
f These values were not included in the calculation of the average value of K.


EFFECTS OF MICELLES ON CLEAVAGE OF PHENYL BENZOATE AND SALICYLATE 381


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 376–386







at [CTABr]T¼ [C16E20]T¼ 0 and kh
W ¼ kC16E20


obs at
[CTABr]T¼ 0 but [C16E20]T 6¼ 0, can lead to the equation


kobs ¼
k0 þ F kC16E20


obs K½C16E20�T
1 þ K½C16E20�T


ð6Þ


where


k0 ¼ kh
W þ kh


MK
0
S ½Dn�


1 þ k0
S½Dn�


ð7Þ


K ¼ KC16E20=S=ð1 þ K0
S ½Dn�Þ ð8Þ


and F ¼ �=kC16E20


obs with F representing the fraction of pure
CTABr micellized PS� transferred to pure C16E20 mi-
celles by the limiting concentration of C16E20 (the limit-
ing concentration of C16E20 is the optimum value of
[C16E20]T at which kobs values become independent of
[C16E20]T). Hence, conceptually, the value of F should be

 1.0. It may be noted that a slightly different form of
Eqn (6) was used in the previous work.16,17


The values of the unknown parameters F and K were
calculated from Eqn (6) by the use of the non-linear least-
squares technique. The values of k0 and kC16E20


obs were
obtained experimentally by carrying out experiments
under similar experimental conditions with [C16E20]T¼
0, [CTABr]T 6¼ 0 and [C16E20]T 6¼ 0, [CTABr]T¼ 0. The
least-squares calculated values of F and K are summar-
ized in Table 2. The fitting of observed data to Eqn (6)
appears to be satisfactory, as is evident from the values of
the calculated rate constants (kcld) summarized in Table 1.
The larger value of F (¼ 1.23 at 0.006 M CTABr) com-
pared with its expected maximum value of 1.0 is con-
sidered to be fortuitous and therefore K values were also
calculated from the equation


K ¼ kobs � k0


ðkC16E20


obs � kobsÞ½C16E20�T
ð9Þ


which is the rearranged form of Eqn (6) with F¼ 1. These
calculated values of K are shown in Table 1. It should be
noted that the calculation of K from Eqn (9) with F¼ 1
has the disadvantage that the calculated values of K may
not be reliable at both very low and very high values of
[C16E20]T because, under such conditions, kobs! k0 and
kobs ! kC16E20


obs , respectively, and consequently (kobs–
k0)! 0 and ðkC16E20


obs � kobsÞ�1 ! 1. These mathematical
limits show that under such conditions, the values of
(kobs–k0) and ðkC16E20


obs � kobsÞ�1
should be very sensitive


to errors.
The values of kobs in Fig. 1 and Table 1 reveal that an


increase in [C16E20]T decreases kobs compared with kh
W


and increases kobs compared with kobs at
[CTABr]T� 0.006 M and [C16E20]T¼ 0. It is evident


from Eqn (6) that the maximum value of kobs should be
�
 kh


M (i.e. first-order rate constant for the hydrolysis of
PS� in pure C16E20 micelles).


Effects of [C16E20]T on kobs for hydrolysis of PB in
the presence of a constant [CTABr]T at 0.01M


NaOH and 35 �C


Several kinetic runs were carried out with [C16E20]T in
the range 0.0–0.06 M at 0.006 M CTABr. Similar observa-
tions were obtained at 0.01 and 0.02 M CTABr. These
results, as kobs versus [C16E20]T, are shown in Table 3.
The values of Eapp were independent of [C16E20]T (range
0–0.06 M) and [CTABr]T (range 0.006–0.020 M). How-
ever, the values of Eapp remained almost unchanged
within the [C12E23]T range 0–0.015 M and dropped from
�2100 to 300–500 M


�1 cm�1 with increase in [C12E23]T


from 0.015 to 0.025 M at 0.01 M NaOH and [CTABr]T in
the range 0.006–0.030 M.15 It is evident from these results
that mixed micelles behave as pure CTABr micelles at
[CTABr]T/[C16E20]T ��10–20. The values of both Eapp


and A0 were not affected by the presence of 0.006–
0.020 M CTABr. The values of kobs decrease with increase
in [C16E20]T at [CTABr]T/[C16E20]T of<�10–20. How-
ever, the value of kobs even at 0.06 M C16E20 with
[CTABr]T/[C16E20]T¼ 0.1 is about double the value ob-
tained at 0.06 M C16E20 with [CTABr]T¼ 0. Similar


Table 2. Values of F and K, calculated from Eqn (6), for
hydrolyses of PS� and PB at different values of [CTABr]T


Ester [CTABr]T F K KX/S
a


(S) (M) (M
�1) (M


�1)


PS� 0.006 1.23� 0.10b 10� 2b


1.0 (16� 4)c 688
0.010 0.98� 0.04 10� 1


1.0 (10� 1) 710
0.020 1.01� 0.12 5.9� 1.4


1.0 (6.0� 0.8) 848
PB 0.006 1.73� 0.48 651� 126


1.0 (505� 84) 2020
0.010 3.35� 0.32 495� 74


1.0 (269� 55) 1614
0.020 0.70� 0.53 121� 13


1.0 (142� 25) 1562
PT�d 0.006 1.08� 0.04 16� 1


1.0 19� 3 390
0.010 1.26� 0.05 5.7� 0.3


1.0 8.0� 0.9 268
0.015 2.44� 0.79 1.7� 0.7


1.0 5.2� 1.5 259
0.020 6.50� 4.10 0.4� 0.3


1.0 3.6� 1.0 238


a KX/S¼K(1þKS
0 [CTABr]T) with X¼C16E20, KS


0 ¼ 7000 M
�1 for


S¼PS�, KS
0¼ 500 M


�1 for S¼PB and KS
0¼ 3250 M


�1 for S¼ PT�.
b Error limits are standard deviations.
c Values in parentheses were obtained from Tables 1 and 3.
d The values of K were calculated from Eqn (6) by the use of data obtained
from Ref. 17.
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observations were obtained in the alkaline hydrolysis of
PB in the presence of mixed CTABr–C12E23 micelles.15


The value of kobs(¼ kh
W) for hydrolysis of PB is


6.77� 10�3 s�1 at 35 �C, 0.01 M NaOH and
[CTABr]T¼ [C16E20]T¼ 0.23 The values of kobs at differ-
ent [CTABr]T with [C16E20]T¼ 0 are significantly higher
than kh


W (Table 3), which is due to HO�–Br� ion
exchange at the cationic micellar surface.23 The increase
in [C16E20]T at a constant [CTABr]T is expected to alter
gradually the characteristic features of the mixed micellar
system from cationic micelle type to non-ionic micelle
type and consequently it should change the micellar
affinity of the reactants, HO� and PB, from cationic to
non-ionic micelles. Such a change in [C16E20]T at a
constant [CTABr]T is expected to change the CTABr
micellar binding constants of both reactants, HO� and
PB. If we assume that the changes in KS and KOH due to


increase in [C16E20]T at a constant [CTABr]T follow
empirical equations similar to Eqn (1), then


KS ¼ K0
S=ð1 þ KX=S½C16E20�TÞ ð10Þ


and


KOH ¼ K0
OH=ð1 þ KX=HO ½C16E20�TÞ ð11Þ


where the subscript X represents C16E20 and KX/S and
KX/HO are empirical constants. Equation (5) with the
condition that 1 is not negligible compared with
KOH[Dn], and Eqns (10) and (11) can lead to


kobs ¼
k00 þ ð�KPB þ �KHOÞ½C16E20�T þ ��KPBKHO½C16E20�2T


ð1 þ KPB½C16E20�TÞð1 þ KHO½C16E20�TÞ
ð12Þ


Table 3. Values of kobs and K for hydrolysis of PB at different [C16E20]T in the presence of a constant value of [CTABr]T
a


[CTABr]T (M)


0.006 0.010 0.020


[C16E20]T 103kobs 103kcld
b K 103kobs 103kcld


c K 103kobs 103kcld
d K


(M) (s�1) (s�1) (M�1) (s�1) (s�1) (M�1) (s�1) (s�1) (M
�1)


0.0 13.5� 0.1e 10.7� 0.02e 7.81� 0.11e


0.02 13.7� 0.1
0.00005 13.6� 0.2 10.8� 0.5 7.44� 0.18
0.00010 11.3� 0.1 7.67� 0.08
0.00015 13.6� 0.1
0.00020 12.8� 0.2 11.1� 0.3 7.43� 0.10
0.00025 13.0� 0.1
0.0003 12.8� 0.1 11.7� 0.5 7.25� 0.09
0.0005 11.5� 0.2 11.6 468 11.3� 0.2 7.20� 0.07
0.0007 10.9� 0.1 10.9 452
0.0010 10.1� 0.1 9.86 430
0.0012 9.66� 0.13 9.28 417 10.2� 0.4 6.83� 0.09 6.88 152
0.0014 9.34� 0.07 8.74 394 9.78� 0.30 9.46 114f


0.0015 7.88� 0.12 8.50 639
0.0016 8.81� 0.12 9.07 200 6.52� 0.07 6.62 154
0.002 6.60� 0.12 7.42 681 8.14� 0.09 8.33 221 6.26� 0.13 6.37 151
0.003 6.07� 0.09 5.98 504 6.99� 0.07 7.01 234 5.94� 0.09 5.84 122
0.004 5.35� 0.09 4.95 457 6.20� 0.10 5.94 231 5.52� 0.07 5.37 118
0.005 4.61� 0.05 4.30 467 5.15� 017 5.29 274 5.10� 0.09 4.99 121
0.006 3.94� 0.02 3.72 486 4.84� 0.10 4.61 250 4.59� 0.09 4.63 132
0.007 3.35� 0.05 3.31 526 4.42� 0.05 4.15 249 4.35� 0.08 4.34 127
0.008 2.89� 0.05 2.98 563 3.80� 0.09 3.77 280 4.20� 0.09 4.07 119
0.010 2.41� 0.05 2.58 583 3.22� 0.04 3.36 290 3.64� 0.08 3.66 129
0.020 1.05� 0.01 1.36 770f 1.58� 0.01 1.79 362 2.64� 0.04 2.35 105
0.030 0.638� 0.009 0.949 928f 1.07� 0.01 1.27 373 1.51� 0.01 1.74 154
0.040 0.422� 0.005 0.734 1162f 0.707� 0.005 0.992 458f 1.09� 0.01 1.39 173
0.050 0.342� 0.006 0.658 1393f 0.534� 0.004 0.930 554f 0.851� 0.006 1.17 195
0.060 0.284� 0.008 0.585 1619f


Average 505� 84e 269� 55e 142� 25e


a Conditions: [phenyl benzoate]0¼ 2� 10�4
M, [NaOH]¼ 0.01 M, 35 �C, �¼ 290 nm, aqueous reaction mixture for each kinetic run contained 2% (v/v) CH3CN


and the values of K were calculated from Eqn (6) with F¼ 1 and kC16E20


obs (¼ kobs) values shown in Fig. 1.
b Calculated from Eqn (6) with 103k0 ¼ 13.3 s�1, kC16E20


obs (¼ kobs) values shown in Fig. 1, F¼ 1.73 and K¼ 651 M
�1.


c Calculated from Eqn (6) with 103k0¼ 11.0 s�1, kC16E20


obs (¼ kobs) values shown in Fig. 1, F¼ 3.35 and K¼ 495 M
�1.


d Calculated from Eqn (6) with 103k0 ¼ 7.64 s�1, kC16E20


obs (¼ kobs) values shown in Fig. 1, F¼ 0.70 and K¼ 121 M
�1.


e Error limits are standard deviations.
f These values were not included in the calculation of the average value of K.
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where


k00 ¼ ðkOH;W þ kmr
M K0


OHK
0
S½Dn�Þ½HO��T


ð1 þ K0
S½Dn�Þð1 þ K0


OH½Dn�Þ
ð13Þ


� ¼ kX
OH;W½HO��T=ð1 þ K0


OH ½Dn�Þ ð14Þ
� ¼ kX


OH;W½HO��T=ð1 þ K0
S ½Dn�Þ ð15Þ


KPB ¼ KX=S=ð1 þ K0
S ½Dn�Þ ð16Þ


and


KHO ¼ KX=HO=ð1 þ K0
OH ½Dn�Þ ð17Þ


In Eqns (14) and (15), kX
OH;W ¼ kOH;W at [X]


(¼ [C16E20]T)¼ 0.
It is evident from the empirical definition of KX/S or


KX/HO that the magnitude of say KX/S should be directly
and inversely proportional to KX


S and KCTA
S ð� K0


SÞ, re-
spectively, where KX


S and KCTA
S are the respective pure


C16E20 and CTABr micellar binding constants of S
(¼ PB). The values of kinetically determined CTABr
micellar binding constants of anionic acetyl salicylic
and 4-acetoxybenzoic acids are in the range �200–
300 M


�1.29 The values of the ion-exchange constants,
KBr


Bz (¼KBz
0 /KBr


0 , where Bz represents benzoate ion)
and KBr


OH (¼KBr
0 /KOH


0 ), for the respective ion-exchange
processes Bz�–Br� and Br�–HO� at the CTABr micellar
surface are �622,30 and 2–20,3,29,31 respectively. These
results show that KBr


0 �33–50 M
�1 and KOH


0 �2–25 M
�1.


The value of KOH
X (i.e. the C16E20 micellar binding con-


stant of HO�) should be much smaller than KOH
0


(¼KOH
CTA). The values of KS


X and KS
CTA (¼KS


0) are
�1550 (Table 2) and 300–700 M


�1,23 respectively. In
view of the empirical definition of KX/S and KX/HO and
the estimated values of KS


X, KS
0, KOH


X and KOH
0 , it seems


that the value of KX/S should be much higher than that of
KX/HO and consequently �KHO may be neglected
compared with �KPB in Eqn (12). It can also be shown
that 1	�KHO [C16E20]T under the experimental condi-
tions of the present study. These inequalities reduced
Eqn (12) to Eqn (6) provided 1	KHO[C16E20]T with
KPB¼K and kh


W ¼ kOH,W [HO�]T¼ kobs at [CTABr]T¼
[C16E20]T¼ 0 and kh


W ¼ kobs
C16E20 at [CTABr]T¼ 0 but


[C16E20]T 6¼ 0.
The unknown parameters F and K (¼KPB) were


calculated from Eqn (6) by the use of the non-linear
least-squares technique considering k0


0 and kobs
C16E20 as


known parameters. Although the residual errors (¼ kobs i–
kcld i) appear to be reasonably low at [C16E20]T/
[CTABr]T<�1.5 (Table 3), the calculated values of F
are unreliable. This is not an unusual problem encoun-
tered in solving an equation similar to Eqn (6) by the use
of the non-linear least-squares technique. This is a
mathematical paradox which requires careful attention
in such data analysis. The likely possibility that the
low residual errors and fortuitous values of F were due


to compensatory effects of the errors in F and K because
of the term FK in the numerator of Eqn (6) may be ruled
out for the reason that exactly the same values of F, K and
residual errors were obtained from Eqn (18), which is a
rearranged form of Eqn (6):


kobs ¼
k00 K


0 þ FKC16E20


obs ½C16E20�T
K 0 þ ½C16E20�T


ð18Þ


where K0 ¼ 1/K. Perhaps the more reliable values of K
were obtained from Eqn (6) with F¼ 1. These calculated
values of K are shown in Table 3. The values of K seem to
be constant within the [C16E20]T/[CTABr]T range �0.1–
1.5 (Table 3). However, the K values increase with
increase in [C16E20]T/[CTABr]T beyond a value of �1.5
(Table 3).


The larger values of K than expected at [C16E20]T/
[CTABr]T>�1.5 may be due to the following reasons:
(i) an unexpected faster decrease in kobs with increase in
[C16E20]T/[CTABr]T beyond �1.5; (ii) the value of F is
no longer 1 at [C16E20]T/[CTABr]T>�1.5 and drops
sharply with increase in [C16E20]T/[CTABr]T beyond
�1.5; (iii) the value of the empirical constant KX/S does
not remain constant at [C16E20]T/[CTABr]T>�1.5;
(iv) the inequality 1	KHO[C16E20]T is probably no
longer true at [C16E20]T/[CTABr]T>�1.5. All these
possibilities may be the consequence of the fact that the
nature and characteristics of the mixed micellar environ-
ment of a mixed micellar-mediated reaction cannot be
expected to remain the same within the entire range of
[C16E20]T at a constant [CTABr]T. Sommer et al.32


recently reported the formation of giant worm-like non-
ionic micelles in the presence of small amounts of ionic
surfactants. However, such a probable characteristic
mixed micellar structural change due to changes in the
mole fraction of mixed micellar components at a specific
value appeared to be kinetically insensitive to the rate of
non-catalysed hydrolysis of PS�, which involves PS� and
H2O as the reactants, and sensitive to the rate of hydro-
xide ion-catalysed hydrolysis of PB, which involves PB
and HO� as the reactants.


Equation (8) or (16) predicts that the value of K should
decrease with increase in [CTABr]T provided that KS[Dn]
is not negligible compared with 1 within the [CTABr]T


range considered in this study. The values of K for
S¼ PS�, PB and PT�17 (PT� represents ionized phtha-
limide) decrease with increase in [CTABr]T within the
range 0.006–0.020 M (Table 2). The CTABr micellar
binding constants (KS


0) for S¼ PS�, PT� and PB are
7000,25 325024e and 500 M


�1,23 respectively. The values
of the c.m.c. of CTABr vary in the range 1� 10�4–
3� 10�4


M in the presence of 2� 10�4
M S and therefore


[Dn]¼ [CTABr]T� c.m.c.�[CTABr]T at [CTABr]T�
0.006 M. The known values of KS


0 were used to calculate
KX/S from Eqn (8) or (16) with [Dn]¼ [CTABr]T and the
results obtained are shown in Table 2.
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The values of KX/S are almost independent of
[CTABr]T within the range 0.006–0.020 M. The average
values of KX/S for S¼ PS� (KX/S¼ 750� 90 M


�1),
S¼ PB (KX/S¼ 1730� 250 M


�1) and S¼PT� (KX/S¼
290� 70 M


�1)17 are conceivable in view of the empirical
definition of KX/S, which suggests that the magnitude of
KX/S should be proportional to the magnitude of KS


X (X,
C16E20, micellar binding constant of S) and inversely
proportional to the magnitude KS


CTA (CTA, CTABr,
micellar binding constant of S). Thus, KX/S¼ �S KS


X/
KS


CTA, where �S is a proportionality constant with dimen-
sions M


�1. The value of �S depends only on the nature and
micellar affinity of S. The value of KX/S for S¼ PS�


(KX/S¼ 750 M
�1) is nearly three times larger than KX/S


(¼ 290 M
�1) for S¼ PT� because KS


X (¼ 62 M
�1) for


S¼ PS� is about 10 times larger than KX/S (¼ 6 M
�1)17


for S¼PT�, whereas KS
CTA (¼ 7000 M


�1) for S¼ PS�


is slightly more than double KS
CTA (¼ 3250 M


�1)
for S¼ PT�. The many-fold larger value of KX/S


(¼ 1730 M
�1) for S¼ PB than for S¼ PS� and PT� is


due to (i) KS
X (¼ 1550 M


�1) for S¼PB is �25 and 250
times larger than those for S¼ PS� and PT�, respectively,
and (ii) KS


CTA (¼ 500 M
�1) for S¼ PB is �14 and 6.5


times smaller than the corresponding values of KS
CTA for


S¼ PS� and PT�. The values of �S (proportionality
constant) for S¼PS�, PT� and PB are 8.47� 104,
15.7� 104 and 5.60� 102


M
�1, respectively.


CONCLUSIONS


The effect [C16E20]T on kobs for the hydrolysis of PS�


reveals a nearly three times lower reactivity in the C16E20


micellar pseudophase compared with that in the aqueous
pseudophase. This shows the presence of PS�


M ions in the
micellar region of considerably low [H2OM]. An increase
in [C16E20]T from 0 to 0.06 M decreased kobs for alkaline
hydrolysis of PB from 66.3� 10�4 to 1.5� 10�4 s�1 at
0.01 M NaOH and 35 �C. Although the rate of alkaline
hydrolysis of PB in the C16E20 micellar pseudophase
turned out to be extremely low, it is definitely not zero.
This shows the presence of PBM molecules in the micellar
region where [HO�


M] is kinetically insignificant. The
observed data for the effects of [C16E20]T on the rate of
hydrolysis of both PS� and PB follow the pseudophase
model of micelles reasonably well.


The effects of mixed micelles, C16E20–CTABr, on the
rate of alkaline hydrolysis of both PS� and PB have been
explained in terms of the pseudophase model of micelles
coupled with the empirical equation KS¼KS


0/
(1 þ KC16E20=S[C16E20]T), where KS and KS


0 are the CTABr
micellar binding constants of S (¼PS� and PB) in the
presence and absence of C16E20, respectively, and
KC16E20=S is an empirical constant whose magnitude is
the measure of the ability of C16E20 surfactant to change
the micellar affinity of S from pure cationic micelles to
very close to pure C16E20 micelles. The calculated values


of KC16E20=S for S¼ PS�, PB and PT� (anionic phthali-
mide) at different [CTABr]T ranging from 0.006 to
0.020 M


�1 are conceivable in view of the empirical
definition of KC16E20=S.
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ABSTRACT: A survey of kcat/Km values supports the view that most enzymes combine with substrates at rates that
approach the limits imposed by diffusional encounter. The closeness of that approach precludes the obligate
participation of any rare species of the substrate, or any rare species of the enzyme, in productive binding. Proceeding
from the ground state through the transition state, the enzyme–substrate complex is assumed to remain in a state of
quasi-equilibrium with the free enzyme and the unbound substrate in solution. Because the forces of attraction
between an enzyme and substrate approach a maximum in the transition state for substrate transformation, the enzyme
and substrate are also likely to approach a maximal state of distortion from their native ground-state structures at that
stage in the reaction, furnishing a natural explanation of induced fit. There is now abundant evidence, from mutations
of enzymes and substrates, that interactions between the enzyme and substrate, using ordinary chemical forces of
attraction, are so strongly synergistic that they may suffice to explain the very high affinities that are achieved in the
transition state. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: enzyme reactions; transition state; catalytic efficiency


WORKING WITH BILL JENCKS


Biological chemistry was originally the province of
medicine, in which William P. Jencks earned his most
advanced degree. The visionary biochemist Fritz
Lipmann, with whom W. P. J. had done postdoctoral
work, was also a physician who had begun during the
1930s to teach biochemists the importance of free energy
changes during metabolism as a guide to understanding
the orchestration of biosynthetic processes. Clear as his
vision was, Professor Lipmann’s powers of expression in
everyday conversation tended to leave ordinary mortals in
doubt as to what he had actually seen. In 1959, after
spending some months as a graduate student trying to
understand what Professor Lipmann meant, one of us
(R.W.) expressed the hope that a year taking course work
at Harvard might prepare him for work in the Lipmann
laboratory. Lipmann answered, ‘You don’t need to take
courses. You need to get into the lab. You learn something
that way. There’s a young man setting up his laboratory in
Nate Kaplan’s department at Brandeis . . . ,’ and his voice
faded as he walked away.


A year spent in the Jencks laboratory went far to instill
confidence that the ideas and experimental methods of


physical organic chemistry could be brought to bear on
living systems, and that the action of enzymes would one
day be understandable in the quantitative language of
physical chemistry. What was really needed was to
establish the experimental facts. Bill said, ‘nothing is
more important than a good number,’ and, during that
period, began to show his students how to obtain those
numbers. His first students (Bruce Anderson, Giovanni di
Sabato, Gene Cordes and R.W.) were cowed by his ability
to scour the literature in the morning, retaining all that he
had read (then and at earlier stages of his career) and then
writing carefully all afternoon. His manuscripts did not
make easy reading, but Bill himself remained accessible,
and maintained a keen awareness and concern for the
wellbeing of many of the students in the department. We
were not surprised to learn that our young mentor has
considered psychiatry as an alternate field of endeavor.


Not all of Bill’s students grasped the full significance
of what they were doing, including R.W., who, auditing a
course on physical organic chemistry at Harvard, was
fascinated to hear Frank Westheimer explain one morn-
ing how revealing it might be to study the effect of pH on
acetyl transfer reactions of the 1-acetyl-3-methylimida-
zolium ion. After the lecture, R.W. was able to murmur
the news that he had actually completed those experi-
ments the week before, and saw a moment of incredulity
flit across Professor Westheimer’s face, followed by a
delighted smile. It became clear that two of the great
minds in the field really did think alike.


‘Getting a good number’ became a gold standard for
W.P.J.’s students and many of his less direct scientific
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progeny. Here, we survey below some numbers that may
have a bearing on one of one of the more tantalizing
features of enzyme action, the formation of an enzyme–
substrate complex.


IS THE FORMATION OF AN
ENZYME--SUBSTRATE COMPLEX
NECESSARY?


Almost from the beginning, it has been clear that en-
zymes form non-covalent enzyme–substrate (ES) com-
plexes, as indicated by the hyperbolic dependence of
reaction rates on substrate concentration, and that view
was confirmed in several cases by the ability of substrates
or products to protect enzymes against heat denaturation.
Henri identified two possible explanations of these
findings, in which the ES complex might be either (1)
productive, going on to form products, or (2) non-
productive, interfering reversibly with productive bimo-
lecular collisions between the enzyme and substrate.1a


Many decades later, the development of transient-state
kinetic methods has made it possible to determine


whether ES complexes are productive or not. The litera-
ture discloses numerous examples of non-productive
binding, particularly by proteases and glycosidases acting
on artificial substrates. In the well-known case of lyso-
zyme, a sugar trimer or tetramer may be bound ‘out of
register,’ so that no part of these potential substrates
occupies the active site in such a way that its glycosidic
linkage is subject to cleavage.


In principle, it would seem possible for an enzyme, or
any other catalyst, to enhance the rate of transformation
of a substrate through a bimolecular collision process. It
would be necessary for that process to have a very large
second-order rate constant for catalysis to be effective,
but most enzyme-substrate reactions do in fact proceed
with very large second-order rate constants, approaching
the limits imposed by diffusional encounter in solution
(Table 1). What, then, is the purpose of forming an ES
complex before the chemical transformation of the sub-
strate begins, and is it necessary? An affirmative answer
to the last question is suggested by a principle discovered
in 1921 by Michael Polanyi,2 the father of transition-state
theory. According to Polanyi’s formalism, shown in
Scheme 1(A), a catalyst can enhance the rate of a reaction


Table 1. Values of kcat/Km at 25 �C compiled from the literature and the evidence (if any) that kcat/Km is near the diffusion limit


Enzyme Substrate kcat/Km (M
�1s�1) Rate-determining step Ref.


Superoxide dismutase Superoxide 7� 109 Diffusion 13
Fumarase Fumarate 1� 109 Diffusion 14
Triosephosphate isomerase Glyceraldehyde 3-phosphate 4� 108 Diffusion 15
Cytochrome c peroxidase Horse heart ferrocytochrome 4� 108 Unknown 16
�-Lactamase Penicillin 1� 108 Partly diff. 17
Chymotrypsin MocTrp o-nitrophenyl ester 9� 107 Partly diff. 18
Quercetin-2,3-dioxygenase Quercetin 7� 107 Unknown 19
OMP decarboxylase Orotidine 50-phosphate 6� 107 Not diff. 20
Cytochrome c peroxidase Hydrogen peroxide 5� 107 Not diff. 21
Phosphotriesterase p-Nitrophenyl phosphate 5� 107 Diffusion 22
Catalase Hydrogen peroxide 4� 107 Partly diff. 23
Alkaline phosphatase 4-nitrophenyl phosphate 3� 107 Diffusion 24
HIV protease Peptide 2� 107 Not diff. 25
Fructose 1,6-bisphosphatase Fructose 1,6-bisphosphate 1.5� 107 Unknown 26
Adenosine deaminase Adenosine 1� 107 Partly diff. 27
Staphylococcal nuclease DNA, pH 9.5 1� 107 Diffusion 28
Acetylcholinesterase Acetyl thiocholine 1� 107 Diffusion 29
Chloride peroxidase Chloride 7� 106 Unknown 30
Carbonic anhydrase Carbon dioxide 7� 106 Partly diff. 31
Carboxypeptidase a Furylacryloyl-Phe-Phe 7� 106 Diffusion 32
Anthrinolyl-CoA oxygenase 2-Aminobenzoyl-CoA 4� 106 Unknown 33
Chlorite O2 lyase Chlorite 4� 106 Unknown 34
Linoleate 11-lipoxygenase Linoleate 4� 106 Unknown 35
Cytidine deaminase Cytidine 3� 106 Not diff. 36
Ribonuclease T2 GpC 2� 106 Diffusion 37
Chorismate mutase Chorismate 2� 106 Diffusion 38
4-hydroxybenzoate 3-oxygenase 4-Hydroxybenzoate 2� 106 Unknown 39
Mandelate racemase Mandelate 1� 106 Partly diff. 40
Aminocyclopropane synthase S-Adenosylmethionine 1� 106 Diffusion 41
4-hydroxybenzoate 1-hydroxylase 4-hydroxybenzoate 1� 106 Unknown 42
Histamine N-methyltransferase Histamine 7� 105 Unknown 43
Catechol 1,2-dioxygenase Catechol 6� 105 Unknown 44
Aspartate aminotransferase L-Aspartate 1� 105 Partly diff. 45,46
Threonine dehydrogenase L-Threonine 9� 104 Unknown 47
Alcohol dehydrogenase Ethanol 8� 104 Unknown 48
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only to the extent that it binds the altered substrate in the
transition state more tightly than it binds the substrate in
the ground state. It is that ‘jump’ in affinity on which
catalysis depends.3 This principle has become widely
accepted by biological chemists as a result of the success-
ful development of transition-state analogues, enzyme
inhibitors whose properties were a subject of early con-
jecture by Linus Pauling,4 A. G. Ogston5 and W. P.
Jencks.6


If tight binding is important in the transition state, then
it becomes of interest to ask whether natural selection
would be expected to favor an efficient catalyst that
bound the substrate weakly or tightly in the ground-state
ES complex. Does an enzyme, in its most abundant form
in solution, combine with the substrate in its most
abundant form in solution?


It is evident from Scheme 1 that very tight binding of
the substrate would detract from the catalytic power of an
enzyme, since the value of Ks (the dissociation constant
of the ES complex in its ground state) needs to be large
relative to Ktx (the dissociation constant of the enzyme
complex with the altered substrate in the transition state)
if the enzyme is to enhance the rate of reaction. In an
extreme case, if an enzyme were to bind its substrate as
tightly in the ES complex as in ES


z
, there would be no


catalysis at all. In a less extreme case, if ground-state


binding were so tight that the dissociation constant of ES
was exceeded by the concentration of the substrate in
vivo, the rate of reaction would be unresponsive to
changing substrate concentrations, because it would be
operating at the kinetic bottleneck corresponding to
Vmax.7


If Scheme 1 indicates that binding should not be too
tight in the ES complex, it is of interest consider the other
extreme, in which an enzyme might bind its substrate as
weakly as possible. A change in that direction would
increase the value of kcat, but would increase the value of
Km to the same extent, so that the enzyme would be fully
active at higher concentrations of substrate than before. A
powerful counterargument to increasing the kinetic para-
meters, without limit, is suggested by the fact that
catalysis depends on an enzyme’s ability to discriminate
between two species (S and S


z
) that resemble each other


closely except with respect to a difference in one or two
bond angles or distances. The magnitude of that power of
binding discrimination is already so remarkable that there
would seem to be no advantage in making the task even
more difficult. That very difficulty probably explains why
arrangements that approximate bimolecular collision
appear to be so rare, and why Km values have usually
been found to exceed the concentration of the substrate in
vivo by only a small factor.


AVID COMBINATION WITH AN ACTIVATED
FORM OF THE SUBSTRATE?


There appears to be nothing in the formalism of Scheme 1
that would contradict the possibility that an enzyme
might combine avidly with a rare, or activated,
species of the substrate (S0), rather than with the form
of the substrate that is most abundant in solution (S)
[Scheme 1(B)]. It would only be necessary to postulate
that an enzyme’s apparent affinity for ordinary forms of
the substrate actually represents the product of an un-
favorable equilibrium constant for conversion of S to S0,
multiplied by a favorable equilibrium constant for the
binding of S0. Might S0 be the actual species with which
an enzyme combines, most of the time, and might S0


actually approach S
z


in structure and energy in some
cases?


Some substrates have been shown to undergo appreci-
able changes in carbonyl stretching frequency or 13C
chemical shift when they are bound by triosephosphate
isomerase8 or citrate synthase.9 No such changes are
observed when products are bound by cytidine deam-
inase or adenosine deaminase.10 From these examples,
one gains the impression that substrates may or may not
be bound as rare species. However, these observations fail
to indicate whether a rare species of the substrate might
be required for productive encounter with the enzyme,
because they refer to the situation after binding equili-
brium has been established.


Scheme 1. Equilibria that accompany catalysis (A) for com-
bination of an enzyme with the usual form of the substrate
in the ground state and (B) for combination of an enzyme
with a rare or activated species of the substrate. In case (B), E
must combine with S (not S0 or S


z
) if kcat approaches the limit


imposed by diffusion of the enzyme and substrate in solution
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The very speed at which enzymes work may hold the
key to an understanding of whether a rare species of the
substrate (or the enzyme) is required for successful
encounter. For most enzymes operating under physiolo-
gical conditions, the concentration of the substrate is
subsaturating, enabling the rate of substrate transforma-
tion to respond to changing substrate concentrations. The
rate of product formation by an enzyme is then described
by the second-order rate constant kcat/Km. An upper limit
for kcat/Km is set by the second-order rate constant for
encounter between an enzyme and a substrate in solution,
which is probably in the neighborhood of 109 s�1


M
�1 in


most cases.11 Hence it is of interest to inquire whether
enzymes appear to be efficient by that criterion. Such a
property would be hard to understand if successful
encounter required a form of the substrate or the enzyme
that was not reasonably populous.


At the time when this argument was advanced,12 only
five values were available for kcat/Km. Not all of those
were well established, and considerable progress has
been made since 1974. Table 1 presents some values of
kcat/Km that had been reported in the literature as of mid-
2003. Also included is information about the physical
significance of kcat/Km, as inferred from the observed
effects of viscosogenic agents on kcat/Km. These catalytic


efficiencies are seen to cluster in the range between 105


and 109
M


� 1 s� 1, with a mean value in the neighborhood
of 107


M
� 1 s�1 Many of the higher values apply to


reactions for which kcat/Km has been shown to be diffu-
sion-limited, whereas the lower values tend to refer to
reactions in which kcat/Km is not diffusion-limited.


These large second-order rate constants, which allow
reactions to proceed at useful rates at the limited con-
centrations (<10�5


M) at which enzymes are present
within the cell, suggest that enzymes tend to combine
productively with forms of the substrate whose free
energies approach the free energies of those forms that
are most abundant in solution. The same argument
applies to form of the enzyme that leads to reaction:
thus, productive combination tends to involve forms of
the enzyme that are both abundant in solution and
accessible to the substrate.


These arguments against participation of rare species
(of either the enzyme or the substrate) are, of course, only
appropriate for reactions of the types shown in Fig. 1,
whose kcat/Km values approach the diffusion limit. Nor do
they imply that distorted forms of the substrate (such as
S0) may not be present in the ES complex a moment after
they combine. To choose any one of those distorted
species as representing the ‘typical’ structure of ES


Figure 1. Logarithmic scales illustrating the range of rate constants observed for uncatalyzed reactions in water (knon) and for
some reactions taking place at the active sites of enzymes (kcat/Km) from Table 1
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complex, however, would seem to be as arbitrary as to
choose any other point along the rising limb of the free
energy diagram that describes the progress of the en-
zyme-substrate complex toward the transition state.


The openness of the active site to substrate access, as
implied by the occurrence of these reactions at nearly
diffusion-controlled rates, is of interest in connection
with the recurring observation that enzyme active sites
tend to surround the altered substrate in the transition
state (or its analogue) so completely that it becomes
completely inaccessible to solvent, before relaxing to
release the product (Fig. 2). That scenario, which max-
imizes the fleeting binding contacts between the enzyme
and the substrate in the transition state, is expected to
benefit catalysis if the cost in free energy of closing the
enzyme, relative to its open, native structure, is relatively
minor compared with the benefit from improved contacts
in the transition state. Later, the enzyme presumably
returns to its open state to release the weakly bound
product.11,49 When two substrates of similar inherent
reactivity are compared, the ‘better’ substrate is simply
the one for which the enzyme exerts a greater attraction in
the transition state. That specificity may be reflected in
Km (the case considered in Fischer’s lock-and-key hy-
pothesis) or in kcat, depending on the extent to which
bonding differences between the two substrates in the
transition state are already present in their respective
Michaelis complexes.50


HOW HIGH AN AFFINITY IS ACTUALLY
PRESENT IN THE TRANSITION STATE?


The very large apparent second-order rate constants (kcat/
Km) shown in Fig. 1 seem especially remarkable in view
of the rates at which some of these same reactions have
been found to take place spontaneously in water in the
absence of an enzyme (knon), shown in Fig. 1. The
hydrolysis of some glycosides and of phosphate ester
dianions, and the decarboxylation of amino acids and of
OMP, occur slowly on a geological, or even a cosmolo-
gical, time scale. In contast, the spontaneous hydration of
carbonic acid and the cis–trans isomerization of peptide
bonds occur rapidly even in the absence of an enzyme.


Figure 2 compares some of the values of kcat/Km in
Table 1, collapsed to to the same logarithmic scale as the
values of knon, and permits comparison of their numerical
ranges. A few reactions that are known to involve
covalently bound enzyme derivatives as intermediates
have been omitted from this comparison. These cases
require special treatment because there is a difference in
mechanism between the enzymatic and non-enzymatic
reactions.39 As Lienhard has suggested, an equilibrium
constant for ‘transition state interchange’ can be calcu-
lated, between an enzyme nucleophile and a model
nucleophile, can still be calculated from the second-order
rate constants for the two reaction.51 According to
Scheme 1, the ratio knon/(kcat/Km) provides an inverse
measure of the affinity which must be developed in the
transition state to explain the catalysis produced by the
enzyme. Because of the extreme variations in the rate of
biological reactions in the absence of enzymes (Fig. 1),
some reactions are very much more difficult to catalyze
than others. The range of transition-state affinities is
correspondingly enormous, and sub-yoctomolar (10�24)
affinities are achieved in several cases.


It is tempting to suppose that there must be some
simple explanation for the extraordinary affinities that
can be inferred from the values in Fig. 1. It is sometimes
suggested, for example, that covalent bonds may be
developed in the transition state. However, closer inspec-
tion reveals that covalent bonding is unlikely to provide
any recurring basis for unusual catalytic proficiency.
There is no sign that orotidine 50-phosphate decarbox-
ylase, for example, acts by forming a covalent intermedi-
ate, nor has any model reaction been discovered in which
an amino acid side-chain, or its analogue, has been found
to participate covalently in the decarboxylation of orotic
acid derivatives.52 Moreover, many instances are known
in which both covalent and non-covalent mechanisms are
found in enzymes (aldolases, kinases, proteases, glyco-
sidases, phosphate monoesterases) that catalyze essen-
tially the same reaction. The reactions catalyzed by
glycosidases and phosphatases are conspicuously diffi-
cult, but covalent and non-covalent mechanisms appear to
be about equally common among enzymes catalyzing
these two types of reaction. Conversely, one of the least


Figure 2. Free energy changes associated with an enzyme
reaction in which the active site opens to permit substrate
access and product egress, but closes to permit maximal
contact with the altered substrate in the transition state. The
free energies of ES and EP have been normalized. The free
energy of activation for reaction of ES is the sum of the free
energy of activation for reaction of S, plus the free energy of
distortion of the enzyme to its configuration in the transition
state, plus the free energy of formation of attractive inter-
actions between the distorted substrate and enzyme in the
transition state
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proficient enzymes (carbonic anhydrase) uses divalent
cations in much the same way as do enzymes of medium
(cytidine deaminase) and very high proficiency (fructose
1,6-bisphosphatase). Hence there is no obvious dichot-
omy of mechanisms among enzymes, whereby covalent
intermediates show a greater tendency to intervene in the
more difficult reactions.


Cofactors such as PLP, TPP, biotin, corrinoids and the
redox cofactors are often employed in difficult reactions,
but their presence changes the nature of the reaction to
such an extent that it differs fundamentally from that of
the reaction in the absence of the cofactor. Each of these
cofactors can really be considered a second substrate. If
one considers these as two-substrate reactions, one can
simply compare their rate constants on and off the
enzyme, and several reactions of this kind are currently
under investigation.53,54


Perhaps it may not be necessary to invoke extraordin-
ary forces of attraction to explain examples of very high
catalytic proficiency. In adenosine deaminase,55 mande-
late racemase,56 orotidine 50-phosphate decarboxylase20


and triosephosphate isomerase,57mutations of either the
enzyme or the substrate indicate that polar interactions
(including H-bonds) show great departures from additiv-
ity in free energy.58 The effects of ‘cutting’ either the
enzyme or the substrate in two and then comparing the
transition state binding affinities of the whole with those
of the pieces reveal connectivity effects whose magni-
tudes match and even exceed the the values roughly
estimated by Page and Jencks.59,60 So great is this
synergism that very high levels of transition-state binding
affinity may be within reach, using ordinary non-covalent
forces of attraction.
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ABSTRACT: The interaction of two relatively distant charged or dipolar groups was evaluated on 1,4-disubstituted
bicyclo[2.2.2]octane derivatives as the reaction energy of the isodesmic–homodesmotic reaction, in which this
derivative is formed from two mono derivatives. Energies of the individual compounds were calculated at the B3LYP/
6–311þG(d,p) level. All combinations of 12 common substituents were investigated, representing 78 reaction
energies in a 12� 12 data matrix. The behaviour of charged and dipolar substituents is considerably different.
Interaction with a charged group is described precisely (R> 0.997) by one parameter, essentially identical with the
standard inductive constant �I. Interaction of two dipolar substituents depends also on �I, but requires an additional
parameter, important particularly in the case of donor substituents (NH2, OH, Cl), less important to insignificant with
the others. It is significantly correlated with the electronegativity of the first atom. Alternatively, it can be evaluated as
a new parameter characterizing the substituent effect, say a new scale of group electronegativity different from the
suggested scales. With two parameters, the interaction of polar substituents is expressed with similar high precision
(R> 0.99) as with charged substituents and one parameter. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: bicyclooctane derivatives; electronegativity; inductive effect; substituent effect


INTRODUCTION


The inductive effect was explained in the classical
literature1 as a concept going through the whole of
chemistry : it describes how two atoms or groups within
a molecule influence each other when they are suffi-
ciently distant and not conjugated. It is best defined as a
change of any measurable quantity, most frequently the
ionization constant or rate constant, caused by a variable
substituent.2 Definitions referring to the electron density
or to other not observable quantities3 are less useful. The
fundamental feature is that the same groups exert propor-
tional effects on different properties and in different
molecules.2,4 The regular behaviour is expressed in the
inductive constants, denoted �I or �F and characterizing
the given substituent in any molecule and at different
conditions.2–4 This general concept has been retained in
more recent reviews,5 although some textbooks give it
less attention and mention it just in the case of dissocia-
tion constants.6 A popular picture concerns chloroacetic
acid (1) and describes the chlorine atom (‘substituent’) as
the initiator of the effect, i.e. of the change in electron


density; the carboxyl group functions only as a place
where the effect can be measured; sometimes it is
denoted as a ‘probe’. This point of view was explained
most clearly by Taft and Topsom.4e,7


This concept may be somewhat misleading and the
dissociation constants in solution are not the best quantity
on which the substituent effect can be measured. Even
though measurements in the gas phase are now availa-
ble,4e,8 the defect remains that the energy changes in the
acid molecule and in the anion are merged together. Their
separation was attempted9,10 by means of isodesmic
reactions,11 in which a disubstituted molecule is synthe-
sized from two monosubstituted molecules. It turned out
that the substituent effect is greater in the anion of
chloroacetic acid than in the acid 1 itself.9 It was also
suggested that presence of a charge is important for
regular behaviour in different series and for the existence
of empirical relationships.5a,9a,12 For this reason, attempts
to correlate reactivities and properties of uncharged
molecules met with little success : 12,13 the carboxylate
group does not function as a ‘probe’, it has greater effect
on the electron distribution than a dipolar substituent.
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In this work, we used the model in which the inductive
effect is defined on an equilibrium reaction, may be as its
equilibrium constant, reaction enthalpy or calculated
reaction energy. Our example is the isodesmic reaction
in Eqn (1).


This definition of the inductive effect5a,12 has a clear
physical meaning and can mean the substituent effect of
the group X on Y and also of Y on X, avoiding the
problem discussed above. 1,4-Derivatives of bicy-
clo[2.2.2]octane (2) have been used in many experimen-
tal2,4e,14 and theoretical19,15,16 studies. They have a
defined distance of substituents with exclusion of any
resonance; for this reason they were suggested several
times as the best model for defining the inductive
effect.2,14 A particular goal of this study was to investi-
gate both charged and uncharged groups by the same
method, and to seek for the differences.


Equation (1) is not only isodesmic but also homodes-
motic,17 hence the values of �1E can be calculated fairly
reliably. We used the DFT model at the B3LYP/6–
311þG(d,p) level. This level was previously found to
be adequate for the acidities of 4-substituted bicy-
clo[2.2.2]octane-1-carboxylic acids16 and of other mole-
cules of this size.10b,c


Studies of the inductive effect have often been focused
on the problem5,15a,18 of whether the effect is transferred
‘through space’ or ‘through bonds’. In our opinion,5a the
question is ill formulated and does not have a meaningful
answer. It will not be dealt with here.


RESULTS AND DISCUSSION


Conformation and comparison with experiments


The substituent inductive effect in 2 is expressed here by
the calculated reaction energies �1E collected in Table 1.


Let us first add the following remarks concerning their
reliability. For comparison with experiments, our pre-
vious study16a is deciding, restricted to ionization of 4-
substituted bicyclo[2.2.2]octane-1-carboxylic acids, Eqn
(2). It reproduced the experimental gas-phase acidities14b


with the standard deviation s¼ 1.1 kJ mol�1, comparable
to the experimental uncertainty. This experience was
observed several times : the reaction energies �E, i.e.
electronicþ nuclear energies calculated at a level as here,
can be directly compared with �Gg(298) of the isodes-
mic reaction.12 Calculations of the zero-point energy,
�H(T) and �S according to the standard programs,
resulted mostly in insignificant changes10b,16a and did
not improve the agreement with experiments; sometimes
this was even worsened.10c


With the basicities of 1-aminobicyclo[2.2.2]octanes,
an effective comparison is not possible since only three
experimental values are available : 14c the standard devia-
tion s¼ 2.0 kJ mol�1 has little significance. In our opi-
nion, the calculated �1E are as reliable as any values
based on the experimental gas-phase ionization and better
than would be any �fH


� based on the enthalpies of
combustion.


Several compounds of our set can exist in two con-
formations whose energies are usually very close. Let
us quote the most noticeable cases : 1,4-dihydroxy-
bicyclo[2.2.2]octane exhibits two local energy minima
in the staggered conformations 2A and 2B, which may
be denoted as sp and ac, respectively (the standard
nomenclature, sp, ac, etc., is here slightly extended,
treating the axis C1 � � �C4 as it were a bond). The
calculated energy difference �E¼ 0.43 kJ mol� 1 pre-
dicts their population as 30 : 70 (chiral 2B is populated
twice); the equilibrium conformer mixture has an effec-
tive enthalpy higher than the minimum-energy confo-
rmer by ��H � ¼ 0.13 kJ mol� 1. For the analogous


ð1Þ


Table 1. Calculated energies �1E of the isodesmic reactions of 1,4-disubstituted bicyclo[2.2.2]ctanes, Eqn (1) (kJmol� 1)a


H CH3 CH2Cl COOH CN NO2 NH2 OH Cl COO� O� NHþ
3


H 0 0 0 0 0 0 0 0 0 0 0 0
CH3 0 0.09 0.12 0.21 0.31 0.33 0.34 0.44 0.47 �1.79 �2.52 �0.94
CH2Cl 0 0.12 0.17 1.77 3.42 5.06 0.90 1.82 2.56 �14.57 �18.94 13.41
COOH 0 0.21 1.77 1.46 4.33 4.44 0.98 1.75 3.23 �15.55 �19.96 15.94
CN 0 0.31 3.42 4.33 9.15 9.96 1.64 3.36 6.67 �32.75 �42.35 40.98
NO2 0 0.33 5.06 4.44 9.96 11.62 2.30 4.51 7.91 �35.25 �45.97 45.68
NH2 0 0.34 0.90 0.98 1.64 2.30 0.86 1.24 1.66 �5.66 �7.33 5.16
OH 0 0.44 1.82 1.75 3.36 4.51 1.24 2.34 3.23 �10.83 �13.98 14.31
Cl 0 0.47 2.56 3.23 6.67 7.91 1.66 3.23 5.69 �23.62 �31.32 27.91


COO� 0 �1.79 �14.57 �15.55 �32.75 �35.25 �5.66 �10.83 �23.62 210.72 243.31 �265.29
O� 0 �2.52 �18.94 �19.96 �42.35 �45.97 �7.33 �13.98 �31.32 243.31 284.89 �310.58
NHþ


3 0 �0.94 13.41 15.94 40.98 45.68 5.16 14.31 27.91 �265.29 �310.58 313.62


a Based on the calculation at the B3LYP/6–311þG(d,p) level, Ref. 16 and this work; some values in Ref. 16a were slightly corrected.


ð2Þ
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conformations of 1,4-bis(chloromethyl)bicyclo[2.2.2]oc-
tane we calculated �E¼ 0.90 kJ mol� 1, population
26 : 74, ��H � ¼ 0.23 kJ mol� 1.


1,4-Dinitrobicyclo[2.2.2]octane prefers conformations
with one N—O bond flanked with one C—C bond, 2C
(sp) or 2D (sc); �E¼ 0.51 kJ mol� 1, population 29 : 71,
��H � 0.15 kJ mol� 1. Similar conformations are possi-
ble for the dianion of bicyclo[2.2.2]octane-1,4-dicar-
boxylic acids. In calculating the substituent effects, i.e.
energies of the isodesmic reaction in Eqn (2), we used
energies of the most stable conformer given in Table 2,
instead of the energies of the equilibrium mixture. In this
conception, we are dealing with the idealized substituents
not with real compounds at a finite temperature. How-
ever, the difference between the two conceptions is
minute and cannot spoil any of the following conclusions
since the conformers differ little in their energy and are
almost equally populated, as seen on the above examples.


Difference between charged and dipolar
substituents


The reaction energies �1E of the isodesmic reaction in
Eqn (1) obtained in this and previous16 work are collected
in Table 1. This source matrix is symmetrical, has the
dimensions 12� 12 and contains 78 independent items.
As expected, �1E is greater when one substituent is
charged (COO�, O�, NHþ


3 ), and much greater when
both substituents are charged. When both substituents
are dipolar, �1E exceeds only exceptionally 10 kJ mol� 1


and is always positive (destabilizing). In the case of
charged substituents, the sign of �1E depends on the
charge and is in accord with the laws of electrostatics.


The most remarkable finding is probably the relatively
great absolute value of �1E for dipolar substituents. This
finding is in contradiction with the common procedure of
estimating the enthalpies of formation �fH


�, which are
calculated by an additive scheme from group contribu-
tions.19 If �1E of Eqn (1) were represented as a sum of
four �fH


� values and these were calculated as a sum of
group contributions, the results would be �1E¼ 0 for any
substitution. Even the recent, very detailed system of
group contributions including some specific corrections19


would give this result. The explanation is on the one hand
in the lower precision of the additive relationships


(� 4 kJ mol� 1 for 50% of compounds19) on the other
in the selection of compounds : the majority of the
experimental enthalpies of formation concern hydrocar-
bons and their mono derivatives; interaction of polar
groups has rarely been investigated. For instance, the
destabilizing interaction of two electron-attracting groups
in four 1,4-disubstituted benzenes20 is of the same order
of magnitude as our �1E for the same substituents.


The different behaviour of charged and dipolar sub-
stituents was confirmed by principal component analysis
(PCA). When applied to the whole of Table 1, PCA
requires two components : the first explains 94.2% of the
total variance and the second 5.6%. Although this result
could be considered satisfactory, the PCA loadings and
the correlation matrix reveal that the set is not homo-
geneous and should be divided into two subsets : one
containing compounds with at least one charged substi-
tuent and the other only those with dipolar substituents.
These sets are shown in Table 1 by the two boxes and will
be treated separately in the following two sections.


Table 2. Calculated energies of some 1,4-disubstituted
bicyclo[2.2.2]octanesa


Substituents


X Y Conformation E (a.u.)


CH3 CH3 �392.0251395
CH3 CH2Cl �851.6479692
CH3 CN �444.9649570
CH3 NO2 O sp to one CH2 �557.2672121
CH3 NH2 NH2 pyramidal �408.0692362
CH3 OH �427.9456874
CH3 Cl �812.3288917
CH3 O� �427.3406624
CH3 NHþ


3 �408.4431068
OH CH2Cl ac �887.5680050
OH CN �480.8844785
OH NO2 (N)O sp to one CH2, �593.1863043


H sc to O
OH NH2 �443.9895781
OH OH ac (2B) �463.8656482
OH OH sp (2A) �463.8654945
OH Cl �848.2485234
OH O� �463.2657117
OH NHþ


3 �444.3579833
NH2 CH2Cl NH2 pyramidal, Cl ac to(N)H �867.6918669
NH2 NO2 O sp to one CH2, both (N)H �573.3106554


sc to O
NH2 NH2 both NH2 pyramidal, �424.1132340


mutually ac
NH2 O� �443.3866894
NO2 NO2 sc (2D) �722.5050788
NO2 NO2 sp (2C) �722.5048835
COOH COOH each——O sp to one CH2, the �690.6358383


two OH ac
COOH COOH each——O sp to one CH2, �690.6355050


the two OH ap
COOH COO� ——O sp to one CH2, �690.0843723


COO� sc
COO� COO� sc (similarly as in 2D) �689.4402486


a Calculation at the B3LYP/6–311þG(d,p) level.
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Charged substituents—the classical inductive
effect


When one substituent is charged, the data matrix con-
tains only 3� 12 items (see Table 1), but the results
obtained are significant since the correlation is very
close : one component explains 99.98% of the variance.
This component is essentially identical with the classi-
cal term of the inductive effect and correlates closely
with its other scales,2 denoted �I or �F. An example is
given in Table 3, line 1. Similar results were obtained
previously4 and a set of inductive constants was ad-
vanced, derived only from the acidity of 4-substituted


bicyclo[2.2.2] octane-1-carboxylic acids.16a In order to
obtain the possibly most precise set, we used the above
component derived from the three series and transferred
it by a linear transformation into the standard scale2 of
�I. Our values are listed in Table 4, column 2. We do not
claim that they are generally better than the standard
scales, but they are certainly free of solvent effects and
more appropriate for energies of isolated molecules. We
applied them first, according to Eqn (3), to the three
reaction series from which they were derived as mean
values :


�1E ��1E
� ¼ �I�I ð3Þ


Table 3. Correlations of substituent effects in 1,4-disubstituted bicyclo[2.2.2]octanes


Response Explanatory
No. functiona variables bb Rc sc Nc


1 �I (this work) �I (Ref. 4e) 1.00 (6) 0.9856 0.014 9
2 �E[COO�] �I (this work) �52.8 (8) 0.9992 0.55 9
3 �E[O�] �I (this work) �68.7 (11) 0.9991 0.74 9
4 �E[NH3


þ] �I (this work) 69.7 (21) 0.9969 1.43 9
5 �G Quind �I (this work) 82 (4) 0.9870 2.97 12
6 �E BCPe �I (this work) �78 (3) 0.9945 2.15 9
7 �E[CN] �I (this work) 14.9 (3) 0.9987 0.19 9
8 �E[NO2] �I (this work), �(1) 16.2 (5), 1.0 (3)f 0.9972 0.35 9
9 �E[COOH] �I (this work) 6.7 (4) 0.9900 0.25 9


10 �E[CH3] �I (this work), �(1) 0.21 (9), 0.33 (6) 0.9448 0.062 9
11 �E[CH2Cl] �I (this work) 6.6 (10) 0.9276 0.68 9
12 �E[Cl] �I (this work), �(1) 10.7 (3), 1.00 (17) 0.9984 0.18 9
13 �E[OH] �I (this work),�(1) 5.28 (20), 1.03 (12) 0.9968 0.13 9
14 �E[NH2] �I (this work), �(1) 2.44 (13), 0.62 (8) 0.9945 0.085 9
15 �*(this work) �(1) (Ref. 21b) 1.10 (14) 0.9506 0.15 9
16 �E[dipolar] Eqn (5) 24.6 (4), 1.01 (12) 0.9954 0.29 45
17 �E[dipolar] Eqn (6) 25.3 (6) 0.9876 0.46 45
18 �E[all] Eqn (5) 14.90 (17), 2.8 (5) 0.9955 1.41 72
19 �E[all] Eqn (6) 15.02 (21) 0.9934 1.69 72


a The invariable substituent within the given series is given in square brackets.
b Regression coefficients with their standard deviation in parentheses.
c Correlation coefficient R, standard deviation from the regression s and number of data N.
d Basicity of 4-substituted quinuclidines.3
e Acidity of 3-substituted [1.1.1]bicyclopentane-1-carboxylic acids.15a


f The second term is significant only at the level �¼ 0.05.


Table 4. Substituent parameters


Substituent �I (this work) �I (Ref. 4) �* (this work) �(1) (Ref. 21b) �(Ref. 22)


H 0 0 2.20 2.20 2.176
CH3 0.019 0.00 2.59 2.55 2.472
CH2Cl 0.248 0.22a 2.39 2.55 2.538
COOH 0.271 0.24 2.53 2.55 2.824
CN 0.608 0.60 2.18 2.55 3.204
NO2 0.664 0.65 2.86 3.04 3.421
NH2 0.096 0.14 3.14 3.04 2.992
OH 0.205 0.30 3.47 3.44 3.494
Cl 0.435 0.45 3.16 3.16
COO� �3.774 2.779
O� �4.398 3.194
NHþ


3 4.674 3.711


a Refers to the substituent CH2F.
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In this application of the Taft equation, Y is constant in
each series, �1E


� refers to the compound with X¼H and
should equal zero with the statistical uncertainty; the
proportionality constant �I is different for each series. As
expected, very tight correlations were obtained (Table 3,
lines 2–4), not usual in correlations of solution reactiv-
ities. In the literature, two reaction series with calculated
data were found : �G �(298) of the basicities of 4-
substituted quinuclidines4d (model CBS-4M) and �H
of the acidities of 3-substituted [1.1.1]bicyclopentane-1-
carboxylic acids15a (model MP2/6–311þþG**//B3LYP/
6–311þG*) yielded a close fit (Table 3, lines 5 and 6).
The somewhat worse result in the former case may be
partly due to a different theoretical model; nevertheless, it
is still excellent compared with common correlations in
solution.


The general validity of the inductive effect was thus
confirmed, provided that it is restricted by the presence of
one charged group. One can also confirm Charton’s
statement2a that the inductive effect is a ‘pure’ effect in
the sense that it is observed unchanged in various reaction
series.


Interaction of dipolar substituents


The data matrix for dipolar substituents has dimensions
8� 9 with 36 independent items. PCA would require
three components explaining 90.7, 7.3 and 1.3% of the
total variance, respectively. The first component is again
tightly correlated with �I (R¼ 0.971). The results are
somewhat impaired by several high values in the correla-
tion matrix (for instance, of the two series with the
constant substituent COOH on the one hand and NO2


on the other). In order to eliminate the inductive effect
and to detect clearly the additional effects, we combined
PCA with linear regression. Each series was correlated
with �I and the inductive effect was subtracted. The
residual matrix obtained was subjected to PCA. The first
component obtained was then systematically examined
whether it is related to known parameters : polarizabil-
ity4c,e ��, resonance constants2a �R, electronegativity21


�, electronegativity parameter3c ��, group electronega-
tivity22 � or �, steric parameters, molar refraction and
several parameters derived from NMR data.21c,23 Most
remarkably, a correlation was found only with the elec-
tronegativity of the first atom of the substituent, denoted
here �(1). From various values of � those of Allred21b


gave the best fit but differences are very small. Hence we
correlated our �1E for dipolar substituents according to
Eqn (4) for the individual series :


�1E ��1E
� ¼ �I�I þ ��ð1Þ ð4Þ


Correlations were excellent (Table 3, lines 7–14); for
only two series, Y¼CH2Cl and Y¼CH3, were they
somewhat worse. The second term in Eqn (4) was very


highly significant in the series Y¼NH2, OH, Cl and CH3


(significance level �< 0.001, F-test), less for Y¼NO2


(�¼ 0.05) and insignificant for Y¼CN, COOH or
CH2Cl.


In our opinion, the results prove conclusively that
interaction of two polar groups is not only weaker but
also more complex than interaction involving charged
groups. The inductive effect expressed by the constant �I


remains important and describes satisfactorily the sub-
stituent effect when one of the substituents is strongly
polar. With less polar groups, an additional effect can be
observed, the nature of which is not easy to understand.
When it is controlled essentially by the first atom of the
substituent (say by its electronegativity), this is in contra-
diction with the distance of the substituents in our model
compounds 2. However, the statistical proofs are firm. We
have still recalculated our first component only from the
four series where this term was significant and rescaled it
to be comparable to the common scales of �. The
resulting values are denoted �* and are given in Table 4,
column 4. In Fig. 1 they are plotted against �(1). The
correlation is evident (Table 3, line 15); nevertheless, �*
seems to be slightly influenced also by the second atom of
the substituent. We cannot suggest �* values as a prefer-
able scale of group electronegativity but they are certainly
comparable to other scales22,23 and possibly better physi-
cally based. In no case do we suggest �* as a new scale of
substituent parameters since they were calculated in a
complex way and their uncertainty is difficult to estimate.
We only feel ourselves obliged to report the values in
order that they could be tested on other model systems.


Note that fundamental differences between charged
and dipolar substituents were already anticipated on the
basis of solution reactivities but under these conditions
the behaviour of charged groups was more complex.24


General relationship


Both Eqn (1) and the data matrix (Table 1) are symme-
trical with respect to the substituents X and Y. It follows


Figure 1. Comparison of the group electronegativities �*
determined from Eqn (1) with the standard electronegativ-
ities of the first atom of the substituent �(1) 21b
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that the substituent effect can be described generally by
one symmetrical relationship, Eqn (5). The general sym-
bol � can mean either the electronegativity of the first
atom, �(1), or the group electronegativity derived here,
�*.


�1EðXYÞ ��1E
�


¼ A�IðXÞ�IðYÞ þ B½�ðXÞ � �ðHÞ�½�ðYÞ � �ðHÞ� ð5Þ


Equation (5) was applied first for dipolar substituents
only. When using the constants �(1) an excellent fit was
achieved (Table 3, line 16) and was not improved with
�* : any advantage of our specialized constants is not
evident in the broad context. Particularly important is the
comparison with the simpler Eqn (6) (Table 3, line 17) :
the second term in Eqn (5) is significant at �¼ 10�6 (F-
test).


�1EðXYÞ ��1E
� ¼ A�IðXÞ�IðYÞ ð6Þ


When Eqns (5) and (6) are applied to the whole set,
including charged and dipolar substituents, the values of
�(1) for the charged substituents may be taken as for the
first atom or simply as equal to zero. We chose the second
possibility but there is practically no difference. The
results of correlation are somewhat less definite but
remain highly significant (Table 3, lines 18 and 19). At
first sight, one could be satisfied with Eqn (6) since the fit
is controlled by the charged substituents. However, the
second term in Eqn (5) is still significant at �¼ 10�6. The
importance of the electronegativity term is also seen very
clearly from the contribution to the explained variance.
When Eqn (5) is applied only to dipolar substituents, the
single term with �I explains 97.5% of the total variance
and the added term with �(1) a further 1.6%; 0.9%
remains unexplained. This might be seen as an apparent
contradiction to the F-test and one could conclude that
the simple Eqn (6) is sufficient within the common
accuracy of the empirical relationships. The figures
may appear to be still more convincing when extended
also to charged substituents : 98.7% explained by �I,
0.9% by �(1) and 0.9 unexplained. However, the results
change dramatically when we focus attention on a single
reaction series, for instance with Y¼NH2 (Table 3, line
14). Then �I explains 87.5% of the variance, �(1) 10.4%
and 1.1% is unexplained; hence �(1) is inevitable in
describing the reactivity. We conclude that the interaction
of dipolar groups is insufficiently described by the
inductive effect and in the case of slightly polar groups
still another mechanism is operative. It is connected with
electronegativity, whatever the exact meaning of this
word may be.


CONCLUSIONS


Our results were obtained on only one set of model
compounds but their structure was the possibly most


advantageous with respect to the common definition of
the inductive effect—remote substituents, fixed geome-
try, no multiple bonds, thermodynamically defined prop-
erty. It has been proved that the interaction of two polar
groups is not negligible even at a relatively large distance
(five bonds). The classical inductive effect is observed
when one of the interacting groups is charged or at least
strongly polar (CN, NO2) : then the substituent effect can
be described by one parameter, very generally and with
high precision. Interaction of less polar groups (OH, NH2,
Cl) depends also on the inductive effect but in addition on
another parameter, which has some relation to the not
well-defined concept of electronegativity. We evaluated
this parameter as a possible scale of group electronega-
tivity (�*) but do not give much significance to it.
Instead, we used the standard value of � of the first
atom of the substituent as sufficient [�(1)]. All these
results concerns charged or dipolar substituents and are
evidently connected with the charge distribution within
the molecule. Effects of non-polar groups (alkyls) are
small and correlated less precisely by the above equa-
tions. In the overall picture of substituent effects they
would appear merely as noise and will require a separate
investigation.


CALCULATIONS


The DFT calculations at the B3LYP/6–311þG(d,p) level
were performed according to the original proposal25


using the standard program.26 No symmetry conditions
were presumed. All energy-optimized structures were
checked by vibrational analysis. The minimum-energy
conformations and calculated energies are given in
Table 2 and reaction energies of the isodesmic reaction
in Eq (1) in Table 1.
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ABSTRACT: We present results derived from vibrational Hessians calculated for the reactant complex, transition
structure and product complex of the rearrangement of chorismate to prephenate under different conditions. The AM1
semiempirical MO and B3LYP/6–31G* density functional methods were employed for calculations in vacuum,
whereas a hybrid QM/MM method AM1/CHARMM/TIP3P was used for calculations in water and within the active
site of B. subtilis chorismate mutase. Kinetic and equilibrium isotope effects and entropies of activation and reaction
were investigated as a function of the increasing size of the Hessian, as the system is expanded to include not only the
atoms of chorismate/prephenate itself but also an increasing number of surrounding water molecules (up to 99) or
active-site residues (up to 225 atoms). Primary 13C and 18O isotope effects are not sensitive to the size of the
Hessian, but secondary 3H–C5 and 3H2–C9 effects require the inclusion of at least those atoms directly involved in
hydrogen bonds to the substrate or, better, a complete first solvation shell or cage of active-site amino acid residues.
Pauling bond orders for the breaking CO and making CC bonds are remarkably similar for the transition structures in
all three media. Relaxed force constants for stretching of these bonds (which allow meaningful comparisons to be
made along a reaction path) give a significantly different picture of the bonding changes in the transition structures.
The ratio of logarithms of kinetic and equilibrium isotope effects does not agree with measures of transition-state
structure derived from Pauling bond orders or from relaxed force constants. There is no simple relationship between
kinetic isotope effects and transition-state structure for this Claisen rearrangement. The calculated vibrational
entropy of activation for the enzymic reaction agrees well with an experimental value for E. coli chorismate
mutase. Vibrational entropy reduces the free energy barrier for the catalysed reaction by about 1 kJ mol�1 at 333 K.
Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: enzyme catalysis; transition state; solvation; isotope effects; relaxed force constants; vibrational entropy;


cut-off rule; QM/MM Hessian


INTRODUCTION


In 1971, Page and Jencks pointed out1 that the increased
rates for intramolecular reactions as compared with
intermolecular reactions in solution are due to the losses
of translational and rotational entropy involved in the
latter; large ‘effective molarities’ in enzyme-catalysed
reactions could be rationalized in terms of these entropy
changes. The entropically unfavourable association of an
enzyme with its substrate is offset by a reduction in the
free energy of binding of the complex from its intrinsic
enthalpy of binding to the observed value. The intramo-


lecular enzymatic reaction then proceeds with a free
energy of activation that is reduced with respect to the
intermolecular non-enzymatic reaction, since the adverse
entropic component has already been ‘paid for’.2 A
recent review of enzyme action described3 this work as
‘a milestone in enzymology of comparable importance to
the role of quantum mechanics in chemistry’.


While not denying the truth of the insights provided by
the Page and Jencks analysis, one may query their
assumption that vibrational entropy changes do not con-
tribute significantly. The example originally considered
was cyclopentadiene dimerization, a reaction for which
the entropy of activation is almost identical with the
entropy for formation of the covalently bonded adduct
(i.e. the transition state is very tight). Similarly, the mole-
cules employed by physical organic chemists to account
for the large rate enhancements characteristic of enzyme-
catalysed reactions tend to be small, light and rigid.
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A typical model designed to illustrate intramolecular
reactivity juxtaposes two reacting groups attached by
strong covalent bonds to a small, rather rigid ring sys-
tem.4 Such a molecule would possess little vibrational
entropy in the first place, and would therefore neither gain
nor lose much on going to its transition state. In dramatic
contrast, enzymes are large, heavy and floppy molecules
and possess many very low-frequency entropy-rich
modes of vibration.5


In 1974, Cook and McKenna suggested the potential
importance of vibrational activation entropy in enzyme
catalysis.6 They hypothesized that alteration in bonding
between an enzyme–substrate complex and its transition
state could affect many vibrational modes, in such a way
as to decrease the magnitude of low-frequency modes in
the latter, which could lead to a significant positive
change in vibrational entropy. However, at that time it
was simply not possible to perform meaningful calcula-
tions of vibrational frequencies for the Michaelis com-
plex and transition state of an enzymatic reaction. Hence
the possible role of vibrational activation entropy in
enzymatic catalysis has never been properly assessed.


Advances in computer hardware and software now
make it feasible to perform the necessary calculations
to assess the hypothesis outlined above. As the first stage
of a larger program of research aimed at evaluating
contributions from vibrational activation entropy to cat-
alysis, this paper presents results of calculations based
upon consideration of harmonic vibrational frequencies
for subsets of atoms within a larger system. We consider
vibrational Hessians calculated for the reactant complex
(RC), transition structure (TS) and product complex (PC)
of the rearrangement of chorismate to prephenate
(Scheme 1) under different conditions, namely the gas-
eous phase, aqueous solution, and within the active site of
B. subtilis chorismate mutase (BsCM). Reaction path-
ways and free energy profiles,7 and kinetic isotope effects
(KIEs),8 for these rearrangements have been computed
by means of a hybrid quantum-mechanical/molecular-
mechanical (QM/MM) method. This is one of the few
examples of an enzyme that catalyses a pericyclic reac-
tion: the concerted Claisen rearrangement proceeds
through a chair-like TS with asynchronous cleavage of a
carbon–oxygen bond (C5O7) and formation of a carbon–
carbon bond (C1C9). Although chorismate mutase is
probably not an enzyme that might be expected to
manifest any particularly noteworthy effects in respect
of McKenna’s hypothesis, nonetheless this study serves


several purposes, not least that it provides a first example
of this type of vibrational analysis.


A second purpose for the present study was to provide
a re-assessment of the ‘cut-off rule’ for calculations of
KIEs and equilibrium isotope effects (EIEs). Wolfsberg
and Stern9 noted that it was possible to leave out parts of a
large molecule without significantly affecting the value of
a calculated KIE or EIE, provided that (1) the tempera-
ture was around room temperature, (2) the omitted atoms
were more than two bonds distant from the position(s) of
isotopic substitution where force constants changed on
going from RC to TS and (3) the force constants for that
portion of the molecule retained were correct (i.e. the
same as they would be in the whole molecule without the
cut-off).10 Melander and Saunders discussed the practical
usefulness of this simplification, as a means by which to
reduce the computational cost of isotope-effect calcula-
tions, but added a wise precautionary note that the cut-off
procedure would be valid only if it were justifiable to
ignore the influence of medium effects on the isotope
effect.11 We now present results from calculations desi-
gned to investigate exactly this point.


A third purpose for this work was to examine the
relationship between KIEs and TS structure. It has been
commonly assumed that such a relationship exists;12 for
example, the ratio of (the logarithms of) a secondary KIE
and EIE is often considered as a measure of progress of
the TS along the reaction coordinate between RC and
PC.13,14 However, some doubt has recently been cast
upon the generality of this relationship on the basis of
ab initio molecular orbital (MO) calculations for deuter-
ium15 and heavy-atom16 KIEs for E2 elimination. Most
correlations between isotope effects and structure focus
solely upon aspects of geometric structure, for example
changes in bond length or bond angle, and most discus-
sions of the non-synchronous or asymmetric character of
pericyclic reactions, such as Claisen rearrangements,
involve comparisons of bond lengths or derived Pauling
bond orders.17 However, bearing in mind that the three
parameters necessary to define a Morse curve (as a model
for a chemical bond) are the well depth, the equilibrium
distance and the force constant at the energy minimum,
an equally valid measure of TS structure is provided by
changes in bond stiffness.


Relaxed force constants provide a physically mean-
ingful way to compare the stiffness of bonds within a
system undergoing chemical change, avoiding the ambi-
guities associated with conventional force constants in
the presence of redundancies among the valence coordi-
nates used to describe the bonding.18,19 By consideration
of the changes in the relaxed force constants for stretch-
ing of the making and breaking CC and CO bonds
along the reaction coordinate for the rearrangement of
chorismate to prephenate, we therefore have an indepen-
dent measure of the degree of asymmetry and the tight/
loose character of the TS. Relaxed force constants
derived from Hessians computed for the rearrangementScheme 1
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of chorismate to prephenate in vacuum, water and the
active site of BsCM are compared with computed KIEs
and EIEs (secondary 3H and primary 13C and 18O) to
provide complementary insight to that afforded by con-
sideration of bond lengths or bond orders.


COMPUTATIONAL METHODS


Gas-phase calculations were carried out with the AM1
semiempirical MO method20 and the B3LYP/6–31G*
level21 of DFT using the Gaussian 98 package of pro-
grams.22 Hessian matrices of second derivatives of en-
ergy with respect to Cartesian displacements were
evaluated analytically. QM/MM calculations in solution
were carried out using the CHARMM24b223 and
GRACE24 programs. The diaxial conformer of the
chorismate/prephenate QM system (24 atoms) was trea-
ted by AM1 and surrounded by a box of 711 water
molecules described by non-rigid TIP3P empirical
potentials25 (note that CHARMM contains a modified
TIP3P potential that includes intramolecular terms).
Hessians were computed numerically for specified sub-
sets of atoms of RC, TS and PC optimized as previously
described:7,8 those considered included 0, 11, 20, 31, 46,
60, 71, 80 and 99 water molecules selected by a distance
criterion from the solute [Fig. 1(a)]. The largest Hessian
was therefore of dimension 963� 963. It is important to
recognize that in every case the Hessian was computed
using full QM/MM gradient vectors for the entire system.


QM/MM calculations for the BsCM enzyme
(Protein Data Bank ID code 1COM)26 complex with
diaxial chorismate substrate were performed with
CHARMM24b2 and GRACE. The QM region, treated
by AM1, comprised the substrate only, while the MM
region comprised the enzyme trimer plus crystallization
and solvation water molecules (5654 enzyme atoms plus


3835 non-rigid TIP3P water molecules). Again the
Hessians were computed numerically for specified subsets
of atoms of RC, TS and PC optimized as previously
described.7,8 The smallest subset comprised the QM
atoms of the substrate alone; in the larger subsets, amino
acid residues were selected by a distance criterion from
the substrate, such that the whole residue was included if it
contained a single atom within a certain distance of any
atom of the substrate. The largest Hessian contained a
total of 13 residues (four arginines, two alanines, two
cysteines, threonine, valine, glutamic acid, leucine and
phenylalanine) and an active-site water molecule, together
with the substrate [Fig. 1(b)], and was of dimension
747� 747. Again, in every case the Hessian was com-
puted using full QM/MM gradient vectors for the entire
system.


KIEs and EIEs were evaluated from the optimized
geometries and computed subset Hessians using our
CAMISO program.18 Unwanted contamination by spur-
ious translational and rotational contributions, which give
rise to small non-zero frequencies for translational and
rotational motion, were eliminated by a projection
method. The resultant pure vibrational frequencies for
isotopomeric species satisfied the Teller–Redlich product
rule, being entirely consistent with the masses and mo-
ments of inertia obtained from the molecular geome-
tries.27 This provides a stern and unambiguous test for the
correctness of the procedures employed in the isotope-
effect calculations. Partition functions were evaluated
with the harmonic-oscillator, rigid-rotor, ideal-gas appro-
ximations and were utilised within the standard semi-
classical transition-state theory of isotope effects.11


Hessians were transformed from Cartesian coordinates
to non-redundant internal coordinates. The latter com-
prised generally of a sub-set of bond stretches, angle
bends and torsions. Inversion of the non-singular matrix
of internal coordinates yielded the compliance constant


Figure 1. (a) Chorismate with 99 solvent water molecules included in largest Hessian for rearrangement in aqueous solution.
(b) Chorismate with active-site residues included in largest Hessian for rearrangement catalysed by B. subtitlis chorismate
mutase
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matrix, the reciprocals of the diagonal elements of which
are relaxed force constants. Relaxed valence force con-
stants were obtained by back-transformation of the com-
pliance matrix from non-redundant internal coordinates
to redundant valence coordinates.11 No scaling of force
constants was performed.


RESULTS AND DISCUSSION


Table 1 contains optimized bond lengths, Pauling bond
orders, and relaxed stretching force constants for the
breaking C5O7 and making C1C9 bonds in RC, TS and
PC in the three media. The Pauling bond order n(C � � �X)
for a C � � �X bond is given by n(C � � �X)¼ exp[(r1–rn)/c],
where r1 and rn are bond lengths for C—X bonds of
order 1.0 and n, respectively. Although a value of 0.3
for the coefficient c has been widely employed, we have
noted elsewhere that this value correlates to changes in
bond orders >1, due largely to changes in the degree of
�-bonding. A different value is more appropriate for
changes in bond order <1 which are largely due to
changes in the degree of �-bonding;28 there is support
for value of c¼ 0.6 as being more appropriate for bonds
with 0< n< 1.29 The C5O7 bond for RC and C1C9 bond
for PC in vacuum are taken to have n¼ 1.0 by definition
for the purposes of this study. The relaxed force constants
in water and enzyme are derived from the Hessians for
the largest systems considered.


Table 2 contains KIEs and EIEs calculated for the
rearrangements in the three media, together with the
mass-moment-of-inertia (MMI), excitational (EXC) and
zero-point energy (ZPE) factors. Four isotopic substitu-
tions are considered, corresponding to the effects pre-
viously calculated8 and which have been measured
experimentally for the enzyme-catalysed rearrangement:
k12/k13 at C5, k16/k18 at O7, kH/kT at C5 and kH=kT2


at C9.
For the sake of consistency, all isotope effect calculations
were carried out for a temperature of 333 K, correspond-
ing to the conditions of the experimental measurements
in aqueous solution. This temperature is significantly


higher than that used for experimental measurements of
the enzyme-catalysed rearrangement, but the purpose of
this paper is not to make comparisons of calculated
results directly with experiment but rather with calculated
results for different media.


Table 3 contains the calculated vibrational entropies of
activation and reaction at 333 K for the rearrangements in
the three media as evaluated for the differently sized
Hessians.


It has been noted previously that the B3LYP/6–31G*
method gives calculated KIEs (in vacuum) in very good
agreement with experimental values determined for the
Claisen rearrangement (in neat liquid) of allyl phenyl
ether and of allyl vinyl ether.17 In contrast, AM1 gives
poor KIE predictions for the latter rearrangement and a TS
structure with significantly shorter distances for both the
breaking CO and making CC bonds. The same trend in the
bond lengths is found in the present study (Table 1) with
AM1 giving shorter distances for both C5O7 and C1C9 in
RC, TS and PC. However, the purpose of this work was
not to demonstrate agreement between calculation and
experiment, but rather to investigate the sensitivity of the
results to the size of the system included in the Hessian.
Therefore, despite its clear limitations, it is adequate to
employ the AM1 method for this purpose, especially since
it was not computationally feasible to employ a DFT/MM
method for the systematic evaluation of Hessians of ever
increasing size. However, it is worth noting that the
B3LYP/6–31G* method predicts the TS to be markedly
looser than does AM1 for the reaction in vacuum.


Cut-off rules for isotope effects in
condensed media


Inspection of Table 2 clearly shows that neither the
(primary) KIEs nor the EIEs for the heavy-atom isotopic
substitutions at C5 and O7 change significantly in value
as the number of solvent water molecules included in the
Hessian increases from 0 to 99 in aqueous solution, or as
an essentially complete cage of active-site amino acid


Table 1. Optimized bond lengths, Pauling bond orders and relaxed stretching force constants for breaking C5O7 and making
C1C9 bonds in reactant complex, transition structure and product complex for rearrangement of chorismate to prephenate in
vacuum, water and the active site of B. subtilis chorismate mutase


Relaxed force
Bond length (Å) Pauling bond ordera constant (md Å�1)


Method Coordinate RC TS PC RC TS PC RC TS PC


B3LYP/6–31G* in vacuum C5O7 1.445 2.275 3.800 1.00 0.25 0.02 3.74 0.19 0.03
C1C9 4.404 2.719 1.578 0.01 0.15 1.00 0.12 1.15 2.89


AM1 in vacuum C5O7 1.429 1.854 3.637 1.00 0.49 0.03 6.49 1.16 0.08
C1C9 4.124 2.164 1.536 0.01 0.35 1.00 0.15 0.51 5.11


AM1/TIP3P in water C5O7 1.459 1.874 5.090 0.95 0.48 0.00 5.70 2.40 0.15
(Hessian¼QM atoms only) C1C9 3.401 2.141 1.530 0.04 0.36 1.01 0.20 1.28 6.70
AM1/CHARMM/TIP3P in C5O7 1.445 1.879 3.303 0.97 0.47 0.04 5.80 2.10 0.20
enzyme (Hessian¼QM atoms only) C1C9 3.389 2.161 1.536 0.05 0.35 1.00 0.03 0.30 4.90


a Bold face indicates bond order¼ 1 by definition; c¼ 0.6.
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Table 2. Calculated kinetic and equilibrium isotope effects at 333K for rearrangement of chorismate to prephenate in vacuum,
water and the active site of B. subtilis chorismate mutase


No. of H2O in Hessian
Isotopic (water) or cumulative


Method substitution residues in Hessian (enzyme) KIE MMI EXC ZPE EIE MMI EXC ZPE


B3LYP/6–31G* 13C5 1.021 0.997 0.999 1.027 1.004 1.000 1.002 1.001
in vacuum 18O7 1.036 0.996 0.994 1.046 1.009 0.990 0.977 1.043


3H–C5 1.189 0.993 0.947 1.264 1.261 0.990 0.909 1.401
3H2–C9 0.900 1.008 1.113 0.802 0.693 1.022 1.178 0.576


AM1 in vacuum 13C5 1.040 0.997 0.999 1.043 1.012 1.000 0.999 1.013
18O7 1.045 0.997 0.998 1.050 1.024 0.991 0.974 1.061
3H–C5 1.054 0.993 0.988 1.075 1.197 0.991 0.907 1.330
3H2–C9 0.870 1.014 1.145 0.749 0.729 1.017 1.197 0.600


AM1/TIP3P 13C5 0 1.018 1.001 1.001 1.016 0.996 1.003 0.997 0.997
in water 11 1.017 1.000 1.000 1.017 0.996 1.001 0.997 0.997


20 1.017 1.000 1.000 1.017 0.996 1.001 0.997 0.997
31 1.017 1.000 1.000 1.017 0.996 1.000 0.998 0.998
46 1.017 1.000 1.000 1.017 0.996 1.000 0.998 0.998
60 1.017 1.000 1.000 1.017 0.996 1.000 0.998 0.998
71 1.017 1.000 1.000 1.017 0.996 1.000 0.998 0.998
80 1.017 1.000 1.000 1.017 0.996 1.000 0.998 0.998
99 1.017 1.000 1.000 1.017 0.996 1.000 0.998 0.998


18O7 0 1.042 0.998 0.996 1.048 1.021 0.990 0.979 1.053
11 1.041 0.999 0.997 1.045 1.020 0.998 0.973 1.050
20 1.042 0.999 0.998 1.045 1.020 0.999 0.972 1.051
31 1.042 0.999 0.998 1.045 1.020 0.999 0.972 1.051
46 1.042 0.999 0.998 1.045 1.020 0.999 0.972 1.051
60 1.042 0.999 0.998 1.045 1.020 0.999 0.971 1.051
71 1.042 0.999 0.998 1.045 1.020 0.999 0.971 1.051
80 1.042 0.999 0.998 1.045 1.020 0.999 0.971 1.051
99 1.042 0.999 0.998 1.045 1.020 0.999 0.971 1.051


3H–C5 0 1.120 0.997 0.971 1.157 1.188 0.999 0.979 1.215
11 1.138 0.999 0.989 1.152 1.170 1.000 0.979 1.195
20 1.144 1.000 0.995 1.150 1.171 1.000 0.978 1.197
31 1.146 1.000 0.995 1.151 1.173 1.000 0.978 1.199
46 1.145 1.000 0.995 1.151 1.174 1.000 0.978 1.200
60 1.145 1.000 0.995 1.151 1.174 1.000 0.978 1.200
71 1.145 1.000 0.995 1.151 1.172 1.000 0.977 1.200
80 1.145 1.000 0.995 1.151 1.172 1.000 0.977 1.200
99 1.145 1.000 0.995 1.151 1.172 1.000 0.977 1.200


3H2–C9 0 0.899 1.004 1.108 0.808 0.771 1.015 1.178 0.645
11 0.920 1.002 1.110 0.827 0.757 1.000 1.207 0.627
20 0.923 1.001 1.109 0.831 0.756 1.000 1.213 0.623
31 0.925 1.000 1.108 0.835 0.757 1.000 1.213 0.624
46 0.926 1.000 1.108 0.836 0.756 1.000 1.212 0.624
60 0.926 1.000 1.108 0.836 0.757 1.000 1.213 0.624
71 0.926 1.000 1.108 0.836 0.757 1.000 1.213 0.624
80 0.926 1.000 1.108 0.836 0.757 1.000 1.213 0.624
99 0.926 1.000 1.108 0.836 0.757 1.000 1.213 0.624


AM1/CHARMM/ 13C5 Substrate 1.038 0.999 0.998 1.041 1.007 0.997 0.992 1.017
TIP3P in enzyme þArg7 1.039 0.999 0.998 1.042 1.006 0.999 0.993 1.015


þArg63, Arg90 1.038 1.000 0.997 1.042 1.006 0.999 0.993 1.015
þArg116 1.038 1.000 0.997 1.042 1.006 0.999 0.993 1.015
þThr74 1.038 1.000 0.997 1.042 1.006 0.999 0.993 1.015
þVal73, Glu78, Cys88, Leu115, H2O 1.038 1.000 0.997 1.042 1.006 0.999 0.993 1.015
þAla59 1.038 1.000 0.997 1.042 1.006 0.999 0.993 1.015
þAla9, Cys75, Phe57 1.038 1.000 0.997 1.042 1.006 0.999 0.993 1.015


18O7 Substrate 1.043 0.999 0.996 1.049 1.018 0.998 0.976 1.045
þArg7 1.043 1.000 0.994 1.049 1.018 0.998 0.976 1.045
þArg63, Arg90 1.043 1.000 0.994 1.049 1.018 0.998 0.976 1.045
þArg116 1.043 1.000 0.994 1.049 1.018 0.998 0.976 1.045
þThr74 1.043 1.000 0.994 1.049 1.018 0.998 0.976 1.045


(Continues)
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residues is built up around the substrate in the BsCM
enzyme. This is consistent with the observation that
atoms more than one bond removed from the site of a
heavy-atom isotopic substitution may be adequately
truncated in model calculations of isotope effects.11


In water, there is a small but significant effect on both
the (secondary) KIE and EIE for the isotopic substitution
of tritium in place of protium attached to C5 as the
number of solvent molecules included in the Hessian
increases from zero, with the KIE becoming more normal


(1.120! 1.145) and the EIE less normal (1.188!
1.172). Once a complete first solvation shell, in the range
of 20–31 waters, is included both the overall isotope
effects and their MMI�EXC�ZPE factors reach con-
verged values, unchanged by inclusion of further mole-
cules up to 99. Similarly, there are small but non-trivial
changes to both the (secondary) KIE and EIE, for the
isotopic substitution of two tritiums in place of the
protiums attached to C9, as the number of solvent
molecules included in the Hessian increases from zero,


Table 2. Continued


No. of H2O in Hessian
Isotopic (water) or cumulative


Method substitution residues in Hessian (enzyme) KIE MMI EXC ZPE EIE MMI EXC ZPE


þVal73, Glu78, Cys88, Leu115, H2O 1.043 1.000 0.994 1.049 1.018 0.998 0.976 1.045
þAla59 1.043 1.000 0.994 1.049 1.018 0.998 0.976 1.045
þAla9, Cys75, Phe57 1.043 1.000 0.994 1.049 1.018 0.998 0.976 1.045


3H–C5 Substrate 1.124 0.997 0.970 1.163 1.140 0.994 0.934 1.228
þArg7 1.112 0.999 0.988 1.127 1.122 0.996 0.939 1.200
þArg63, Arg90 1.115 1.000 0.996 1.119 1.122 0.996 0.939 1.200
þArg116 1.114 1.000 0.996 1.118 1.122 0.997 0.940 1.197
þThr74 1.114 1.000 0.996 1.118 1.123 0.998 0.941 1.196
þVal73, Glu78, Cys88, Leu115, H2O 1.115 1.000 0.996 1.119 1.123 0.998 0.941 1.196
þAla59 1.114 1.000 0.996 1.118 1.123 0.998 0.941 1.196
þAla9, Cys75, Phe57 1.114 1.000 0.996 1.118 1.123 0.998 0.941 1.196


3H2–C9 Substrate 0.876 1.013 1.142 0.758 0.718 1.020 1.203 0.586
þArg7 0.899 0.999 1.145 0.786 0.714 1.008 1.221 0.580
þArg63, Arg90 0.880 1.001 1.162 0.756 0.713 1.002 1.236 0.576
þArg116 0.880 1.001 1.162 0.756 0.707 0.999 1.238 0.572
þThr74 0.879 1.001 1.161 0.757 0.709 0.997 1.249 0.569
þVal73, Glu78, Cys88, Leu115, H2O 0.879 1.000 1.164 0.755 0.709 0.997 1.249 0.569
þAla59 0.879 1.000 1.164 0.755 0.709 0.997 1.248 0.568
þAla9, Cys75, Phe57 0.879 1.000 1.164 0.755 0.709 0.997 1.248 0.568


Table 3. Calculated entropies of activation and reaction (J K�1mol�1) for rearrangement of chorismate to prephenate in
vacuum, water and the active site of B. subtilis chorismate mutase


Water: No. of H2O in Hessian
Enzyme: residues in Hessian


Method (cumulative) �S
z


�S �


B3LYP/6–31G* in vacuum �18.62 þ26.37
AM1 in vacuum �17.79 þ9.35
AM1/TIP3P in water 0 �11.81 þ46.89


11 �20.04 þ28.19
20 �17.88 þ26.44
31 �18.54 þ27.33
46 �18.96 þ27.27
60 �17.88 þ27.44
71 �17.54 þ27.35
80 �17.29 þ27.44
99 �17.54 þ27.35


AM1/CHARMM/TIP3P in enzyme Substrate �14.04 �11.06
þArg7 �15.13 �6.90
þArg63, Arg90 �12.97 �5.99
þArg116 �12.39 �5.07
þThr74 �13.80 �4.66
þVal73, Glu78, Cys88, Leu115, H2O �13.97 �4.99
þAla59 �13.39 �4.82
þAla9, Cys75, Phe57 �13.88 �4.82
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with the KIE becoming less inverse (0.899! 0.926) and
the EIE more inverse (0.771! 0.757).


In the enzyme, the 3H–C5 KIE and EIE become slightly
less normal (1.124! 1.114 and 1.140! 1.123, respec-
tively) as the closest residues (arginines 7, 63, 90 and 116)
are introduced into the Hessian but remain essentially
unchanged as further residues are introduced. Inclusion of
a single arginine residue changes the 3H2–C9 KIE in the
enzyme significantly, but again, once all four arginines are
included both the KIE and EIE reach stable values.


A subset of Ns atoms within the environment of a larger
N-atomic system possesses 3Ns vibrational modes, of
which 3Ns � 6 correspond to internal motions within
the subset and six correspond to motions (librations) of
the subset relative to its environment. Even though the
entire system lies at a stationary point on the 3N� 6
dimension potential energy hypersurface, in general the
Ns-atomic subsystem is not at a stationary point within
the 3Ns� 6 dimensional subspace, and the 6 librations are
not separable from the 3Ns� 6 vibrations. Our procedure
ignores all coupling between the subset atoms and their
environment, but yields six translational and rotational
modes with zero eigenvalues and 3Ns� 6 genuine vibra-
tions, and satisfies the Teller–Redlich product rule.11 This
procedure is consistent but necessarily approximate,
since in reality the subset is coupled to its environment.
Li and Jensen have recently described30 a method for
‘partial Hessian’ vibrational analysis of large systems that
is similar to our procedure but significantly different in
detail. Their method yields three small but non-zero
eigenvalues (typically <10 cm�1) for motion of the sub-
system relative to its environment and 3Ns� 3 modes
with significant eigenvalues for internal motions and for
motion of the subsystem relative to its environment. This
method is also approximate but is not consistent, since it
treats the coupling of the subset with the environment
neither as six librations nor as six translations and
rotations, and it would not satisfy the Teller–Redlich
product rule.


Medium effect on isotope effects


Substitution of 13C and 13O at C5 and O7 gives heavy-
atom KIEs for the rearrangement in vacuum in the normal
sense and with magnitudes greater than the correspond-
ing EIEs, in accord with expectation; these effects are
dominated by the ZPE factor. In water the 13C5 KIE is
normal but much smaller, and the EIE is slightly inverse.
In the BsCM active site the normal 13C5 KIE and EIE are
each similar in magnitude to those in vacuum. In water
and in the enzyme both the 18O7 KIE and EIE are normal
and similar in magnitude to those in vacuum. These
heavy-atom primary isotope effects therefore show no
medium effect with the exception of 13C5 in water.


Substitution of tritium at the hydrogen attached to C5
gives rise to normal KIEs and EIEs in all three media,


consistent with the change in hybridisation at this centre
from tetrahedral to trigonal. The magnitude of the 3H–C5
EIE decreases from 1.197 in vacuum to 1.172 in water
and 1.123 in the enzyme, whereas the KIE increases from
1.054 in vacuum to 1.145 in water and 1.114 in the
enzyme. Replacement of the two hydrogens attached to
C9 by two tritiums leads to inverse KIEs and EIEs in all
three media, consistent with the hybridization change
from trigonal to tetrahedral at this centre. The magnitudes
are similar in vacuum and in the enzyme (KIEs of 0.870
and 0.879, and EIEs of 0.729 and 0.709, respectively) but
the values in water are less inverse (0.926 and 0. 757 for
the KIE and EIE, respectively). Again, aqueous solution
seems to cause the most significant medium effect.


Medium effect on TS structure:
Pauling bond orders


As expected, the Pauling bond orders (Table 1) show
values close to zero for the C1C9 bond in RC and the
C5O7 bond in PC in all three media, corresponding to
essentially no bonding. The fully formed covalent bonds
C5O7 in RC and C1C9 in PC have bond orders of unity
by definition in vacuum, and values close to unity in the
condensed media. The TS bond orders in vacuum, water
and enzyme are remarkably similar: the C5O7 bond is
about half broken and the C1C9 bond is about one-third
made. Remarkably, there is essentially no medium effect
upon the TS structure as determined by the geometrically
derived Pauling bonds orders.


Medium effect on TS structure:
relaxed force constants


Just as a Pauling bond order tends to zero as a bond is
stretched, but retains a finite value for all finite bond
distances, so also a relaxed force constant may possess a
non-zero value for pairs of atoms that are not formally
connected by a covalent bond. Indeed, it is possible to
determine physically meaningful and unambiguous va-
lues of relaxed force constants for stretching of each of
the six bonds involved in the pericyclic rearrangement in
each of RC, TS and PC. It is important to appreciate that
this could not be done using conventional bond stretching
force constants defined as the force engendered by unit
extension of a particular bond while all other bonds and
angles remain unaltered. The cyclic arrangement of six
bonds necessarily involves a cyclic redundancy among
the valence coordinates, since only five may be varied
independently. In order to describe either RC or PC in a
kinetically complete manner but avoiding redundancy,
the obvious procedure would be to include stretching
coordinates of the five covalent bonds in each case and to
exclude the stretching coordinate for C1C9 in RC and
C5O7 in PC. However, the value of the force constant for
any other bond, for example O7C8, depends upon the
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choice of the other four coordinates; thus, in general, the
force constant for stretching O7C8 will have a different
value depending upon whether C1C9 or C5O7 is exclu-
ded. This is true for all three species RC, TS and PC and
demonstrates that conventional valence force constants
have no physical significance in the presence of redun-
dancies among the valence coordinates. In contrast, the
relaxed force constants, defined as the force engendered
by unit extension of a particular bond while all other
bonds and angles are allowed to relax to zero force, may
be determined unambiguously for each bond in each
species. Comparison of the values for any particular
bond in RC, TS and PC provides meaningful physical
insight into the bonding changes occurring along the
reaction coordinate.


The fully formed C5O7 bond in the RC and C1C9 bond
in the PC have relaxed force constants (Table 1) char-
acteristic of covalent single bonds; the CO bond is
slightly stiffer than the CC bond in vacuum and in
enzyme, but the other way around in water. As expected,
the fully broken C1C9 bond in the RC and the C5O7 bond
in the PC have very small relaxed force constants. In the
TS both coordinates have relaxed force constants with
values clearly indicative of partially made or broken
bonds, and the absolute values both in vacuum and in
the enzyme seem to indicate rather loose bonding in a TS
with dissociative character. The picture in water is,
however, somewhat different: although the C5O7 bond
in the TS is only slightly stiffer than in the enzyme, the
C1C9 bond is considerably stiffer in water than in either
the enzyme or vacuum.


Is there a relationship between KIEs
and TS structure?


If the change in each relaxed force from RC to TS is
expressed as a fraction of the total change from RC to PC,
the resultant normalized value � may be considered to be
a measure of the degree of progress of TS along the
reaction coordinate. By this measure, the C5O7 has
almost completely loosened up in the TS for rearrange-
ment in vacuum (�b¼ 0.83) whereas C1C9 is still almost
as completely loose as it is in RC (�m¼ 0.07). In the
enzyme TS, the degree of loosening of C5O7 is some-
what less (�b¼ 0.66) whereas the looseness of C1C9 is
unchanged (�m¼ 0.06). In water, the degree of bond
breaking of C5O7 is slightly smaller still (�b¼ 0.59),
but the degree of bond making of C1C9 is larger
(�m¼ 0.17). However, in comparison with the descrip-
tion provided by the Pauling bond orders, the relaxed
force constants suggest a larger degree of bond breaking
for C5O7 and a smaller degree of bond making for C1C9.
Either of these bonding descriptors could be used to
locate the TS on a More O’Ferrall-Jencks diagram31 for
the Claisen rearrangement, in the manner employed by
Gajewski.14 However, it is clear that each would locate


the TS in a different place on such a diagram (Fig. 2).
Remarkably, the bond-order measure places the TS at
essentially the same spot on the map in vacuum, water,
and enzyme: there is a very clear cluster of points at (�m�
1/3, �b � 1/2). In contrast the relaxed force constant
measure of TS structure provides a very loose cluster of
points for the three media: all indicate a more dissociative
TS, with less bond making and more bond breaking.
Obviously, these two measures of transition-state struc-
ture do not agree with each other. It is true that the
tightness/looseness character of the Pauling bond orders
could be altered by changing the coefficient c in the
defining equation from the value of 0.6 adopted through-
out this work. For example, a value of c¼ 0.2 would
bring the bond-order (�m, �b) points into rough agree-
ment with the relaxed force constant point in vacuum.
However, a different value for c would be needed for each
medium. Although there is scope for further investigation
of this issue, the immediate and clear conclusion is that
Pauling bond orders and relaxed force constants give
different descriptions of transition-state structure. The
generality of the commonly assumed32 linear relationship
between stretching force constants and bond orders must
be called into question; while it may be reliable for bonds
in stable molecules, it may be inappropriate for partial
bonds in transition structures.


Figure 2 also shows (�m, �b) points determined by the
ratios ln KIE/lnEIE for, respectively, 3H2–C9 and 3H–C5
in the three media. It is obvious that this isotope-effect
measure of TS structure does not agree with either the
bond order or the relaxed force constant descriptor.
In part the problem may be with the intrinsically two-
dimensional nature of the More O’Ferrall-Jencks


Figure 2. More O’Ferrall-Jencks diagram for the rearrange-
ment of chorismate to prephenate in vacuum (V), water (W)
and enzyme (E). RC is located in the bottom-left and PC in
the top-right corner. The top-left corner represents the
intermediates in a completely dissociative mechanism and
the bottom-right corner the intermediate in a completely
associative mechanism. *, Location of TS as determined by
the fractional change in Pauling bond order; &, location of
TS as determined by the fractional change in relaxed force
constant;^, location of TS as determined by the normalized
value (ln KIE/lnEIE) of the isotope effects, kH/kT at C5 for
C5O7 and kH=kT2 at C9 for C1C9
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diagram, the construction of which excludes consideration
of the cyclically delocalized (aromatic) character of
transition states.33 More fundamentally, the problem is
the multidimensionality of the structural changes occur-
ring during the rearrangement. Individual descriptors of
bonding changes, e.g. bond orders, force constants and
isotope effects, capture different and very partial views of
the whole process. We are bound to concur with Jensen
and co-workers15 and with Saunders16 that, for the Claisen
rearrangement studied here as for the E2 eliminations they
each considered, ‘there is no obvious answer to the
question of whether TS geometries can be inferred from
KIEs’ and ‘the dependence of KIEs on TS structure
appears too complex to be expressed well by simple
relationships with bond orders’ or other descriptors.


Vibrational entropies


The calculated entropy changes shown in Table 3 are for
the rearrangement of the diaxial conformer of chorismate.
Thus the B3LYP/6–31G* value of 26.4 J K�1 mol�1 for the
entropy of reaction in vacuum at 333 K differs from that
of 3.3 J K�1 mol�1 previously reported (at 298 K),34 since
the latter refers to rearrangement of the diequatorial
conformer. Clearly there is an adverse-entropy change
of �23.1 J K�1 mol�1 for the equilibrium between die-
quatorial and diaxial conformers. The activation entropy
is predicted to be about �18 J K�1 mol�1 (at 333 K) for
both B3LYP/6–31G* and AM1 methods.


The AM1/TIP3P calculated values for both �S
z


and
�S � in water (�17.5 and 27.4 J K�1 mol�1, respectively,
at 333 K) with 99 solvent molecules included in the
Hessian are very similar to the B3LYP/6–31G* values
in vacuum. However, it is clear that it is necessary to
include at least the first solvation shell of water mole-
cules, since the values calculated for the substrate alone
are considerably different. Although it is the total entropy
that is calculated for each species, the entropy changes
are completely dominated by the vibrational entropy
contribution. The uncatalysed rearrangement of choris-
mate to prephenate in water has an experimental activa-
tion entropy of �54 J K�1 mol�1 at 298 K,35 but again
this refers to reaction of the diequatorial not the diaxial,
conformer. Comparison with the calculated entropy of
activation would require the entropy change for the
diequatorial–diaxial conformational equilibrium in water
to be computed, which, in turn, would presuppose that the
chorismate conformation of lowest free energy had been
determined. Although the necessary molecular dynamics
simulations are in progress, the results of this investiga-
tion will be reported elsewhere.


The entropies of activation and reaction calculated for
the enzyme-catalysed rearrangement depends upon the
number of amino acid residues included in the Hessian.
The effect upon the reaction entropy is particularly
marked, changing from �11 to �5 J K�1 mol�1 at 333 K


as the number of included residues increases. The values
seem to have converged for the largest Hessian employed
in this study, for which the AM1/CHARMM/TIP3P
calculated�S


z ¼�13.9 J K�1 mol�1 at 333 K. This agrees
well with the experimental value of �12.6�
6.7 J K�1 mol�1 determined from the temperature depen-
dence of kcat between 283 and 310 K for the E. coli
chorismate mutase,36 but not so well with the value of
�38� 5 J K�1 mol�1 determined similarly for the B.
subtilis enzyme between 278 and 318 K.37 However, it
has been shown that the latter enzyme is partially diffu-
sion controlled,38 so the measured activation parameters
do not directly reflect the transition state for the chemical
rearrangement; therefore the comparison between the
present calculated result and the E. coli enzyme may be
reasonably valid.


Finally, the difference in calculated activation entro-
pies for the rearrangements of diaxial chorismate in water
and in enzyme (at 333 K) is just 3.7 J K�1 mol�1, corre-
sponding to a free energy difference of �1.2 kJ mol�1 in
favour of chorismate mutase. This rather small effect is
not unsurprising, and is consistent with Warshel and co-
workers’ assertion (based on computational simulations
for subtilisin) that ‘entropic effects do not contribute in a
major way’ to the reduction of the free energy of activa-
tion.39 However, in our view it would be dangerous to
generalize this statement from only two examples;
whether other enzymes may display the type of effect
proposed by Cook and McKenna6 remains an open
question.


CONCLUSIONS


Calculated heavy-atom 13C and 18O KIEs and EIEs for
the chorismate–prephenate rearrangement are insensi-
tive to inclusion within the Hessian of solvent mole-
cules or of chorismate mutase active-site residues. On
the other hand, secondary 3H KIEs and EIEs for this
reaction do depend upon the size of the Hessian. In
general, it is necessary to include the equivalent of a
first solvation shell in order to obtain converged
values for the isotope effects and their MMI, EXC
and ZPE factors. More particularly, it may be sufficient
to include only those atoms involved in specific inter-
actions (e.g. hydrogen bonds) to the substrate.


The sensitivity of substrate isotope effects to inclusion
of atoms of the ‘environment’ within the Hessian is not
exerted through the values of the force constants, since all
Hessians are computed using the full QM/MM gradient
vector of the entire system. It may arise as the result of
truncating a large system by including only the internal
motions of the selected subset of atoms while neglecting
the librational motions of the subset with respect to its
environment. In this sense it may be considered as the
price to pay for isotope effects that satisfy the Teller–
Redlich product rule.
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The importance of these librational modes for accurate
computation of isotope effects may indicate a source of
error present in all calculations based upon continuum
solvation models which inherently neglect specific inter-
actions between a substrate and its environment.


There are significant medium effects upon secondary
3H KIEs and EIEs for the chorismate–prephenate rear-
rangement. To obtain agreement between calculated and
observed isotope effects it may be essential to include
solvation effects explicitly.


Relaxed force constants provide an independent mea-
sure of the bonding changes occurring during the re-
arrangement, and suggest TSs much looser (less stiff)
than indicated by Pauling bond orders for the making CC
and breaking CO bonds. There is no obvious relationship
between relaxed stretching force constants and Pauling
bond orders for these bonds in the TS.


Just as the relaxed force constants and the Pauling bond
orders do not agree with each other as measures of
transition-state structure, so also neither agrees with
that deduced from the ratios ln KIE/lnEIE of secondary
3H isotope effects for the making CC and breaking CO
bonds. There is no obvious relationship between KIEs
and transition-state structure.


The geometry of a transition structure is not the only
property that may be validly and usefully employed to
describe the nature of a transition state. Changes in
relaxed force constants provide complementary insight
into the reorganization of chemical bonds along a reac-
tion coordinate, and may offer a significantly different
view upon the transition state.


Vibrational entropies of activation are sensitive to the
size of the Hessian in a manner similar to that the isotope
effects. The AM1/CHARMM/TIP3P calculated �S


z
for B.


subtilis chorismate mutase is in good agreement with the
value determined experimentally for the E. coli enzyme
for which the chemical rearrangement is rate limiting.
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39. Villà J, Štrajbl M, Glennon TM, Sham YY, Chu ZT, Warshel A.


Proc. Natl Acad. Sci. USA 2000; 97: 11899–11904.


VIBRATIONAL ANALYSIS OF THE CHORISMATE REARRANGEMENT 601


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 592–601








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2004; 17: 138–147
Published online in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/poc.704


Kinetics of the reactions between 1-fluoro-2,6-
dinitrobenzene and pyrrolidine and piperidine in binary
solvent systems: Influence of the nucleophile structure


P. M. Mancini,* G. G. Fortunato and L. R. Vottero
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epoc ABSTRACT: We studied the kinetics of the reaction between 1-fluoro-2,6-dinitrobenzene and pyrrolidine or
piperidine in ethyl acetate–chloroform or acetonitrile and acetonitrile–chloroform binary solvent mixtures. The
kinetic response of these reactions was compared with that of the reactions with homopiperidine. The aim of this work
was to evaluate the influence of the nucleophile structure and of solvent effects on those reactive systems. The amine
structure has a great influence on second-order rate constants, especially on the rate constants related to the catalyzed
step. In mixtures with chloroform the amine structure is also responsible for the change in the reaction mechanism.
Theoretical quantum mechanics calculations confirm that the origin of these results lies in stereoelectronic effects due
to the conformational difference between the amino moieties in the intermediate � adducts as they release the
nucleofuge. Solvation effects are dominated by non-specific interactions. The order of incidence of the molecular–
microscopic solvent properties on the second-order rate coefficient kA is dipolarity/polarizability> hydrogen-bond
donor ability (HBD)> hydrogen-bond acceptor ability (HBA). The (HBAþHBD) and (HBAþHBA/HBD) solvent
systems have similar solvation mechanisms: the critical state is preferentially solvated by the structure formed by
intersolvent hydrogen-bonded species. Mixtures of the type (HBA/HBDþHBD) manifest a particular solvation
behavior. Among the reactive systems selected there is only one example in which preferential solvation is not
operative. Copyright # 2004 John Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience


KEYWORDS: nucleophile structure; solvent effects; aromatic nucleophilic substitution; stereoelectronic effects;


correlations; preferential solvation


INTRODUCTION


We have recently reported a study of the solvent effects
on the kinetics of the nucleophilic aromatic substitution
ðSNArÞ reaction between 1-fluoro-2,6-dinitrobenzene
(2,6-DNFB) and the secondary amine homopiperidine
(HPIP) (hexahydro-1H-azepine), in ethyl acetate–
chloroform or acetonitrile and acetonitrile–chloroform
binary solvent mixtures.1


The mixed solvents chosen were representative of
the types we proposed for mixtures of polar aprotic solvents
where both pure solvents are able to form complexes or
cross-associated species.2,3 These mixtures were grouped
on the basis of the molecular–microscopic descriptors
determined in earlier measurements: type A [hydrogen-


bond acceptor (HBA) solventþ potential hydrogen-bond
donor (HBD) co-solvent]; type B [HBA solvent HBA/
potential HBD co-solvent]; and type C [HBA/potential
HBD solventþ potential HBD co-solvent].3


Here, we extended the analysis to the reactions be-
tween 2,6-DNFB and the secondary amines pyrrolidine
(PYR) and piperidine (PIP), carried out in the solvent
mixtures mentioned above.


The aims of this work were twofold: (i) to investigate
the influence of solvent effects on the selected similar
SNAr processes performed in different mixed solvent
systems; and (ii) to study the influence of the ring size
of the nucleophile, comparing the kinetic response ob-
tained by performing the reaction with the three homo-
logous amines. In this direction, the corresponding results
were analyzed in order to infer possible stereoelectronic
effects related to the ring size of the cyclic amines used.
Additionally, the kinetic results for the reactions with
PYR and PIP carried out in binary mixtures of types A, B
and C were evaluated and related through kinetic re-
sponse patterns, multiparametric correlation analysis and
preferential solvation models.
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RESULTS AND DISCUSSION


The kinetics of the SNAr reactions between 2,6-DNFB
and PYR and PIP respectively, in ethyl acetate (EAc)–
CHCl3, ethyl acetate and acetonitrile (AcN) and acetoni-
trile–CHCl3 solvent systems were determined at 25 �C.


Kinetic results


The gross mechanism of SNAr reactions when primary or
secondary amines are the nucleophiles is now well
established4–6 (Scheme 1). In aprotic polar solvents, the
reaction follows a second-order kinetic law represented
by the equation


kA ¼
k1 k2 þ kB


3 ½B�
� �


k�1 þ k2 þ kB
3 ½B�


ð1Þ


Each reaction was explored at different solvent com-
positions, and the influence of amine concentration was
studied in all cases. The reactions were carried out under
pseudo-first-order conditions: they yielded the expected
products in quantitative yield [N-(2,6-dinitrophenyl)pyr-
rolidine and N-(2,6-dinitrophenyl)piperidine], and pro-
ved to be first order in the corresponding substrate. The
second-order rate constants, kA, were calculated from
the experimental pseudo-first-order rate constants k’ and
the appropriate amine concentration.


Reaction with PYR. Table S1 (Supporting Information,
available at the epoc website at http://www.wiley.com/
epoc) gives the kA values for the reactions performed in
the explored mixtures. The data in the pure solvents are
additionally presented. For all solvent systems, the ki-
netic results reveal a satisfactory linear dependence of the
rate on amine concentration, showing a zero intercept.


In order to understand the influence of the solvent
effects on the explored reactions with changes in the
composition of the mixtures, plots of kAvsXCoS at each
amine concentration are presented in Fig. 1. The shapes
of the curves for the reaction performed in EAc–CHCl3
show a general pattern: the kA values decrease from pure
EAc to pure CHCl3 as a non-linear function of the


co-solvent molar fraction, exhibiting a negative deviation
from the ideal response. The highest decrease takes place
in HBD solvent-poor mixtures.


With respect to the reaction carried out in EAc–AcN
mixtures, the plots also manifest a unique pattern of
kinetic response: kA increases with increase in the
HBA/HBD solvent molar fraction over the whole range
of amine concentration, exhibiting positive deviations
from ideal behavior.


On the other hand, the reaction carried out in AcN–
CHCl3 shows a unique kinetic response pattern: kA


decreases with increase in the CHCl3 molar fraction,
exhibiting negative deviations from ideal response, as
in the case of EAc–CHCl3 mixtures. The highest decrease
also takes place in HBD-poor mixtures.


Table S2 (Supporting Information) gives the
k1k2=k�1 and k1k3=k�1 partial rate relations obtained by
the linear regression treatment of the kinetic data. The
k1k2=k�1 values are not statistically significant, so the
reactions exhibit zero intercept and are clearly base-
catalyzed in all solvent mixtures (k3=k2>>100Þ. The
response of the k1k3=k�1 values can be considered ap-
proximately equivalent to that of the kA values.


Reaction with PIP. Table S3 (Supporting Information)
gives the kA values for the reaction between 2,6-DNFB
and PIP in the solvent systems explored, including the
data in the pure solvents. As in the case for the reactions
with PYR, in all instances the kA second-order rate
constant varies linearly with the amine concentration
exhibiting zero intercept.


The plots of kAvsXCoS are shown in Fig. 1. The shapes
of the curves for the reactions performed in EAc–CHCl3
reveal two different kinetic responses depending on the
co-solvent concentration. In the EAc-rich zone, the kA


values decrease with increase in the co-solvent molar
fraction, giving rise to negative deviations, whereas in the
CHCl3-rich zone the kinetic response tends to an ideal
behavior.


The reaction carried out in EAc–AcN mixtures man-
ifests a unique pattern: the kA values increase linearly
with the HBA/HBD solvent molar fraction over the whole
range of amine concentration, clearly yielding an ideal
response.


Scheme 1
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With respect to the reaction performed in AcN–CHCl3,
the shape of the curves is similar to that with the EAc–
CHCl3 mixtures: kA decreases with increase in the co-
solvent molar fraction, manifesting a negative deviation
from ideal response, the highest decrease taking place in
the HBD solvent-poor mixtures.


Table S4 (Supporting Information) gives partial rate
relations k1K2=k�1and k1k3=k�1 obtained by the linear
regression treatment of the kinetic data. As in the case for
the reactions with PYR, relations k1k2=k�1 are statisti-
cally not different from zero, which means that the
reactions are highly base-catalyzed in all solvent mix-
tures (k3=k2>>100).


The nucleophile influence


Comparison of amines. In order to achieve a com-
parative study of the homologous secondary amines PYR,
PIP and HPIP, the kinetic data corresponding to PYR and
PIP were compared with the previously reported data for
HPIP.1


It is possible to estimate reactivity ratios kPYR
A : kPIP


A :
kHPIP


A taking into account the kA values for each amine


with respect to HPIP in all binary solvent mixtures, at
constant amine concentration.


Table 1 gives the corresponding relations at two amine
concentrations (0.03 and 0.09 M) in the whole range of
solvent composition and for all solvent systems.


The results corresponding to EAc–CHCl3 mixtures
suggest the following: (i) The amine with the smallest
ring exhibits the highest rate. These ratios are higher in
EAc-rich than in CHCl3-rich mixtures. Thus, when the
reactions are performed in the former mixtures, those
with PYR are almost 300 times more reactive than
those with HPIP; (ii) The kPIP


A : kHPIP
A ratios decrease


slightly with the co-solvent molar fraction and also
indicate more similar rates for PIP and HPIP; (iii) The
kPYR


A : kPIP
A ratios also decrease with the co-solvent mole


fraction and suggest that the five-membered ring amine is
much more reactive than the six-membered ring amine.
In EAc-rich mixtures, the reactions with PYR are almost
100 times more reactive than those with PIP.


The results corresponding to EAc–AcN binary mix-
tures suggest, as in the previous mixture, that the amine
with the smallest ring exhibits the highest rate, but in this
case the order of magnitude of the ratios remains constant
with the co-solvent concentration.


Figure 1. Plots of kA vs XCoS for the reaction of 2,6-DNFB with PYR or PIP in EAc–CHCl3 or AcN and AcN–CHCl3 mixtures, at
each amine concentration
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The relations obtained for AcN–CHCl3 mixtures allo-
wed us to arrive at conclusions similar to those obtained
for EAc–CHCl3 mixtures.


In order to compare the constants corresponding
to the k1k3=k�1ðkAMINEÞ catalyzed pathway, relations
kPYR : kPIP : kHPIP were calculated for all solvent systems
(Table 2). The results reveal a high incidence of the amine
structure in the catalyzed step, which is favored by the
amine with the smallest ring. The corresponding relations
were calculated for the reactions between these amines
and 1-fluoro-2,4-dinitrobenzene,7 arriving at equivalent
conclusions. These results can be related to stereoelec-
tronic effects and to conformational differences depend-
ing on the ring size of the amine.


Influence of the cyclic amine on the catalyzed
pathway: theoretical calculations. With a view to
explaining the remarkable differences in rates between
the cyclic amines specially related to the rate constants
on the catalyzed pathway, and in order to confirm whether
the ring size of the amine plays a role in that step,
semiempirical molecular orbital calculations at the
AM1 (Austin Model 1)8 level were carried out in a
vacuum with the HyperChem 5.11 systems of programs.


Such huge differences, specifically between PYR and
PIP, were found in similar systems and they were ascribed


to conformational or stereoelectronic effects in the tran-
sition state leading to the reaction product.9 It was
suggested that the unshared electron pair on the amine-
nitrogen of the anionic � intermediate (Z�) must be
antiperiplanar with respect to the rupturing C—F bond
in the transition state, making it possible that the amino
moiety approaches a coplanar geometry, which is a
canonical form of the product. Related to this, it was
also suggested that the carbon-bound amino moiety in the
transition state for that step should be intermediate
between its conformations in Z� (antiperiplanar confor-
mation) and in the canonical structure. The structure I is
the respective canonical form of the product correspond-
ing to our reactive system.


If we consider that the SB–GA (Specific Base–General
Acid) mechanism is operative for the ZH intermediate


Table 1. Relations kPYRA : kPIPA : kHPIPA and kPYRA : kPIPA in binary solvent mixtures (including the data in the pure solvents)


kPYR
A : kPIP


A : kHPIP
A kPYR


A : kPIP
A


Solvent XCoS [Amine]¼ 0.03 M [Amine]¼ 0.09 M [Amine]¼ 0.03 M [Amine]¼ 0.09 M


EAc 303 : 3.18 : 1 280 : 3.30 : 1 95 : 1 85 : 1
AcN 238 : 4.70 : 1 236 : 5.44 : 1 51 : 1 43 : 1
CHCl3 47.6 : 1.16 : 1 87 : 2.30 : 1 41 : 1 38 : 1
EAc–CHCl3 0.1 300 : 3.68 : 1 240 : 3.20 : 1 81 : 1 74 : 1
EAc–AcN 318 : 4.10 : 1 292 : 3.80 : 1 76 : 1 76 : 1
AcN–CHCl3 182 : 4.10 : 1 188 : 4.90 : 1 44 : 1 39 : 1
EAc–CHCl3 0.2 236 : 3.42 : 1 201 : 3.00 : 1 69 : 1 66 : 1
EAc–AcN 356 : 4.30 : 1 314 : 4.26 : 1 82 : 1 74 : 1
AcN–CHCl3 170 : 3.60 : 1 189 : 4.90 : 1 47 : 1 38 : 1
EAc–CHCl3 0.3 212 : 3.56 : 1 185 : 3.07 : 1 59 : 1 60 : 1
EAc–AcN 632 : 5.00 : 1 325 : 4.64 : 1 72 : 1 70 : 1
AcN–CHCl3 151 : 3.60 : 1 185 : 4.90 : 1 42 : 1 37 : 1
EAc–CHCl3 0.4 206 : 3.69 : 1 164 : 2.70 : 1 57 : 1 61 : 1
EAc–AcN 371 : 5.00 : 1 334 : 5.10 : 1 74 : 1 66 : 1
AcN–CHCl3 124 : 3.00 : 1 172 : 4.40 : 1 41 : 1 39 : 1
EAc–CHCl3 0.5 188 : 3.17 : 1 157 : 2.70 : 1 59 : 1 58 : 1
EAc–AcN 356 : 5.40 : 1 340 : 5.60 : 1 66 : 1 61 : 1
AcN–CHCl3 112 : 2.20 : 1 149 : 3.70 : 1 39 : 1 40 : 1
EAc–CHCl3 0.6 154 : 2.79 : 1 139 : 2.70 : 1 55 : 1 52 : 1
EAc–AcN 353 : 5.10 : 1 318 : 5.40 : 1 69 : 1 59 : 1
AcN–CHCl3 86 : 5.10 : 1 137 : 3.20 : 1 69 : 1 43 : 1
EAc–CHCl3 0.7 118 : 2.18 : 1 127 : 2.70 : 1 54 : 1 51 : 1
EAc–AcN 316 : 5.30 : 1 294 : 5.24 : 1 60 : 1 56 : 1
AcN–CHCl3 72 : 2.40 : 1 119 : 2.90 : 1 30 : 1 41 : 1
EAc–CHCl3 0.8 94.8 : 1.84 : 1 114 : 2.30 : 1 51 : 1 49 : 1
EAc–AcN 308 : 5.00 : 1 282 : 5.33 : 1 62 : 1 53 : 1
AcN–CHCl3 71 : 2.10 : 1 107 : 2.90 : 1 34 : 1 43 : 1
EAc–CHCl3 0.9 86 : 1.65 : 1 107 : 2.20 : 1 52 : 1 48 : 1
EAc–AcN 279 : 5.00 : 1 264 : 5.23 : 1 56 : 1 50 : 1
AcN–CHCl3 63 : 1.96 : 1 96 : 2.60 : 1 32 : 1 36 : 1
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decomposition step, the k1k3=k�1 constants relative to
this pathway are equivalent in this case to the product of
the first equilibrium constant (K1), the acid dissociation
constant of the zwiterionic intermediate (K3), and the
specific rate constant for the general acid-catalyzed
nucleofuge departure (k4) (Scheme 2). It can be assumed


that the kinetic differences between the three cyclic
amines do not arise from the first equilibrium (K1)9,10


and provided they have pKa
11 values that do not differ


greatly, the same acidity for the ZH intermediates can be
considered. The previous considerations would imply
that the differences in the k1k3=k�1 parameter must
stem from a difference in the k4 values. As a conse-
quence, the ring size of the amine would play a critical
role in the transition state for the separation of the
fluorine atom from the Z� intermediate.


In this direction, the Z� �-complexes intermediate
geometric structures for PYR, PIP and HPIP were opti-
mized at the AM1 level. From the structures which
represent a local minimum in the potential energy sur-
face, it was possible to determine the total energy (ET),
the heat of formation (�H) and the heat of formation with
respect to reactants (��HReactants) (Table 3). Total en-
ergies and heats of formation corresponding to reactants
(substrate and cyclic amines) are given as Supporting
Information (Table S5). The negative values obtained for
��HReactants indicate that the formation of these com-
plexes for all amines is exothermic. In order to analyze
the antiperiplanar Z� conformations for all intermediates,
a conformational search was carried out [based on the
rotation of a dihedral angle formed by the Cipso—N
(amino group) bond, the Cipso—F bond and the N—C�


bond of the amino moiety]. The respective energies are
listed in Table 3. The structures obtained are shown in
Figs S1–S3 (Supporting Information). The conforma-
tional search yielded only one antiperiplanar conforma-
tion for PYR and two conformations for PIP and HPIP. In
order to compare the energy between these structures and
those previously optimized, the magnitude of �E was
calculated. This value represents the difference in the �H
values between the structure corresponding to an energy
minimum and the antiperiplanar conformation. It can be
clearly appreciated that both conformations derived from
PYR are equivalent (�E¼ 0), whereas for PIP and HPIP
derivatives the antiperiplanar conformations correspond
to structures energetically higher than those which con-
stitute a local minimum. This means that reaching the
corresponding antiperiplanar conformation in order to
evolve to the transition state would be easier for PYR
than for PIP and HPIP intermediates.


Table 2. Relations kPYR : kPIP : kHPIPand kPYR : kPIP in binary
solvent mixtures (including the data in the pure solvents)


Solvent XCoS kPYR
A : kPIP


A : kHPIP kPYR
A : kPIP


A


EAc 294 : 3.35 : 1 88 : 1
AcN 284 : 6.30 : 1 45 : 1
CHCl3 140 : 3.75 : 1 37 : 1
EAc–CHCl3 0.1 239 : 3.25 : 1 73 : 1
EAc–AcN 305 : 3.97 : 1 77 : 1
AcN–CHCl3 217 : 5.60 : 1 39 : 1
EAc–CHCl3 0.2 198 : 3.21 : 1 62 : 1
EAc–AcN 326 : 4.70 : 1 70 : 1
AcN–CHCl3 219 : 6.00 : 1 36 : 1
EAc–CHCl3 0.3 181 : 3.16 : 1 57 : 1
EAc–AcN 329 : 5.06 : 1 65 : 1
AcN–CHCl3 231 : 6.90 : 1 33 : 1
EAc–CHCl3 0.4 160 : 2.93 : 1 55 : 1
EAc–AcN 344 : 5.55 : 1 62 : 1
AcN–CHCl3 208 : 6.10 : 1 34 : 1
EAc–CHCl3 0.5 162 : 3.05 : 1 53 : 1
EAc–AcN 370 : 6.30 : 1 58 : 1
AcN–CHCl3 197 : 5.50 : 1 36 : 1
EAc–CHCl3 0.6 149 : 2.96 : 1 50 : 1
EAc–AcN 352 : 6.20 : 1 56 : 1
AcN–CHCl3 184 : 4.90 : 1 38 : 1
EAc–CHCl3 0.7 148 : 2.96 : 1 50 : 1
EAc–AcN 329 : 6.20 : 1 53 : 1
AcN–CHCl3 176 : 4.30 : 1 41 : 1
EAc–CHCl3 0.8 145 : 3.05 : 1 48 : 1
EAc–AcN 318 : 6.30 : 1 51 : 1
AcN–CHCl3 152 : 3.90 : 1 39 : 1
EAc–CHCl3 0.9 139 : 3.07 : 1 45 : 1
EAc–AcN 303 : 6.30 : 1 48 : 1
AcN–CHCl3 127 : 3.60 : 1 35 : 1


Scheme 2


Table 3. Total energy and heats of formation at AM1 level corresponding to Z� intermediatesa


Z� conformation ET (kcal mol�1) �H (kcal mol�1) ��HReactants (kcal mol�1) �E (kcal mol�1)


2,6-DNFBþPYR Minimum energy �87973.8 �59.80 �43.64
Antiperiplanar �87973.8 �59.80 0


2,6-DNFBþPIP Minimum energy �91568.08 �67.25 �39.71
Antiperiplanar �91568.08 �67.25 0


�91567.52 �66.68 0.57
2,6-DNFBþHPIP Minimum energy �95156.97 �69.30 �38.68


Antiperiplanar �95156.65 �69.00 0.30
�95156.30 �68.72 0.58


aET, total energy; �H, heat of formation; ��HReactant, heat of formation with respect to reactants; �E, heat of formation difference between the minimum
energy and the antiperiplanar conformations. 1 kcal¼ 4.184 kJ.
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In order to evaluate the possibility that the carbon-
bound amino moiety in the transition state approaches a
coplanar geometry, the respective products and structures
of type I were optimized at AM1 level for each amino
derivatives. As expected, the optimized product struc-
tures [Figs S4(a), S5(a) and S6(a), Supporting Informa-
tion] obtained for the three amines do not exhibit that
coplanar geometry, and the corresponding structures of
type I [Figs S4(b), S5(b) and S6(b), Supporting Informa-
tion] with the carbon-bound amino moiety coplanar are
energetically higher than the former. Table 4 shows the
resultant energies for all structures. The positive values
obtained for ��HReactants indicate that the formation of
the products for all amines is endothermic. This allows us
to make some suggestions about the respective transition
states taking into account the product structures. In
this direction, the trends observed for the �H values
of canonical structures with respect to products
(��HProduct) and with respect to antiperiplanar Z� con-
formations (��HZ�) indicate that the structures in the
transition state derived from the amine with the smallest
ring are energetically favored to approach the coplanar
geometry necessary to progress towards products.


The previous results show that the origin of the
differential behaviors lies in special conformations re-
lated to the ring size of the amine.


The solvent influence


Correlation analysis of kinetic data with
molecular–microscopic solvent properties:
solvent effects on the second-order rate coeffi-
cient kA. The kinetic data and the molecular–micro-
scopic solvent properties were correlated by means of a
multiparametric approach in order to interpret quantita-
tively the influence of the solvent effects on the explored
reactions. The chosen multiparametric equation was that
developed by Kamlet et al.:12


log kA ¼ Y þ s�� þ a�þ b� ð2Þ


where s, a and b measure the relative susceptibilities of
the reactive system with respect to the solvent properties
(dipolarity/polarizability, HBD and HBA ability). This


treatment allowed us to determine the incidence of each
type of solvent property on the kinetics of the reaction.
The results obtained from this correlation are presented in
Tables 5 and 6, corresponding to the reactions with PYR
and PIP, respectively.


The good correlations obtained by multiple regression
analysis (based on least squares) over the whole range of
solvent compositions allow an interpretation of the influ-
ence of any mixed solvent property on the kinetic process.


For the system with PYR, the coefficient b is, in most
cases, not statistically significant at the 90% confidence
level, or higher, according to Student’s t-test. In EAc–
CHCl3 mixtures coefficients s and a are negative at all
amine concentrations, which means that an increase in
the dipolarity/polarizability and in the HBD ability of the
mixed solvent decreases the kA values. Considering the
magnitude of the s and a coefficients for these correla-
tions, it can be inferred that the kA values are more
sensitive to dipolarity/polarizability than to the HBD
ability, resulting in 3.3< s/a< 6.8. In AcN–CHCl3 mix-
tures the coefficients s are also negative but the coeffi-
cients a are positive at all amine concentrations. As in the
previous system, the dipolarity/polarizability of the sol-
vent has a greater effect on the kA values than the HBD
ability (3.2< s/a< 5.8). For the reaction performed in
EAc–AcN mixtures, the coefficient s is not statistically
significant, the kA values being linearly dependent on the
HBD ability of the solvent, thus log kA ¼ Y þ a�.


For the system with PIP, in EAc–CHCl3 mixtures,
the coefficients s, a and b are negative and their magni-
tudes follow the order s> a� b, thus 4.7< s/a< 8.8,
6.0< s/b< 10. It must be pointed out that for some amine
concentrations, the coefficients a and b are not statisti-
cally significant. In AcN–CHCl3, the correlation gives
negative values for coefficients s and positive values
for coefficients a and b, their order of incidence
being s> a> b, thus 2.1< s/a< 4.7, 7.0< s/b< 13,
1.5< a/b< 6.1. It can be clearly seen that the systems
are also very sensitive to the dipolarity/polarizability of
the solvent. With respect to the EAc–AcN mixtures, the
reactive system is sensitive to dipolarity/polarizability in
addition to the HBD ability of the solvent (1.1< s/a<
1.7). The coefficient b is not statistically significant
at the 90% or higher confidence level at most amine
concentrations.


Table 4. Total energy and heats of formation at AM1 level corresponding to product minimum energy and to canonical
structures


ET �H ��HReactants ��HProducts ��HZ
�


Product structure (kcal mol�1) (kcal mol�1) (kcal mol�1) (kcal mol�1) (kcal mol�1)


2,6-DNFBþPYR Minimum energy �76730.03 42.96 59.12
Canonical structure �76729.15 43.84 59.99 0.884 103.6


2,6-DNFBþPIP Minimum energy �80326.11 33.72 61.26
Canonical structure �80319.43 40.40 67.94 6.680 107.1


2,6-DNFBþHPIP Minimum energy �83916.23 30.43 61.05
Canonical structure �83904.60 41.82 72.44 11.39 110.5
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Preferential solvation effects on kinetic results:
application of preferential solvation models. In
order to obtain information about the solvation effects on
the reagents and/or intermediates of the explored SNAr
reaction, we applied the general equation based on
solvent exchange theory by Bosh and co-workers:13


Y ¼ Y1þ
f2=1ðY2 � Y1Þ


�
x0


2


�2 þ f12=1ðY12 � Y1Þ
�
1 � x0


2


�
x0


2�
1 � x0


2


�2 þ f2=1


�
x0


2


�2 þ f12=1


�
1 � x0


2


�
x0


2


ð3Þ


The application of this preferential solvation model to
the kA values in the whole range of solvent composition


allowed us to determine the corresponding preferential
solvation parameters f2/1 and f12/1, which measure the
tendency of the solutes to be solvated by co-solvent S2
and by the ‘mixed solvent’ S12 (structure attributed to the
formation of intersolvent complexes or associates by
hydrogen-bond interactions) with reference to solvent
S1. The corresponding results are presented in Table S6
(Supporting Information).


For the reactions with PYR performed in EAc–CHCl3
mixtures, at all amine concentrations it can be seen that:
(i) f2/1< 1, indicating that the preferential solvation is
produced by EAc in preference to CHCl3; (ii) f12/1> 1,
suggesting preferential solvation by S12 in preference to
EAc and CHCl3. As a consequence, the preferential


Table 5. Correlation coefficient (r and r 2), standard deviation (SD), intercept (Y ) and the parameters s, a, and b (and their
standard errors) and the number of data points (n) corresponding to log kA¼Yþ s�*þ a�þb� for the reaction between
2,6-DNFB and PYR in binary mixtures (including the data in pure solvents)


Solvent [PYR](M) r (r2) SD Y (sY) s (ss) a (sa) b (sb) n


EAc–CHCl3 0.005 0.975 0.048 þ2.220 �3.522 �1.079 �0.479 11
(0.951) (0.398) (0.456) (0.233) (0.336)


0.01 0.978 0.050 þ2.415 �3.410 �0.814 �0.151 11
(0.957) (0.411) (0.473) (0.242) (0.348)


0.03 0.973 0.064 þ3.552 �4.175 �0.875 �0.449 11
(0.946) (0.525) (0.602) (0.308) (0.443)


0.05 0.967 0.070 þ3.942 �4.359 �0.685 �0.665 11
(0.935) (0.581) (0.666) (0.341) (0.490)


0.07 0.974 0.060 þ4.281 �4.527 �0.703 �0.914 11
(0.949) (0.497) (0.570) (0.291) (0.419)


0.09 0.976 0.057 þ4.155 �4.252 �0.624 �0.717 11
(0.952) (0.472) (0.542) (0.277) (0.398)


0.1 0.975 0.057 þ4.061 �4.061 �0.655 �0.629 11
(0.950) (0.470) (0.539) (0.275) (0.396)


0.125 0.978 0.056 þ4.345 �4.329 �0.727 �0.713 11
(0.956) (0.459) (0.527) (0.269) (0.387)


0.150 0.976 0.057 þ4.315 �4.201 �0.762 �0.628 11
(0.952) (0.474) (0.543) (0.278) (0.400)


EAc–AcN 0.005 0.989 0.020 �0.819 þ0.617 þ0.734 þ1.159 11
(0.978) (0.558) (0.523) (0.281) (0.607)


0.01 0.987 0.014 þ0.025 þ0.444 þ0.437 þ0.447 11
(0.974) (0.390) (0.366) (0.197) (0.424)


0.03 0.984 0.015 þ0.741 þ0.517 þ0.381 þ0.04 11
(0.969) (0.425) (0.398) (0.214) (0.461)


0.05 0.991 0.013 þ1.133 þ0.288 þ0.559 �0.094 11
(0.981) (0.354) (0.332) (0.178) (0.384)


0.07 0.992 0.011 þ0.971 þ0.533 þ0.436 þ0.249 11
(0.985) (0.317) (0.297) (0.160) (0.344)


0.09 0.990 0.012 þ1.378 þ0.304 þ0.476 �0.115 11
(0.981) (0.324) (0.303) (0.163) (0.352)


AcN–CHCl3 0.005 0.993 0.042 þ5.122 �7.197 þ1.241 þ0.626 11
(0.986) (0.757) (0.972) (0.245) (0.231)


0.01 0.982 0.070 þ4.880 �6.526 þ1.433 þ0.547 11
(0.965) (1.256) (1.513) (0.407) (0.384)


0.03 0.993 0.047 þ5.042 �6.170 þ1.815 þ0.522 11
(0.987) (0.855) (1.099) (0.277) (0.261)


0.05 0.986 0.065 þ5.667 �6.687 þ1.404 þ0.776 11
(0.972) (1.178) (1.513) (0.382) (0.360)


0.07 0.987 0.060 þ5.104 �5.719 þ1.405 þ0.687 11
(0.974) (1.076) (1.383) (0.349) (0.329)


0.09 0.988 0.055 þ4.526 �4.839 þ1.661 þ0.465 11
(0.977) (0.997) (1.281) (0.323) (0.305)


0.1 0.985 0.063 þ4.681 �4.957 þ1.567 þ0.519 11
(0.970) (1.139) (1.463) (0.369) (0.348)
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solvation order is intersolvent complex>EAc>CHCl3.
The results in EAc–AcN mixtures indicate in general
the same preferential solvation order corresponding
to EAc–CHCl3: intersolvent complex>EAc>AcN. On
the other hand, in AcN–CHCl3 mixtures the observed
preferential solvation order is CHCl3> intersolvent
complex>AcN.


For the reactions with PIP carried out in EAc–CHCl3
mixtures, the preferential solvation order at most amine
concentrations is intersolvent complex>EAc>CHCl3.


With respect to AcN–CHCl3 mixtures, as in the case of
the reactions with PYR, the critical state of the reaction is
preferentially solvated by the co-solvent with HBD
ability, AcN being the least preferred solvent.


As has been argued, considering the linear kinetic
response observed in EAc–AcN mixtures, the reactive
system constitutes, at first sight, an ideal system. In this
case, Eqn (3) reduces to


Y ¼ x0
1Y1 þ x0


2Y2 ð4Þ


Table 6. Correlation coefficient (r and r 2), standard deviation (SD), intercept (Y ) and the parameters s, a, and b (and their
standard errors) and the number of data points (n) corresponding to log kA¼Yþ s�*þ a�þb� for the reaction between
2,6-DNFB and PIP in binary mixtures (including the data in pure solvents)


Solvent [PIP] (M) r (r2) SD Y (sY) s (ss) a (sa) b (sb) n


EAc–CHCl3 0.01 0.980 0.027 þ0.175 �2.488 �0.531 �0.414 11
(0.960) (0.198) (0.246) (0.133) (0.134)


0.03 0.971 0.037 þ0.542 �2.450 �0.404 �0.227 11
(0.944) (0.271) (0.336) (0.182) (0.183)


0.05 0.970 0.037 þ1.020 �2.700 �0.379 �0.473 11
(0.941) (0.267) (0.332) (0.179) (0.180)


0.07 0.972 0.036 þ0.910 �2.407 �0.410 �0.238 11
(0.945) (0.260) (0.323) (0.175) (0.176)


0.09 0.965 0.039 þ1.201 �2.590 �0.382 �0.408 11
(0.931) (0.287) (0.357) (0.193) (0.194)


0.1 0.963 0.039 þ1.156 �2.459 �0.342 �0.369 11
(0.928) (0.283) (0.351) (0.191) (0.191)


0.125 0.967 0.036 þ1.131 �2.311 �0.332 �0.290 11
(0.935) (0.263) (0.326) (0.177) (0.177)


0.150 0.978 0.034 þ1.379 �2.530 �0.287 �0.423 11
(0.956) (0.247) (0.306) (0.166) (0.166)


EAc–AcN 0.01 0.989 0.027 �0.787 þ0.585 þ0.978 �2.019 11
(0.978) (0.753) (0.706) (0.380) (0.818)


0.03 0.994 0.018 �1.492 þ1.171 þ0.680 �0.177 11
(0.989) (0.508) (0.477) (0.257) (0.552)


0.05 0.996 0.018 �0.818 þ0.991 þ0.888 �0.963 11
(0.992) (0.493) (0.462) (0.249) (0.535)


0.07 0.996 0.015 �0.449 þ0.823 þ0.905 �1.174 11
(0.993) (0.429) (0.402) (0.216) (0.466)


0.09 0.998 0.010 �0.748 þ1.076 þ0.776 �0.628 11
(0.997) (0.283) (0.266) (0.143) (0.308)


0.1 0.997 0.013 �0.578 þ0.941 þ0.881 �0.693 11
(0.995) (0.365) (0.343) (0.184) (0.352)


0.125 0.997 0.015 �0.847 þ1.280 þ0.734 �0.366 11
(0.995) (0.419) (0.393) (0.211) (0.456)


0.150 0.998 0.011 �0.798 þ1.121 þ0.841 �0.121 11
(0.997) (0.300) (0.281) (0.151) (0.326)


AcN–CHCl3 0.01 0.995 0.034 þ2.740 �5.857 þ1.237 þ0.807 11
(0.991) (0.613) (0.788) (0.199) (0.187)


0.03 0.992 0.045 þ2.973 �5.571 þ1.265 þ0.790 11
(0.984) (0.804) (1.033) (0.260) (0.246)


0.05 0.990 0.051 þ3.137 �5.484 þ1.361 þ0.709 11
(0.980) (0.916) (1.177) (0.297) (0.280)


0.07 0.989 0.054 þ2.888 �4.958 þ1.572 þ0.536 11
(0.978) (0.975) (1.253) (0.316) (0.298)


0.09 0.995 0.033 þ2.848 �4.708 þ1.639 þ0.419 11
(0.991) (0.596) (0.766) (0.193) (0.182)


0.1 0.991 0.047 þ2.255 �3.879 þ1.798 þ0.293 11
(0.982) (0.853) (1.096) (0.276) (0.260)


0.125 0.995 0.032 þ2.899 �4.584 þ1.589 þ0.462 11
(0.991) (0.585) (0.751) (0.1889) (0.179)


0.150 0.995 0.035 2.748 �4.301 þ1.559 þ0.550 11
(0.990) (0.633) (0.813) (0.205) (0.193)
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which implies a linear relation between the kinetic
property and the solvent composition. As a consequence,
it would imply that there is no preferential solvation and
the corresponding property of the mixed solvent is the
simple average of these properties in the pure solvents.
Applying the corresponding equation to the kinetic data
in EAc–AcN mixtures and as a function of XAcN, it
becomes


kA ¼ XEAckEAc þ XAcNkAcN ¼ kEAc þ ðkAcN � kEAcÞXAcN


ð5Þ


where kA is the second-order rate constant for a defined
composition of the mixture, and kEAc and kAcN are the
corresponding parameters in the pure solvents.


In order to establish if the experimental data satisfy
Eqn (5), linear regression analysis was applied to the lines
obtained from the kAvsXAcN pattern (Fig. 1) at each
amine concentration. The results are shown in Table 7.
The good correlation coefficients and the probability
P< 0.0001 indicate a linear relationship between kA


and XAcN. The intercept and slope resulting from the
linear regression analysis at each amine concentration
were compared with the experimental kEAc and
kAcN� kEAc values (Table 7). The good agreement ob-
tained allow us to confirm that the experimental data
satisfy Eqn (5), so the 2,6-DNFB–PIP/EAc–AcN reactive
system constitutes an ideal system.


CONCLUSIONS


This comparative study related to the influence of the
amine structure and solvent effects on the selected
reactive systems allow us to conclude the following.


1. The kinetic results corresponding to the reactions with
PYR and PIP reveal that there is no significant con-
tribution to kA from the spontaneous pathway for the
decomposition of the zwitterionic intermediate, the
reactions going exclusively via the base-catalyzed
pathway. It may be argued that, in these reactive
systems, the HBD solvents cannot effectively assist
the fluoride detachment. In contrast, in reactions with


HPIP the constants related to the non-catalyzed step
are significant. This behavior can be related to stereo-
electronic effects that come into play during the
catalyzed step.


2. The amine with the smallest ring size exhibits huge
differences in rates with respect to the rest of the
amines. Those differences are more pronounced when
the reaction is carried out in HBA solvent-rich mixtures.


3. The nucleophile structure has a great influence in the
catalyzed pathway, being also greater in solvents with
high HBA ability. The smaller the ring size of the
nucleophile, the more effective is its catalytic power.


4. Theoretical quantum mechanics calculations show
that the origin of previous behavior lies in stereoelec-
tronic effects which come into play during the nucleo-
fuge departure. These effects are forced by differences
in conformation related to the ring size of the amine.
The conformational difference is more crucial be-
tween PYR and PIP and/or PYR and HPIP than
between PIP and HPIP.


5. The nucleophile structure is also responsible for the
change in reaction mechanism in mixtures with
CHCl3: while the reactions with PYR and PIP are
catalyzed in the whole range of co-solvent concentra-
tion, those with HPIP are non-catalyzed in HBD-rich
mixtures.


6. In all reactive systems, the rate constant is more
susceptible to solvent effects related to dipole and
induced-dipole interactions than those attributed to
hydrogen-bond interactions. Hence the solvation ef-
fects are dominated by non-specific interactions.


Exceptions are the reactive systems 2,6-DNFBþ
HPIP1 in EAc–CHCl3 at low amine concentrations
(for which the kinetic retarding effect takes place) and
2,6-DNFBþ PYR/PIP in EAcþAcN. These systems
are dominated by specific interactions related to the
HBD ability of the solvent.


The incidence of the solvation effects ascribed to
the HBA solvent properties has little influence in all
cases.


7. If we consider the solvatochromic response patterns
(solvatochromic property vs XCoS), the EAc–CHCl3
mixtures exhibit synergism for �, a negative devia-
tion from ideality for �* and a positive deviation for


Table 7. Linear regression treatment of the kA values (Table S3) vs XAcN for each amine concentration, corresponding to the
reaction between 2,6-DNFB and PIP in EAc–AcNmixtures; intercept kEAc (standard error s) and slope (kAcN�kEAc) (standard error
s) according to Eqn (7)


[PIP] M Intercept (s) Slope (s) r SD n kEAc kAcN�kEAc


0.01 0.036 (0.003) 0.081 (0.005) 0.977 0.006 11 0.040 0.088
0.03 0.126 (0.005) 0.230 (0.009) 0.993 0.009 11 0.121 0.239
0.05 0.190 (0.010) 0.441 (0.017) 0.993 0.018 11 0.205 0.465
0.07 0.284 (0.012) 0.613 (0.020) 0.995 0.021 11 0.291 0.659
0.09 0.369 (0.013) 0.750 (0.022) 0.996 0.023 11 0.378 0.792
0.1 0.438 (0.012) 0.893 (0.021) 0.998 0.022 11 0.420 0.930
0.125 0.510 (0.011) 1.100 (0.018) 0.999 0.019 11 0.520 1.110
0.150 0.649 (0.015) 1.299 (0.025) 0.998 0.026 11 0.608 1.310
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�.14a The kinetic response patterns of kA values vs
XCoS corresponding to the three nucleophiles are
characterized by exhibiting negative deviations
from the ideal response, �* being the dominant
solvent property. On the other hand, the EAc–AcN
mixtures exhibit a nearly linear response for �*,
positive deviations for � and a small synergism for
�.14b The corresponding kinetic response patterns of
kA values show positive deviations from the ideal
response in reactions with PYR, for which � is
dominant, and an ideal response in reactions with
PIP, which are dominated by �* and � properties.
Finally, the solvatochromic response for AcN–
CHCl3 mixtures is characterized by a small syner-
gism for �* and positive deviations for � and �.14a


The corresponding kinetic response exhibits negative
deviations from ideal behavior, �* being the domi-
nant solvent property as in the case of EAc–CHCl3
mixtures.


The above considerations allow us to conclude
that for solvent systems A (HBAþHBD) and B
(HBAþHBA/HBD), the solvatochromic process
and the kinetic process are related to each other.
This correspondence might come from similar solva-
tion mechanisms.


8. The previous assumption is confirmed by the appli-
cation of the preferential solvation model to the
kinetic response in mixtures of type A and B,
revealing that it is coincident with that obtained for
the solvatochromic process:14c the critical state is
preferentially solvated by the structure formed by
intersolvent hydrogen-bonded species. In contrast,
the reactions carried out in mixtures of type C
manifest a tendency to be preferentially solvated by
co-solvent CHCl3.


9. The 2,6-DNFBþ PIP reactive system in EAc–AcN
mixtures constitutes the only example of an ideal
system. This result can be attributed to a combination
of factors related to the substrate structure, the
nucleophile structure and the binary solvent mixture
properties.


10. Comparing the kinetic response patterns correspond-
ing to the three amines in systems A, B and C, it can
be observed that the response obtained in mixtures
with CHCl3 is clearly determined by the solvent
mixtures, i.e. it is solvent dependent, whereas that
corresponding to mixtures with AcN as co-solvent is
nucleophile dependent.


EXPERIMENTAL


2,6-DNFB was synthesized as reported previously.15


PYR and PIP were refluxed for 3 h and then fractionated


over sodium. The solvents were purified as usual14 and all
of them were kept over 4 Å molecular sieves and stored in
special vessels that allow delivery without air contamina-
tion. All binary mixtures were prepared prior to use and
stored under anhydrous conditions.


The kinetics of the reactions were studied by UV–
visible spectrophotometry. A Perkin-Elmer Model 124
spectrophotometer was used, equipped with a data-
acquisition system.


The parameters of solvation which minimize the
square residuals of the kA values were computed by
non-linear regressions using the MATLAB 5.2 program.
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epoc ABSTRACT: 1,3,2-Dioxaborines with fluorine and other substituents at boron were calculated by first-principles
methods based on density functional theory (DFT: B3-LYP) or many-body perturbation theory at the second order
[MBPT(2): MP2]. 1,3,2-Dioxaborines are derivatives of 1,3-dicarbonyl compounds also known as 1,3-diketoborates.
According to quantum chemical calculations, 2,2-difluoro-1,3,2-dioxaborines are of puckered structure with a low
barrier to inversion. The calculated charge distribution does not reflect well the traditional formula description. The
boron atom carries a positive rather than a negative charge. Some compounds have a pronounced zwitterionic
character accompanied by relatively high dipole moments. The calculated positive electron affinities (EAs) classify
1,3,2-dioxaborines as organic electron-acceptor compounds. Depending on the type of substitution, the EAs vary
between about 0.5 and 3.5 eV (DFT calculations). The EAs of various substituted 1,3,2-dioxaborines are of the same
order of magnitude as those of quinones and close to electron affinities of strong organic acceptor compounds
such as tetracyanoethylene (TCNE). Numerical predictions are verified by comparison with EAs of a series of
well-known medium-sized organic compounds studied experimentally and theoretically at the same level of
theory. In good agreement with results reported for other series of compounds, the average absolute error between
theoretical and experimental EAs was 0.19 eV. Because of the ability of 3,5-diaryl-2,2-difluoro-1,3,2-dioxaboranes to
fluoresce efficiently and to accept electrons easily, these compounds are potential candidates for future applications.
Copyright # 2004 John Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience


KEYWORDS: boron–organic compounds; molecular structure; electron distribution; electron affinity; vertical electron


attachment and detachment energy; density functional theory


INTRODUCTION


1,3-Diketoboronates (1,3-diketoborates, boryl acyl ke-
tones) have been known for more than 90 years.1 The
compounds are chelate complexes (2) formed from en-
olizable 1,3-dicarbonyl compounds (1). A large variety of
these compounds with various substituents at the carbon
atoms are readily available. As is well established by
structural analysis, the compounds have the cyclic 1,3,2-
dioxaborine structure 2.


2,2-Difluoro-1,3,2-dioxaborines (2, R¼ F) are prepa-
red by reaction of 1 with boron trifluoride2 and 2,2-
dialkyl- and 2,2-diaryl-1,3,2-dioxaborines (2, R¼ alkyl,
aryl) from A with trialkyl- and triarylboranes, respec-
tively.3 The compounds are substituted at the carbons.
Cationic spirocyclic 1,3,2-dioxaborines of the general
formula 3 are synthesized from 1 and boron trichloride4


or trialkylborates in the presence of strong mineral acids
or water-binding reagents.5


In contrast to the 1,3-dicarbonyl precursors 1,6 1,3,2-
dioxaborines 2 generally exhibit strong fluorescence in
solution at room temperature7 and, in some cases, in the
solid state.8 They are used as laser dyes9 and as active
components in solar collectors.10 Some 1,3,2-dioxabor-
ines with specific heterocyclic substituents in the 4- and
6-positions are reported as red emitters in organic light-
emitting diodes.11 2,2-Difluoro-1,3,2-dioxaborines can
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be used as photosensitizers in electrophotographic mate-
rials12 and photoreactants with alkenes13 and aromatic
compounds.14 Moreover, 1,3,2-dioxaborines are chro-
mogenic building blocks in the synthesis of deeply
colored compounds, such as donor-substituted styryl
compounds15 and natural curcumines.16 1,3,2-Dioxabor-
ine-containing polymethine dyes with extremely long-
wavelength absorptions in the NIR region17 and pro-
nounced non-linear optical properties18 are also known.
Anions containing the 1,3,2-dioxaborines ring twice19


have recently been discussed in terms of mixed-valence
systems.20


Less is known about the capability of 1,3,2-dioxabor-
ines to accept electrons. As is well known, 1,3,2-dioxa-
borines form ground-state donor–acceptor complexes or
exciplexes with organic donors.20 The donor–acceptor
complexes display long-wavelength intermolecular
charge-transfer (CT) absorption bands. Moreover, 1,3,2-
dioxaborines are easily reduced under ambient condi-
tions.21 By one-electron transfer they form relatively
stable anion radicals which have been characterized by
ESR techniques.22 1,3,2-Dioxaborines are, therefore,
promising candidates for producing electron-transport
materials.23


Molecular electron affinities (EAs) of 1,3,2-dioxabor-
ines as specific measures of electron acceptor strength,
however, are not yet known. The development of
new emitter and charge transport materials for organic
light-emitting diodes (OLEDs) and other optoelectronic
applications requires a better knowledge about the
electron acceptor properties of the title compounds.
From a practical point of view, fluorescent 1,3,2-dioxa-
borines with large EAs deserve particular interest.


This study is mainly directed to the molecular structure
and electronic properties of 1,3,2-dioxaborines of the
series 2 and 3 and the tendency of these compounds to
form radical anions.


To evaluate the acceptor strength of 1,3,2-dioxabor-
ines, the EAs of the compounds of series 2 and 3 were
calculated by quantum chemical methods and compared
with those of a series of well-known organic acceptor
compounds.


The EA of a neutral molecule measures the ability of
the molecule to gain an electron, as described by the
reaction Xþ e�!X�.24 The EA is traditionally defined
as the negative of the energy of the following reaction:


EA ¼ �½EðX�Þ � EðXÞ� ð1Þ


If the anion is more stable than the neutral compound EA
is positive and if the anion is less stable EA is negative.
This definition in sign is at variance with the thermo-
dynamic convention.


The calculated EAs refer to free molecules and should
correspond to experimental values obtained by electron
transmission spectroscopy (ETS),25–27 (anion) photoelec-
tron spectroscopy (PES),27 threshold photodetachment27


and various other methods carried out in gas-phase
experiments.27,28


COMPUTATIONAL


Satisfactory results of EA calculations have been reported
both for the state-oriented ab initio approaches such as
post-Hartree–Fock and multiconfiguration methods29 and
the transition-oriented approaches such as OVGF (outer-
valence Green’s function) or propagator methods.30 How-
ever, ab initio quantum chemical calculations performed
at any high level of theory are time consuming and
become prohibitively expensive when applied to polya-
tomic molecules. To avoid large amounts of computer
time and/or disk storage, the Hohenberg–Kohn–Sham
density functional theory (DFT)31 was used in this study.


To obtain the first EAs according to Eqn (1) the
energies of the molecular species X and X� were calcu-
lated. Geometry optimization of both the neutral com-
pound and the anion provides the ‘adiabatic electron
affinity’ or EA. If the optimized ground-state geometry
is used in the calculation of the anion, the ‘vertical
electron attachment energy’ (VAE) is obtained. On the
other hand, the vertical ionization energy of the anion
corresponds to the ‘vertical electron detachment energy’
(VDE). Although the EAs calculated by DFT are gener-
ally less accurate than those of high-level ab initio levels,
such as GaussianX (X¼ 2, 3),32 the results of DFT calcu-
lations reproduce experimental EAs reasonably well. The
calculations allow the derivation of general features and
trends. The average absolute error in the calculation of
the EAs of a series of small inorganic compounds32,33 and
of some medium-sized organic compounds27,33–36 was
found to be about 0.2 eV or slightly lower. The error in
calculating EAs is of the same order of magnitude as
UV–visible excitation energies when calculated by time-
dependent density functional response theory.37


DFT calculations were performed with the hybrid
Hartree–Fock/density functional using the exchange
functional defined by Becke’s three-parameter equation
and the correlation functional proposed by Lee, Yang and
Parr (B3-LYP).38 DFT B3-LYP is a valuable alternative
to MO methods considering correlation effects and has
found wide acceptance in computational chemistry.31


The good performance of B3-LYP in calculating EAs of
small inorganic and organic compounds was shown in
previous studies.33–36 Split valence double-zeta and tri-
ple-zeta basis sets plus polarization functions with or
without diffuse functions were generally used. For the
calculation in this study, we mostly employed the 6–
31þG(d,p) (¼ 6–31þG**) basis set. This basis set was
replaced, in some cases, by the more extended valence
triple-zeta basis sets 611þG(2df,p).


The spin-unrestricted UB3-LYP method was used to
calculate the open-shell radicals The wavefunctions of
the unrestricted DFT calculations suffer less than UHF
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from spin contaminations. The calculated the expectation
value hSi2 of the radicals are close to the theoretical value
of the pure doublet state (0.75). This approach is also
known to provide good geometries and relative energies
for organic radical ions.39


For the sake of comparison, (U)MP2(fc) calculations
were also performed, where fc stands for the frozen core.
UMP2 energies used in the calculation of EA are those
after spin projection (PUMP2). G2(MP2) and G3(MP2)
energies are additionally corrected with respect to the
basis set error and the error in the correlation energy.40


Molecular geometries were fully optimized. Total
charges were defined by the traditional Mulliken popula-
tion analysis (MPA) and by the natural population ana-
lysis (NPA) of Reed et al.41 The quantum chemical
calculations were carried out using the 1998 release of
the Gaussian suite of programs (Revision A7).42


RESULTS AND DISCUSSION


Molecular and electronic structure of the
diflouro-1,3,2-dioxaborine parent compound


To reveal essential features of ring structure of 1, the
unsubstituted compound 1a (‘parent compound’) was
first studied in more detail. The heterocyclic ring of the
neutral compound is not fully planar. The molecule is
puckered with boron placed out of the plane. The out-of-
plane displacement depends sensitively on the theoretical
model used and is larger for MP2 (32�) than for DFT
(less than 12�). The calculations were performed with the
same basis set (cf. Table 2). The MP2 structure is shown
in Fig. 1.


The barrier to inversion of the puckered 2,2-difluoro-
1,3,2-dioxaborine, however, is very low. It amounts at the
G3(MP2) to �H 6¼ ¼ 0.26 kcal mol�1 ( kcal¼ 4.184 kJ).
The very low barrier height may account for the loss of
the puckered structure in the crystal. Crystal forces
obviously override the weak intramolecular forces that


are responsible for the non-planarity. In general, the bond
lengths of 2a predicted by DFT and MP2 are closely
similar (Table 1).


The calculated bond lengths fit well with standard bond
lengths. The calculated C—F bonds are slightly elon-
gated with respect to the C—F bond length of 1.365 Å
reported for the tetrafluoroborates.43 The CC bond
lengths of the ring calculated at about 1.4 Å reflect a
trimethine substructures.44 This outcome is in good
harmony with the model of a delocalized CC bond as
displayed in formula 2. Moreover, the parent compound
exhibits an almost planar OCCCO trimethine fragment
that is forced by BF2 into a cyclic cis structure. Experi-
mental knowledge of the structure of 1,3,2-dioxaborine is
restricted to results of x-ray studies of derivatives.45 Table
1 contains data on the theoretical and experimental
structure of the 4-methyl-6-phenyl-1,3,2-dioxaborine
(2k). Except for the B—O bonds the predicted and
measured bond lengths agree reasonably well. Close
agreement between theory and experiment is not to be
expected. The calculated bond lengths refer to the free
molecule whereas the experimental data are more or less
affected by crystal forces.


Whereas the DFT ring structure of the anion of 2a is
puckered like the neutral compound, the cation is planar.
Some bond lengths vary considerably in passing from the


Figure 1. Structure of 2,2-difluoro-1,3,2-dioxaborine (MP2
calculation)


Table 1. Selected bond lengths of the two 2,2-difluoro-1,3,2-dioxaborines 2a and 2k and angle of folding calculated by (U)DFT
and (U)MP2


Compound Symmetry Method C—C (Å) C—O (Å) B—O (Å) B—F (Å) Angle(�)a


2a Cs DFT 1.393 1.283 1.529 1.369, 1.362 12
MP2 1.391 1.289 1.530 1.379, 1.364 32


2a� Cs UDFT 1.392 1.348 1.485 1.422, 1.405 28
UMP2 1.382 1.351 1.489 1.426, 1.408 36


2aþ C2v UDFT 1.449 1.251 1.600 1.326, 1.325 0
Cs UMP2 1.465 1.242 1.600 1.345, 1.325 32


2k
Calc. C1


b DFT 1.392 1.292 1.519 1.731 18
Exp.b,c X-ray 1.372 1.290 1.475 1.363 �0


a The OCCCO trimethine fragment of the ring is almost planar. The angle defines the out-of-plane deviation of the BF2 fragment relative to this plane. The
angle is lower with extended basis sets such as 6–311þG(2df,p) (7�) and cc-VTZ (3�).
b Average bond lengths of corresponding bonds.
c For experimental bond lengths, see Ref. 45.
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neutral 2a to the ion radicals. The results of DFT and MP2
calculations are similar (cf. Table 1).


The CHCHCH trimethine fragment of 2a defines a 6�-
system that is essentially localized. The absence of a
significant cyclic delocalization is supported by the NICS
(nucleus independent chemical shift) criterion. NICS is
defined as the negative isotropic shielding at the center of
the ring46 [GIAO B3-LYP/6–31þG(d) calculation. If
NICS is lower than about �3 ppm the ring systems may
classed as aromatic and larger than about þ3 ppm as
antiaromatic (H. Jiao, Universität Erlangen-Nürnberg,
personal communication, 1997)]. The calculated NICS
values of 2a of þ2.3 ppm (NICS-1þ 0.59 ppm) are in
favor with an essentially localized rather than a deloca-
lized structure. Thus, the contribution of the CF2 group to
the cyclic delocalization is low.


According to Mulliken population analysis (MPA), the
CH groups in 4-, 5- and 6-positions of 2a carry positive
net charges whereas the oxygen atoms are negative (cf. A,
Fig. 2). The outcome of the natural population analysis
(NPA) is similar except for position 4 with a negative
natural charge. The electron distributions at the tri-
methine fragments of A and the carbocation B are very
similar (cf. Fig. 2).


In contrast to the traditional formula presentation, the
boron atom is positively charged. This result is qualita-
tively the same in the MPA and NPA calculations. Acco-
rding to the calculations the expected negative charge is
shifted to the adjacent more electronegative atoms. This
outcome is the same for other organic borates, such as C
(cf. Fig. 2), or inorganic borates, such as BF4


�. Thus, the
commonly used formulas of borate structures are mis-
leading. To give a more realistic charge distribution with


a positive charge at boron, additional resonance struc-
tures have to be invoked.


The parent compound 2a has a significant charge
separation. The electric dipole moment of 6.49 D is
remarkably large. The experimental value of the parent
compound is unknown but substituted compounds have
actually dipole moments in the same order of magnitude
as calculated (�7 D47).


To define formal charges of the conjugated OCCCO
fragment, the�-type population of2awas analyzed. The�-
charges are defined by the population of the p�-orbitals and
core charges of 1 (for carbon) and 2 (for oxygen) as defined
within the Pariser–Parr–Pople approach. In agreement with
formula 2a, the oxygen and the carbon atoms adjacent to
oxygen have positive charges. The �-charges of the nearly
planar OCCCO fragment of 2a are shown in D in Fig. 2).


Choice of compounds


Some more general considerations are helpful in search-
ing for proper compounds with higher EAs. The zwitter-
ionic character of 2a visualized in formula 2 with the
positive charge of the trimethine fragment and negative
charge of boron-containing fragment encouraged us to
replace the fragment by other suitable charged fragments.
A more trivial case is replacement of the trimethine
fragment by substituted trimethine fragments as shown
in the series 2b–2w (Table 2).


Alternatively, carbocylic cations may replace the
chain-type trimethine fragment. This substitution pattern
is exemplified by 9–11 later.


The proper choice of the substituents of 1,3,2-dioxa-
borine (2a) is assisted by simple MO theoretical con-
siderations. 1,3,2-Dioxaborines of enhanced EA relative
to the parent compound should exhibit the LUMO at
lower energies. This is realized by suitable substitution
by acceptor substituents. Since the LUMO of the 1,3,2-
dioxaborine parent compound 2a is mainly localized at
the trimethine fragment, the inspection of the �-type
characteristics of the polymethine MOs is informative.
The Hückel MOs of polymethines are known in closed
form.48 The solutions for the 6�-system imply that the
LUMO is antisymmetric to the plane that is perpendicular
to the plane of the �-system. The squared coefficients of
the LUMO are large at the carbons adjacent to the termi-
nal heteroatom groups. This conclusion is the same when
the Hartree–Fock (ab initio) and Kohn–Sham (DFT)
LUMOs are considered. The shape of the LUMO is
illustrated in Fig. 3 (B3-LYP functionals).


Because of the nodal property of the pi-type LUMO
(and SOMO of radical anion) of 2a replacement of the
BF2 group in 2-position or substitution in 5-position
should be less effective on the electron affinity than
substitution in the 4- and 6-positions. The majority of
the selected compounds of the series 2 therefore contain
substituents in the favored 4- or (and) 6-position.


Figure 2. MPA and NPA total charges (NPA charges in
italics) of 2a are given in A and those of the related O,O-
methylene bridged trimethine cation and the O,O-ethylene
bridged borate in B and C, respectively. The charge of
hydrogen was added to the charge of the carbon atom for
each bond. D contains charges of the �-system of the nearly
planar fragment of 2a
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The same type of MO consideration was applied to the
substituents attached to 1,3,2-dioxaborines. In the case of
phenyl substitution there is an efficient overlap between
the LUMOs at the carbon atoms in 4- and 6-positions of
the ring and at the carbon atom in the 4-position (para-
position) of acceptor-substituted phenyl groups.


Electron affinities and electron attachment
energies of 2,2-difluoro-1,3,2-dioxaborine
and electron detachment energies of its anion


To understand better the sensitivity of the theoretical
model, the differently defined electron affinities of the
parent compound 2a was calculated first. The results in
Table 3 show that EAs of 2a calculated by different
theoretical models have a positive sign in all cases. In
other words, the open-shell radical anion of 2a resulting
from the capture of one electron is more stable than the
neutral closed-shell compound. The EA amounts to about
1 eV, which indicates a weak electron acceptor strength.
As is to be expected, the VAE is smaller than the
adiabatic EA. On the other hand, the VDE of the anion
is larger than the adiabatic EA. Independent of the
theoretical model, the energy increases on passing from
the VAEs to the VDEs by 0.7 eV. The EAs are approxi-
mately the mean values of the two vertical energies. Both
the zero-point vibrational energy and thermal corrections
did not much effect the adiabatic EA (cf. footnote a of
Table 3).


The EA of 2a calculated by DFT is 0.2 eV higher than
the value calculated by MP2. However, the difference in


Table 2. Choice of compounds


Compounda R R1 R2 R3


2a F H H H
2b F CN H H
2c F H CN H
2d F NO2 H H
2e F H NO2 H
2f F F H F
2g F CF3 H CF3


2h F CN H CN
2i F NO2 H NO2


2j F CH3 H CH3


2k F CH3 H C6H5


2l F C6H5 H C6H5


2m F 4-CF3C6H4 H 4-CF3C6H4


2n F 4-CH3COC6H4 H 4-CH3COC6H4


2o F 4-NCC6H4 H 4-NCC6H4


2p F 3-NCC6H4 H 3-NCC6H4


2q F 2-NCC6H4 H 2-NCC6H4


2r F 3,5-(NC)2C6H3 H 3,5-(NC)2C6H3


2s F 2,4-(NC)2C6H3 H 2,4-(NC)2C6H3


2t F 4-NO2C6H4 H 4-NO2C6H4


2u F 2,4-(NO2)2C6H3 H 2,4-(NO2)2C6H3


2v F 2,4,6-(NO2)3C6H2 H 2,4,6-(NO2)3C6H2


2w F NH2C6H4 H NH2-C6H4


2x F 4-Pyridyl H 4-Pyridyl
2y F 2-Triazinyl H 2-Triazinyl
2z Cl CH3 H CH3


2a OCH3 CH3 H CH3


2ß CH3 CH3 H CH3


2ca C6H5 CH3 H CH3


3a — H H H
3b — CH3 H CH3


a For compounds 2d and 2e, see footnote of Table 4.


Figure 3. Shape of the lowest energy empty Kohn–Sham
orbital of 2a
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the EA values between the DFT calculation and the ab
initio calculation is reduced on passing from MP2 to the
more elaborate G2(MP2) and G3(MP2) calculations. The
results in Table 3 encouraged the use of the DFT approach
using the economical 6–31þG(d,p) basis set.


It should be mentioned that the formation of the anion
from the neutral compound is strongly favored in polar
media. As a consequence, the EA is increased. Under the
conditions defined in Table 3 (see footnotes), the self-
consistent reaction field (SCRF)49 calculation predicts an
increase in the electron attachment energy by about 2 eV.
The parent compound 2a now appears as a strong
electron acceptor.


Electron attachment energies of substituted
2,2-difluoro-1,3,2-dioxaborines


Since the vertical electron attachment energies are only
slightly higher than adiabatic EAs, the following calcula-
tions on various 2,2-difluoro-1,3,2-dioxaborines were
restricted to VAEs. The calculated energies of the series
2a–2y with different substituents at carbon and boron are
given in Table 4. According to the calculations, the VAE
values extend from 0.5 to 3.5 eV. Whereas twofold
substitution of hydrogen by methyl or fluorine in 4- and
6-positions lowers the energy relative to 2a, electron-
withdrawing substituents such as CF3, CN and NO2


increase the VAEs significantly. In qualitative agreement
with the Hammett substituent constants (both �para and
�meta


50), the electron acceptor strength increases in the
order CF3<CN<NO2. In the case of the 4,6-dinitro
derivative (2i, R1¼R3¼NO2), the EA is more than three
times as large as that of the parent compound (2a).
Compounds with acceptor substituents at the ring are
not yet known.


A more practical starting material for application is
the well-known 4,6-diphenyl-1,3,2-dioxaborine (2l). Ac-
cording to the DFT calculation, the EA of 2l is 2.11 eV.
Hence the EA is about twice as large as that of the parent
compound 2a. In general, acceptor substitution in 4- and


40-positions of the phenyls is less effective direct sub-
stitution at the ring. Again, the effect of acceptor sub-
stitution increases in the order CF3<CN<NO2 (cf.
Table 4). The phenyl groups of 2l and of the 4,40-
phenyl-substituted compounds 2m, 2o and 2t are slightly
distorted out-of-plane (OCCC dihedral angles of 15� 1�,
with OC at the ring and CC at phenyl). The VAE value
of 2,20,4,40-tetranitro-2,2-difluoro-1,3,2-dioxaborine (2u)
(3.06 eV) is not much larger than that of the 4,40-dinitro-
substituted compound (2t) (2.98 eV). The small increase
is obviously due to fact that the phenyl groups are twisted
relative to the ring by about 60� because of steric
hindrance of the NO2 groups in an ortho-position to
phenyl and adjacent to the nucleus. Steric strain is
additionally released by distortion of the two NO2 groups
that are adjacent to the ring (27�). The phenyl groups of
the 2,20,4,40,6,60-hexanitro-substituted 1,3,2-dioxaborine
(2v) are situated nearly orthogonal to the plane of the
nucleus (OCCC dihedral angles of about 89�). Despite
the strong twisting, the electron attachment energy of 2v
is additionally enhanced.


The selection of compounds was stimulated by the
nodal properties of the LUMO. The question may be
asked whether EA values are actually lower with acceptor
substitution introduced in unfavored positions. As expe-
cted, the EA is relatively low with substitution in the
4-position compared with substitution in the 3-position of
1,3,2-dioxaborine (cf. Table 4). This is supported with the
cyano- and nitro-substituted 2c and 2e, respectively.
However, in spite of the unfavored 4-position, these
compounds display higher EAs than the parent compound
2a. Hence the results of the numerical calculations show
some limitations of the simple MO model. It should be
mentioned that the bonds of the substituents at the 4-
position of the ring are shorter and the total energies of
the 4-substituted compound are lower than those of the
isomer with substitution in the 3-position.


As expected, the EA is larger for 4,40-cyanophenyl than
for 3,30-cyanophenyl substitution of 2a. Because of the
molecular structure, the EA of the 2,20-isomer is low. The
cyanophenyl groups of 2q are twisted out of plane twice


Table 3. Calculated lowest energy vertical electron detachment energies (VAE) and adiabatic electron affinities (EA)a,b of the
neutral 2a and of vertical electron detachment energies (VDE) of the anion of 2a in eV calculated by DFT, MP2 and
GaussianX(MP2) (X¼2, 3)


B3-LYP MP2


Parameter 6–31þG(d,p) 6–311þG(2df,p) aug-cc-pVTZ MP2(fc) G2(MP2)a G3(MP2)a


VAE 0.97 0.92 0.94 0.70 — —
EA 1.31 1.28 1.28 1.07 1.27 1.39
VDE 1.66 1.65 1.65 1.86 — —


a EAs calculated by G2(MP2) and G3(MP2) without consideration of zero-point vibrational energies (corrections of �0.10 eV). Change of enthalpy (�H) at
298 K, including the ZPVE correction): �H¼ 1.26 eV with G2(MP2) and �H¼ 1.38¼ eV with G3(MP2).
b The VAE of 2a increases from about 1 to 3 eV on passing from the free molecule to a molecule in a polar environment with a dielectric constant of 78.39
(water). This model-type calculation indicates a considerable increase in the reduction potential that may occur in condensed phases in practical applications.
The self-consistent reaction field calculation on 2a was performed using the polarizable dielectric model (PCM) at the DFT B3-LYP level of theory using the 6–
311þG(2df,p) basis set.
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as much as in 2p and 2o and the CN groups become
slightly bent with valence angles of about 173� rather
than 180�. This indicates the repulsive force between CN
and the nucleus. There is also a surprisingly small
difference in the EAs between the 3,5- and 2,4-substituted
compounds 2r and 2s. 2,4-Substitution is again less
effective because of molecular distortion. In contrast to
acceptor-substituted compounds, the EA of the 4,6-bis(2-
aminophenyl) donor-substituted 2w is essentially un-
changed with respect to 2l.


A remarkable increase in the EA is calculated when the
phenyl groups of 2l are replaced by 4-pyridyl or 1,3,5-
trazinyl groups (2x and 2y, respectively). The increases
are 2.11 to 2.68 eVon passing from the 4,6-diphenyl- (2l)
to the 4,6-bis(2-triazinyl)-2,2-difluoro-1,3,2-dioxaborine
(2y). The heterocylic derivative is predicted to be planar.


In agreement with the node property of the LUMO of
2a, the EA is less affected by structural changes in the 2-
position, such as replacement of boron by aluminum (2�,
cf. footnote a of Table 4), or replacement of fluorine by
chlorine (2z). However, a marked increase in the EA is
found on passing from 2a to compounds substituted by
alkyl or aryl groups rather than by fluorine at boron (2�
and 2�, respectively). Replacement of two oxygen atoms


of 2a by two sulfur atoms to give 2,2-difluoro-1,3,2-
dithiaborine (2e) results in a heteroanalogous compound
with a higher EA than that of 2a (cf. footnote a of Table 4).


The heterocyles 4 and 5 with two adjacent dioxaborine
rings exhibit higher vertical electron attachment energies
than the parent compound 2a, but the calculated EAs do
not exceed 3 eV (cf. Fig. 4). The EA decreases on passing
from 5 to 6 or the isomeric 7. The compound 8 is no
longer planar.


With regard to the electron attachment energy, com-
pounds of the series 3 take an exceptional position. These
compounds are cations and the capability for an electron
capture is therefore strongly enhanced. The calculated
VAEs of the spiro compounds 3a and 3b are much larger
than the EA of 2a and its derivatives (see Table 4).


Related carbocyclic borate compounds


The more complex boron compounds 9–11 with carboca-
tion fragments have higher EAs than 2a (cf. Fig. 5). The
electron attachment energy increases on passing from 9
to 11 such as found for a series of carbocations of
analogous topology (9a–11a). Surprisingly, the structures


Table 4. Electron attachment energies of 2,2-disubstituted 1,3,2-dioxaborines (2) and of the related compounds 3 in eV
calculated by DFT B3-LYP


Compound R R3 R4 R5 VAE


2a F H H H 0.97a


2b F CN H H 2.17
2c F H CN H 1.81
2d F NO2 H H 2.51
2e F H NO2 H 1.80
2f F F H F 0.73
2g F CF3 H CF3 2.34
2h F CN H CN 3.37
2i F NO2 H NO2 3.52
2j F CH3 H CH3 0.63
2k F CH3 H C6H5 2.31
2l F C6H5 H C6H5 2.11
2m F 4-CF3C6H4 H 4-CF3C6H4 2.31
2n F 4-CH3COC6H4 H 4-CH3COC6H4 2.35
2o F 4-CNC6H4 H 4-CNC6H4 2.63
2p F 3-CNC6H4 H 3-CNC6H4 2.39
2q F 2-CNC6H4 H 2-CNC6H4 2.23
2r F 3,5-Di-CNC6H3 H 3,5-Di-CNC6H3 3.06
2s F 2,4-Di-CNC6H3 H 2,4-Di-CNC6H3 3.10
2t F 4-NO2C6H4 H 4-NO2C6H4 2.98
2u F 2,4-Di-NO2C6H3 H 2,4-Di-NO2C6H3 3.06
2v F 2,4,6-Tri-NO2C6H2 H 2,4,6-Tri-NO2C6H2 3.20
2w F 4-NH2C6H4 H 4-NH2C6H4 1.10
2x F 4-Pyridyl H 4-Pyridyl 2.28
2y F 2-Triazinyl H 2-Triazinyl 2.68
2z Cl CH3 H CH3 1.04
2a OCH3 CH3 H CH3 0.39
2ß CH3 CH3 H CH3 0.22
2c C6H5 CH3 H CH3 0.69
3a — H H H 5.62
3b — CH3 H CH3 4.66


a Replacement of boron of 2a by aluminum to give 2d resulted in an increase in VAE from 0.97 to 1.06 eV, and replacement of two oxygen atoms of 2a by two
sulfur atoms to give 2e in an increase from 0.97 to 1.70 eV.
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of 10 and 10a display reduced molecular symmetries,
probably owing to a quasi-Jahn–Teller distortion. The CC
bonds alternate along the perimeter between about 1.35
and 1.45 Å. The symmetric structure of C2v symmetry is a
transition structure (one imaginary frequency) that is
considerably higher in energy than the bond alternating
structure ofCs symmetry. It should be mentioned that 9–11
are distinguished from 2a by higher electric dipole
moments. The dipole moments increase in this series
from 9.33 (9) through 9.67 (10) to 10.17 D (11). Hence
these organic compounds are strongly polar compounds.


Accuracy of the electron affinity calculations
on conjugated organic compounds


The question should be raised of how the calculated EAs
of 1,3,2-dioxaborines are classified among the experi-
mentally known EA values and how large the error in the
prediction might be. To estimate the error, a series of
organic compounds with experimentally known EAs were
selected and studied. The calculations on these reference
compounds were performed with the same theoretical
model as used in the study of 1,3,2-dioxaborines. The
results are assembled in Table 5.


Since experimental EAs are either adiabatic or vertical,
or not assigned at all, adiabatic EAs and vertical attach-
ment and detachment energies were calculated. If the
assignment of the experimental energies was disregarded
and the statistics were performed including all experi-
mental data irrespective of the origin, the mean absolute
deviation amounted to 0.19 eV. If the compared energies
were restricted to those of the same origin, the deviation
was not lowered but rather became higher. The numerical
calculations are obviously not accurate enough to repro-
duce differences in energy as large as vibrational ener-
gies. The mean absolute deviation of 0.19 eV corresponds
to the error reported in former B3-LYP studies of med-
ium-sized molecules (0.22 eV).36


The EA of TCNE (experimental, 3.17 eV51) was also
overestimated in a previous DFT study and is under-
estimated by MP2 calculations36 (cf. footnote i of Table 5).
The adiabatic EA calculated by G3(MP2), however,
reproduces the experimental value fairly well. It should
be mentioned that the error of the experimental EA of
TCNE is larger than those for other compounds
(� 0.2 eV).51 Since the experimental value of TCNQ is
not considered to be reliable,52 (electron binding energies
calculated by OVGF, however, were in good agreement
with the experimental data53) the calculated energies are
not compared with the experimental value. According to


Figure 4. Vertical electron affinities of dimers and phenylene bridged dimers of 1.3.2-oxaborines calculated by DFT. To achieve
convergence in calculating 8, the set of diffuse orbitals was neglected for both the neutral compound and the anion


Figure 5. Vertical EAs of carbocyclic anionic borate com-
pounds and related carbocations with BF2 replaced by CH2


[DFT B3-LYP/6–31þG(d,p)]
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the calculation, the EA of TCNQ is significantly larger
than that of TCNE (3.73 vs 3.48 eV).


The comparison of the calculated electron attachment
energies of 2,2-difluoro-1,3,2-dioxaborines with the data in
Table 4 shows that the energies of the diphenyl-substituted
derivative 2l (2.11 eV) is approximately the same as the
experimental EA of p-benzoquinone (1.86 eV54). The VAE
values of the acceptor-substituted 1,3,2-dioxaborines cal-
culated up to 3.20 eV in this study are in the same range as
the experimental EAs of p-benzoquinone derivatives mea-
sured up to 2.78 eV.35 Finally, the highest VAE values of
the acceptor-substituted 1,3,2-dioxaborines are close to
the experimental EA of TCNE.


CONCLUSIONS


To evaluate the acceptor strength, a series of 2,2-difluoro-
1,3,2-dioxaborines derived from 2a were studied. Vertical
electron attachment energies of these compounds were
calculated by DFT B3-LYP calculations with split valence
basis sets including polarization and diffuse functions.
The predicted values were verified by test calculations
with known organic compounds of comparable size.


According to the calculations, the parent compound
2a is a weak acceptor molecule (EA�1 eV), but 4,6-
diphenyl-1,3,2-dioxaborine (2l) and acceptor-substituted
derivatives have EAs larger than 2 eV, comparable to
those of quinones (2.2� 0.6 eV). Acceptor substituents
increase the EA efficiently when introduced in 4- and (or)


6-positions of the boron heterocycle or in the 4,40-posi-
tion of phenyl residues of 4,6-diphenyl-1,3,2-dioxabor-
ines. Less efficient are structural modifications of 1- and
4-positions of the ring where the LUMO has a node. With
substitution in the ortho-position of the phenyl groups of
4,6-diphenyl-1,3,2-dioxaborines, stronger distortions
about the inter-ring bonds occur because of steric hin-
drance. Then the EA is lower than expected.


This study has shown that 1,3,2-dioxaborines are distin-
guished from many other organic compounds not only by
the capability to fluoresce but also by the enhanced acce-
ptor strength. This is of interest for the ongoing research
work on practical applications of these compounds.


Supporting information


Molecular structures of the calculated 2–11, including
x,y, z-coordinates in ångstroms, are available in Wiley
Interscience.
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ABSTRACT: The stereoselectivity of phosphonylation of serine hydrolases by the ROR0P(O)X group of compounds
is governed by the electronic properties of X, the size of RO groups, the active site milieu and the specific architecture
of the active site of the serine hydrolase. For example, stereoselectivity in excess of 104 has been observed favoring
the P(S) diastereomers of 2-(3,3-dimethylbutyl) methylphosphonofluoridate (soman) when phosphonylating acet-
ylcholinesterases. Based on molecular dynamics simulations, this is attributable to specific binding of the pinacolyl
group to Glu199, Trp84 and Phe331, which exert compression to effect F� departure in the pentacoordinate transient
(transition state or intermediate) of soman-inhibited cholinesterases. The pinacolyl group is not so well adapted at
the acyl-binding site in the P(R) diastereomers reducing the efficiency of F� expulsion. Serine hydrolase inactivation
is often followed by secondary reactions. The electronic properties of ligands attached to P are decisive in whether
C—O or P—O bond cleavage occurs in phosphonate diesters of serine hydrolases. Phenoxide ions leave readily with
P—O cleavage from cholinesterases and chymotrypsin, the reaction resembling deacylation in the reaction of
substrates. The architecture and electrostatic character of the active site govern the fate of a covalently attached
phosphonyl fragment. Strong negative electrostatic and hydrophobic forces in the cholinesterases preferentially
promote C—O bond cleavage with occasional methyl migration, whereas this route of dealkylation is nearly absent in
phosphonate esters of serine proteases. Dealkylation in soman-inhibited cholinesterases is 10 orders of magnitude
faster than in appropriate model reactions and occurs 104 times faster in the P(S) than in the P(R) diastereomers. It is
driven by enzyme-facilitated methyl migration, occurring most likely concerted with C—O bond cleavage. Copyright
# 2004 John Wiley & Sons, Ltd.


KEYWORDS: acetylcholinesterase inhibition; butyrylcholinesterase inhibition; serine protease inhibition; inhibition by


soman; irreversible inhibition


INTRODUCTION


Scientific interest in the inhibition of cholinesterases
(ChEs) by organophosphorus compounds has been sus-
tained by the unusual efficiency of the unnatural, yet
enzyme-catalyzed processes involved. Inhibition of other
serine hydrolase enzymes by organophosphorus com-
pounds also occurs, but with less severe physiological
consequences than with ChEs. Inhibitors of serine hydro-
lases contain the central P——O (phosphyl)1 functional
group and enzyme inactivation results from nucleophilic


attack at the P——O group in phosphates, phosphonates
and phosphinates. Inhibition of serine hydrolase enzymes
with organophosphorus compounds has vast chemical,
pharmacological and medical implications that have
unfortunately not been reviewed. Such a review certainly
extends far beyond the scope of the perspective offered
here. The inhibition of serine hydrolases by organopho-
sphorus compounds is generally considered in three
distinct phases: phosphylation, dephosphylation and
aging or dealkylation or dearylation.2 As all these reac-
tions exploit the enzyme’s acid–base catalytic apparatus,
the pioneering work of William W. Jencks on the funda-
mental thermodynamic principles governing acid–base
catalysis and proton transfer, especially by serine hydro-
lase enzymes, are most relevant and provide the inspira-
tion and framework for this review.3


A paradigm of organophosphorus inhibitors of serine
hydrolases is 2-(3,3-dimethylbutyl) methylphosphono-
fluoridate (soman). A chief characteristic of the soman-
inhibited ChEs is the resilience to enzyme-catalyzed
dephosphonylation due to the onset of competing and
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rapid dealkylation.2,4–28 Both the inactivation and the
ensuing aging reaction, loss of the pinacolyl group in the
phosphonyl fragment, occur with the participation of
acid–base catalysis.2–5,8,10–13,15,16,26 ChE-promoted deal-
kylation is at least ten orders of magnitude faster than the
non-enzymic equivalent.11,12 Due to the great efficiency
of the chemical transformations and the rapid route of
entry into vertebrates, soman is one the most potent nerve
agents known. Application of soman as a nerve gas
against civilian or military populations further necessi-
tated efforts towards a full elucidation of the mechanisms
of each phase of the inhibition process.


HOW DOES PHOSPHYLATION
COMPARE WITH ACYLATION OF
SERINE HYDROLASES?


Phosphylation is avidly catalyzed by the enzymes and
occurs with great efficiency with good leaving groups.2,7


The adducts formed are considered analogs for the
tetrahedral intermediate in deacylation of the enzymes
by substrates. There is, however, greater charge separa-
tion and polarization in phosphylated adducts than in
acyl-Ser enzyme transients,29 which confers unique stabi-
lizing interactions between active-site residues and phos-
phonate fragment resulting in irreversible inhibition.
Mechanistic studies of the early phases of the inactivation
of ChEs by soman were carried out in this laboratory and
the results were reported in a series of papers.4,5,7,30–36 A
feature article2 summed up the main conclusions in
which the underlying reason for the irreversible inhibition
was proposed to be differences in the stereochemical
arrangement at the transition states of reactions of the
natural substrate and the organophosphorus compounds.
The stereochemical relationship between ligands in pen-
tacoordinate phosphonyl transients and the His of the
catalytic triad, discerned from Scheme 1, disfavors the
proton transfer sequence requisite in acylation and dea-
cylation of the catalytic Ser in serine hydrolases.37–39


Leaving groups tend to depart from the axial position in
the trigonal pipyramid, distant from the protonated His,
but groups with a low pK can leave without protonation.
The consequence is that the catalytic His remains proto-
nated after leaving-group departure, because it is seques-
tered from proton acceptors, and the acid–base apparatus
is thus impaired: this might be termed mechanism-based
inhibition. A significant implication of this mechanism is
the lack of general base catalysis of the hydrolysis of the
phosphonylated enzyme adducts and, thus, a near ab-
sence of dephosphonylation. Subsequent work with the
Gly117His mutants of butyrylcholinesterase (BChE)
showed that a strategically placed His can restore the
general base catalytic feature of the enzyme and, thus,
enhance the rate of dephosphonylation from a number of
adducts.40 However, a conformational change occurring
during phosphonylation has also been proposed and


cannot be excluded from preventing dephosphylation.18


The earlier paper2 also speculated on the need for a
catalytic triad involving a carboxylic acid and the pre-
sence of a tryptophan residue in the binding region.
Tryptophan residues are critical components of binding
pockets, serine proteases also have a conserved Trp (215
in pancreatic enzymes) to form the wall of the specificity
pocket.35 The residues Ser200, His440, Glu327 and
Trp84 were in fact found in the crystal structure of
Torpedo californica (Tc) acetylcholinesterase (AChE),41


also shown in Scheme 1. A tripartide oxyanion hole,
different from serine proteases and without H-bond
donation by the NH of the catalytic serine, provides
stabilization to transition states and phosphyl centers in
inhibitors.41,42 Another conserved residue in serine pro-
teases, Asp194, which is crucial in zymogen activation,
also has a counterpart in ChEs, it is Glu199 in Tc AChE
(Scheme 1). However, the side-chain conformation of
Glu199 reveals its completely different role in ChEs, it is
more similar to homologous lipases.43 Immediately after
the x-ray coordinates of Tc AChE became available,
computational chemistry was used to identify the ac-
tive-site residues that may promote the reaction at each
stage.4,5,8–10,44


It has been our hypothesis that hydrolysis of the
phosphonate fragment from the enzymes is hampered


Scheme 1
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by interference with the normal acid base-catalytic func-
tion of the catalytic triad (Asp/Glu, His, Ser) of the
enzymes. We tested this hypothesis by studying the
enantioselectivity and dynamics of phosphonylation,
and the nature of interactions leading to dephosphonyla-
tion versus secondary reactions leading to the formation
of anionic monoester adducts.


ENANTIOSELECTIVITY OF
PHOSPHONYLATION IN
SERINE HYDROLASES


The enantioselectivity of phosphonylation with com-
pounds of the general structure ROR0P(O)X of ChE is
for the enantiomer with P(S) configuration: enantioselec-
tivity is the greatest when X¼F among F, Cl and 4-
nitrophenol.45 The effect of R in the side-chain is also the
greatest when X¼F and R is branched with resemblance
to the choline side-chain of the natural substrate: the best
example is soman. With increasing size of R, however,
the mode of binding and the preference for the P(S)
enantiomer may change.42 For comparison, chymotryp-
sin also has preference for the P(S) enantiomers of the
same inhibitors, but with much smaller enantioselectivity
than ChEs. In contrast to chymotrypsin, the preference is
for P(R) in trypsin and subtilisin, if R is sizable. In
general, the architecture and electrostatic character at
the active site of an enzyme are decisive factors in
enantioselectivity.


Inactivation of ChEs with the diastereomers
of soman


Racemic soman is a mixture of four diastereomers due to
the presence of one chiral center at the P atom and one at
the C� atom of the pinacolyl group. Inhibition studies
with stereoisomers of soman have shown that the en-
antioselectivity of AChEs for soman is >104 favoring the
P(S) configuration;14,16,27,45 it is <500 for BChEs.27 We
have addressed the root causes of this enantioselectivity
by model calculations using pentacoordinate adducts of
the P(S)C(S)- and P(R)C(S)-soman-inhibited adducts of
Tc AChE before the currently available x-ray structures
of tetracoordinate phosphyl adducts of ChEs were pub-
lished.8–10 An initial calculation8 with models generated
using geometry-optimized selected conformations al-
ready gave insight into the origins of stereoselectivity
in phosphonylation of AChE by P(S)C(S)- versus
P(R)C(S)-soman. A rationale was also given based on
the calculations for the reported14,45 small selectivity for
chiral differences in C�. Nevertheless, this approach did
not lead to viable conformations of the P(R)-soman
inhibited AChE adducts.8 The calculation was rectified
a year later,9 when it predicted successfully the confor-
mation of the tetracoordinate P(R)-soman-inhibited


AChE, which was later found by x-ray in the diisopro-
pylphosphate-inhibited AChE.28 The breakthrough came
with molecular dynamics, allowing for greater torsional
barrier crossing, some skeletal movement and a torsional
adjustment of the indole side chain in Trp233 in the
vicinity of the acyl-binding site. These were the neces-
sary motions to accommodate the pinacolyl group in the
P(R) enantiomer of soman at the acyl-binding site of
AChE. Other acyl-binding-site residues, such as Phe290
and Phe288, were found to be very mobile, implying no
significant obstacle to placing the pinacolyl group into
the acyl pocket. These models are in remarkable agree-
ment with findings of later kinetic studies of inhibition of
recombinant (r) Hu AChE mutants by P(R) diastereomers
of soman.27 The models proposed for the structure of the
tetracoordinate P(S)C(S)- and P(R)C(S)-soman-inhibited
r Hu AChE have essentially the same binding elements in
Ref. 27 as our models do.9,10 Regrettably, our correct
model remained unnoticed, while the incorrect model
was cited.27


Insight into the structural basis of selectivity


Insight was gleaned from simulations with the first
pentacoordinate phosphonate transients formed immedi-
ately after nucleophilic attack by Ser200 on P(S)C(S)-
and P(R)C(S)-soman diastereomers. The phosphonyl
oxygen maintained the H-bonding interaction with the
three H-donors of the oxyanion hole in both diastereo-
mers and through the tetracoordinate adducts. The nu-
cleophile and the F� leaving group were placed in the
axial positions for an in-line attack. Minor movements of
the pinacolyl group were observed in the pentacoordinate
P(S)C(S)-soman–AChE adduct, towards an optimal over-
lap with Trp84 (Fig. 5 in Ref. 9). Apparently, this
interaction exerts a compression from the equatorial
plane of the trigonal bipyramid that can affect rapid
elimination of the F� in the pentacoordinate transient.
Protonation of F� is probably achieved by a proton donor
other than HisHþ440, which is not near the F� leaving
group. Even with small adjustments of the backbone, the
crowded active site showed other significant interactions
between active-site residues and phosphonate fragment in
the P(S)C(S)-soman adducts of AChE. These included
shortening of the H-bonding distance to <2.65 Å between
HisHþ440 N� and Glu327 O" and somewhat longer
between HisHþ440 N�H and Glu199 O". Two potential
forces were identified for efficient expulsion of F� in
P(S)C(S)-soman adducts of AChE, the steric strain caused
by binding the pinacolyl moiety at Trp84 and the electro-
static ‘push’ from Glu199 on one side of the phosphonyl
fragment. The importance of the two residues can be
assessed from results of kinetic studies with Trp86Ala,
Glu202Ala, Glu202Gln and Glu202Asp mutants of ChEs.
Glu199 mutations in Tc AChE were studied first42 and
showed significant rate reductions with Glu199Ala and
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Glu199Gln mutants in acylation (50-fold), carbamoyla-
tion (3–21-fold) and phosphonylation (50–260-fold) at
pH 7.0. The rate reductions with Glu199Asp mutations
were always much smaller, which raised the specter of
an electrostatic role of Glu199 in AChE function.42


However, observations under different experimental
conditions and with different species of AChE, were
interpreted otherwise. Rate reductions of phosphonyla-
tion by racemic soman were small, 20–30-fold, with the
Glu202Gln and Trp86Ala mutants of r Hu AChE19,20 at
pH 8.0, which also led to the belief22,24,27 that pinacolyl
binding to Trp86 in r Hu AChE is not a major factor in
phosphonylation. In sharp contrast, phosphonylation is
surprisingly slower, 263–685-fold, in the Trp82Ala mu-
tants of Hu BChE than in the native enzyme at pH 7.5 and
25.0 �C.26 Removal of the indole ring of Trp82 results in a
great reduction in binding of the pinacolyl group of P(S)
diastereomers of soman in r Hu BChE. The amount of
data obtained with mutants is staggering in the cholines-
terase field, but few effects on kinetics and mechanisms
have been properly explored. Since it is impossible to
dissect correctly the effects of replacement of a func-
tional group or changing the length of a side-chain
from a single datum, the conclusions drawn from single
measurements under one set of conditions should
be interpreted with great precaution. Millard et al.40b


demonstrated with double mutants of Hu BChE that the
effects of mutations are cooperative for phosphonylation
by P(S)C(S) diastereomers of soman but additive for
phosphonylation by P(S)C(R) diastereomers.


Simulations of the pentacoordinate P(R)C(S)-
soman-inhibited AChE diastereomer were started from
three different conformations, and two of these converged
on the structure in which the pinacolyl-binding site
was created at the acyl-binding pocket with some adjust-
ment as described above (Fig. 6 in Ref. 9). The accom-
modation of the pinacolyl group at the indole ring
of Trp84 is favorable over that in the acyl-binding
pocket by �5.0 kcal mol�1 (1 kcal¼ 4.184 kJ) in the
minimized structures, which is comfortably close to the
5.6 kcal mol�1 energy difference calculated from inhibi-
tion rate constants for the phosphonylation of AChEs by
diastereomers of soman.9


Simulations


Simulations were also performed with the covalently
modified tetracoordinate adducts of AChE with the two
diastereomers of soman. Probably the most significant
insight obtained from these simulations was that the H-
bonding distance between HisHþ440 N�H and Glu199
O" shrinks the most in the P(S)C(S)-soman-inhibited
adducts of AChE to 2.6–2.8 from 4–4.2 Å in the corre-
sponding pentacoordinate adduct and native enzyme,
indicating a significant role of Glu199 in the secondary,
dealkylation, reaction. The H-bonding partners


HisHþ440 and Glu199 occupy a plane over the pinacolyl
group in the covalently-bound phosphonate fragment and
are poised to engage in interactions with the separating
fragments around the C–O bond (see below).


In general, the active site was more crowded in the
soman-inhibited adducts than in the structures of the
tetrahedral intermediate formed after acetylation of
AChE: the distances between HisHþ440 N� and either
Glu327 O" or Glu199 O" hovered between 2.6 and 3.0 Å
in 200 ps simulations of the P(S)C(S)-soman-inhibited
AChE adduct.9,10 It is then prudent to state that observa-
tions with phosphyl adducts of AChE may not be directly
applicable to catalysis of the natural reaction.8–10


Chiral center in Ca


The chiral center in C� has less impact on phosphonyla-
tion of ChEs; P(S)C(S)-soman is a slightly more potent
inhibitor than the P(S)C(R) diastereomer. Bovine erythro-
cyte AChE exhibited a 6-fold difference in the bimole-
cular rate constants for the two P(S) diastereomers as
compared with a 1.6-fold difference observed for electric
eel (Ee) AChE.16,45 The stereoselectivity is small in the
wild-type mouse (Mo) AChE,23 r Hu AChE27 and �7 in r
Hu BChE,26,40 but increases in the reaction involving
some mutants. Replacement of Glu197, the acidic residue
preceding the active-site Ser198 in Hu BChE, by Asp or
Asn results in 4.5- and 11.8- fold decreases in the
rate of phosphonylation with P(S)C(S)-soman compared
with 6.5- and 47-fold decreases with P(S)C(R)-soman
at pH 7.5 and 25.0 �C.26 Glu202Gln, Glu450Ala and
Tyr133Phe mutations in r Hu AChE cause 52–125- and
240–890-fold decrease in reactivity toward P(S)C(S)- and
P(S)C(R)-soman at pH 8.0 and 27.0 �C, respectively.27


These results show that the loss of charge on Glu202/197
decreases the reactivity of soman for mutant Hu AChE
and BChE and significantly more so with the P(S)C(R)
diastereomer, possibly owing to a greater loss of the
electrostatic push of F� by Glu202/197, due to the
substitution in C�. The effect of this mutation is greater
in Hu AChE and Hu BChE than in Mo AChE.23 Inter-
estingly, mutations in Glu450 and Tyr133 in Hu AChE
caused slightly larger rate reduction than the Glu202Gln
mutation. It was proposed that the three residues (199,
450 and 130 in Tc AChE) form an H-bonding net-
work,27,41 inferred from the similar structure of Geotri-
chium lipase.42,43 Mutations in the three residues then
have been interpreted in terms of disruption of the H-
bonding network. If there is such a H-bonding network in
the resting state of AChE, it should be very sensitive to
ionization states of neighboring residues that can com-
pete for H-bonding as either the pH or the protein
conformation changes. For example, protonated His440
interacts with Glu199, Trp84 seems to interact with
Tyr130 and Glu443 readily interacts with neighboring
residues in long molecular dynamics simulations (see
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below). In fact, the Tyr133Ala mutation caused a 4550–
17 400-fold reduction in the rate of phosphonylation of r
Hu AChE by the P(S) diastereomers of soman. The authors
invoked a major conformational change affecting the
orientation of Trp86, which in turn blocks the active site.27


THE FATE OF COVALENTLY ATTACHED
PHOSPHONYL FRAGMENTS IN SERINE
HYDROLASES46,47


We characterized the properties of the transition states for
these secondary reactions with C—O11,12,26,46–48 and
P—O49 bond cleavage by pH dependence, the use of
isotope effects,11,12,26,46–49 thermodynamic parameters11


and computational techniques.4,6,8–10,44 Catalytic resi-
dues that induce C—O bond cleavage have been identi-
fied especially in the ChEs.11,12,20–28,42,44,46–48 We also
defined the molecular features that promote P—O bond
breaking in chymotrypsin covalently modified with 4-
nitrophenyl methyl- and propylphosphonate.49


Cholinesterases


The first presentation of the structural model explained
dealkylation in soman-inhibited ChEs by a push–pull
mechanism involving HisHþ440, Glu199 and Trp84
residues.4 His440 was fully protonated in the model to
correspond to the neutron-diffraction structure of the
monoisopropylphosphate adduct of trypsin50 and results
of other NMR studies.51–54 This model indicated that one
of the methyl groups of the pinacolyl residue of soman
binds to Trp84, while at least one methyl group and the C
backbone are in the vicinity of Glu199. An identical
mode of interaction between methyl groups of m-(N,N,N-
trimethylammonio)trifluoroacetophenone (TMTFA) in
the transition state analog inhibitor and Trp84 and
Glu199 was later found by x-ray crystallography of the
inhibited Tc AChE.55


pH dependence of the dealkylation reaction
in soman-inhibited ChEs. An important test of
the mechanism has been the pH dependence of the
dealkylation reaction in soman-inactivated wild-type
AChEs.11,12,26,46–48


The dependence on pH, of the rate constants for
dealkylation in Ee, fetal bovine serum (FBS), r Mo
AChE and r Hu BChE, and mutants of the latter two,
inactivated with P(S)C(S)- and P(S)C(R)-soman, are bell-
shaped and consistent with the push–pull mechanism. A
peculiar characteristic of the pH profiles is the very steep
rise in the rate of aging with pH between 3.5 and 5.0 as
displayed in Fig. 1. A similar observation has been
reported by Selwood et al. on reactions of Ee AChE
with substrates that have large acyl groups.56 Best-fit
parameters for the asymmetric bell-shaped curves, Fig. 1
for the adducts of wild-type Ee and FBS and Fig. 2(A) for


Mo AChE, are pK1¼ pK2¼ 4.0–4.9 and pK3¼ 5.2–6.6.
The calculated pKs, limiting rate constants and solvent
isotope effects are given for a number of ChEs in Table 1.


These pKs are consistent with the involvement of two
carboxylic acids, possibly Glu199/202 and either
Glu327/334 or Glu443/450, and His440/447Hþ in the
dealkylation of AChE. Glu202Gln MoAChE inactivated


Figure 1. (A) Logk of dealkylation versus pH profiles for Ee
AChE inhibited with P(S)C(R)-soman (*) and P(S)C(S) soman
(*). (B) Logk of dealkylation versus pH profiles for FBS AChE
inhibited with P(S)C(R)-soman (*) and P(S)C(S)-soman (*)


Figure 2. (A) Log k of dealkylation versus pH profiles for r
Mo AChE inhibited with P(S)C(R)-soman (*) and P(S)C(S)-
soman (*); for the E202Q mutant of Mo AChE inhibited
with P(S)C(R)-soman (&) and P(S)C(S)-soman (&). (B) Log k
of dealkylation versus pH profiles for r Hu BChE inhibited
with P(S)C(R)-soman (*) and P(S)C(S)-soman (*); for the
E197Q mutant of Hu BChE inhibited with P(S)C(R)-soman
(&) and P(S)C(S)-soman (&); for the E197D mutant of Hu
BChE inhibited with P(S)C(R)-soman (~) and P(S)C(S)-soman
(~); for the W82A mutant of Hu BChE inhibited with
P(S)C(R)-soman (!) and P(S)C(S)-soman (!)
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with the soman diastereomers yielded pK3¼ 5.5–5.8.
Nearly symmetric pH curves, Fig. 2(B), for soman-
inhibited wild-type and Glu197Asp Hu BChE gave
pK2¼ 3.7–4.6 and pK3¼ 7.3–8.0, but much lower,
pK3� 5, for the corresponding adduct of the Glu197Gln
mutant. Dealkylation in soman-inhibited BChE is con-
sistent with the participation of a carboxylic acid side-
chain and HisHþ438. The pK of the Glu197Gln mutant
drops significantly providing evidence for the negative
charge on the carboxylate of Glu197 stabilizing
HisHþ438, which is abolished in the neutral amide group.
The already lower pK in Mo AChE adducts does not
change. The unusually low pK of the catalytic His in
ChEs has been the subject of much speculation.26 Max-
imal rate constants for dealkylation are 1–6 min�1 for
AChE and 2 min�1 for BChE at 25.0 �C.


pH-dependent reduction in the rate constants
for dealkylation in the soman-inhibited
mutants of AChEs and BChE26. The Glu202Gln muta-
tion reduces the maximal rate constant for dealkylation 18-
fold in the P(S)C(S)-soman-inhibited Mo AChE and 47-fold


in the P(S)C(R)-soman-inhibited AChE adduct with respect
to r Mo AChE at pH 5. The drop in the rate constant
becomes equal, �15-fold, between pH 5 and 9. The data
published for the racemic soman-inhibited r Hu AChE, i.e.
the reduction in the rate constant for dealkylation, is 260-
fold at pH 6 and 137-fold at pH 8, giving a similar trend.20


In contrast, the analogous comparison for Tc AChE gives a
17-fold rate reduction at pH 6 and 600-fold reduction at pH
8,19 just the opposite of the two cases above. The pK of
His440 has not been calculated from the pH dependence of
the dealkylation reaction in soman-inhibited TcAChE, but it
may be higher than in the AChEs from other species
and, thus, the decrease in this pK due to the removal of
the stabilizing negative charge in Glu199 on HisHþ


440 may have a more dramatic effect. Nonetheless, the
case illustrates the caveat in drawing a simple general
conclusion on the effect of the carboxylate group in
Glu199 on dealkylation.


Table 2 provides a comparison of rate reductions, due
to mutation in r Hu BChE, of the maximal rates, pH 5 or 6
[see Fig. 2(B)], and at pH 8.26 The pH dependence of the
effect of mutation is astonishing; the difference decreases
for the Glu197Asp BChE when going from pH 5 to 8,
which is similar to r Mo and Hu AChEs. However, the
difference in the rate constants for dealkylation between
soman-inhibited r and Glu197Gln BChE increases from
pH 5 to 8, which is just the opposite of the other cases, but
similar to Tc AChE. The Glu197Gln mutation reduces the
pK of His438 in r Hu BChE by 3 units, which may also
occur in the active-site milieu of native Tc AChE. The
reduction in the rate of dealkylation in soman-inhibited
Trp82Ala Hu BChE with respect to the native enzyme is
2500-fold in the adduct with the P(S)C(S) isomer of
soman and 6000-fold in the adduct with the P(S)C(R)
isomer of soman at pH 6. Similar observations were
reported for r Hu AChE.24 The mutation of Trp82 does


Figure 2. Continued


Table 1. Maximal rate constants (kmax) and pK values calculated for dealkylation in diastereomers of soman-inhibited
cholinesterasesa


Adduct, configuration of soman kmax (min�1) pK1 (and pK2) pK3 k(H2O)/k(D2O)


Mo AChE, P(S)C(S) 2.4� 0.5 4.5� 0.1 5.2� 0.2 1.3� 0.1
Mo AChE, P(S)C(R) 1.0� 0.1 4.1� 0.1 5.8� 0.1
Mo AChE, E202Q P(S)C(S) 0.071� 0.008 — 5.8� 0.2 1.4� 0.2
Mo AChE, E202Q P(S)C(R) 0.021� 0.003 — 6.2� 0.2
Hu BChE, P(S)C(S)b 2.0� 0.2 4.2� 0.1 7.5� 0.1 �1.3
Hu BChE, P(S)C(R)b 1.8� 0.4 3.7� 0.4 7.8� 0.4
Hu BChE E197D, P(S)C(S) 0.056� 0.003 4.4� 0.1 8.0� 0.1
Hu BChE E197D, P(S)C(R) 0.056� 0.003 4.7� 0.0 8.1� 0.1
Hu BChE E197Q, P(S)C(S) 0.31� 0.03 4.6� 0.1 5.0� 0.1
Hu BChE E197Q, P(S)C(R) 0.22� 0.03 4.9� 0.2 4.9� 0.2
Hu BChE W82A, P(S)C(S) 0.0008� 0.0002 — 7.5� 0.6
Hu BChE W82A, P(S)C(R) 0.0003� 0.0001 — 7.3� 0.4
Ee AChE, P(S)C(S)b 6.3� 0.6 4.3� 0.1 6.0� 0.1
Ee AChE, P(S)C(R)b 5.1� 0.4 4.3� 0.1 6.6� 0.2
FBS AChE, P(S)C(S)b 3.1� 0.4 4.8� 0.1 5.0� 0.1
FBS AChE, P(S)C(R)b 3.1� 0.4 4.8� 0.1 5.3� 0.1


a Values calculated at m¼ 0.1 M (NaCl) and 25.0� 0.1 �C. Three-pK model; pK1¼ pK2 for AChEs and two-pK model for BChE.
b Values are extrapolated from those measured at 4.0� 0.1 �C.
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not change the pH dependence of the reaction since it
does not involve a change in an ionizing group.


Stereoselectivity of dealkylation in soman-inhib-
ited AChEs. Because of the difficulty in obtaining pure
diastereomers of soman and the inefficiency of inhibiting
ChEs with the P(R) diastereomers of soman, studies of
the stereoselectivity of the aging reaction had to wait until
fairly recently.27 The selectivity for dealkylation is also
104-fold favoring the P(S) over the P(R) diastereomers in
soman-inhibited r Hu AChE at pH 8.0 and 24.0 �C. This is
fully consistent with the models presented above,9,27 in
which binding of the pinacolyl group at Trp84, Phe330
and Glu199 (and their equivalent in other ChEs) versus
the acyl binding region accounts for the differences in
propensity for promoting elimination of the pinacolyl
group. Chirality at C� has only a small effect on deal-
kylation in P(S)-soman-inhibited r Hu AChEs adducts.
This is understandable by realizing that the position of the
scissile C—O bond, with respect to residues interacting
(or not) at the active site, cannot significantly change in
spite the two different orientations of the small substi-
tuents around C�. Moreover, the binding of methyl
groups in C� to Trp84, Glu199 and Phe331 should also
be very similar in the diastereomers to promote methyl
migration equally. Mutations in r Hu AChE have a small
effect on stereoselectivity of dealkylation, except for the
Glu199Gln mutants, as shown above.


Solvent isotope effects. The other critical test of the
mechanisms of acid–base-catalyzed reactions is solvent
isotope effects.38,39 The solvent isotope effects at the pH
maxima are 1.3–1.4 indicating unlikely preprotonation or
proton in ‘flight’ at the enzymic transition states.26


Small molecular products of the dealkylation in
soman-inhibited ChEs. Product analysis of dealkyla-
tion in P(S)C(S)-soman inhibited Ee AChE57 and r Hu
BChE (C. Viragh, I. M. Kovach and A. Vertes, unpub-
lished work) by GC–MS using selected ion monitoring
mode has been carried out. The instrument was calibrated
with pure standards of 2, 3-dimethyl-1-butene and 2,3-
dimethyl-2-butene in the gas phase and methylene chlor-
ide extracts containing 2,3-dimethyl-2-butanol and 3,3-
dimethyl-2-butanol in the aqueous phase. The dealkyla-
tion in soman-inhibited AChE at pH 5.0� 0.2 and


25.0 �C produces 40% alkenes and 50–60% 2,3-di-
methyl-2-butanol. No 3,3-dimethyl-2-butanol could be
detected to provide direct evidence of the intervention of
a secondary carbenium ion on the reaction path. All
products of the reaction originate from a tertiary carbe-
nium ion. These results are in good agreement with the
findings of Michel et al.13


Recent work in our group (J. Li and I. M. Kovach,
unpublished work) targets appropriate non-enzymic cage
complexes of phosphonate ester analogs of phosphony-
lated serine hydrolase enzymes that also undergo similar
dealkylation reactions in an appropriate aqueous milieu.
The molecular features incorporated into the host system
are functional groups bearing high electron density. The
enhancement of the rate of dealkylation in these systems
are still below five orders of magnitude and seem to
depend significantly on the orientation of the chiral C�
atom.


Species dependence and stereospecificity of
dealkylation in soman-inhibited ChEs. Rate con-
stants for dealkylation have been reported for a number of
soman-inhibited cholinesterases,11,13–15,19,20,26,58–60 but
they have been measured at different pH, ionic strength
and temperature. While this may impose some uncer-
tainty in making comparisons, a summary of the data is
provided in Table 3. The largest rate constants are for the
Ee AChE. Dealkylation in soman-inhibited ChEs is an
astonishing case of enzyme efficiency in catalyzing an
evolutionarily unexpected reaction, quite unlike the nat-
ural reaction.


Molecular dynamics simulations of the tetracoor-
dinate P(S)C(S)-soman-inhibited Tc AChE. The fully
solvated tetracoordinate adduct formed between Ser200
O� of Tc AChE and soman was subjected to full-scale
molecular dynamics simulation using CHARMM for
>400 ps and compared with parallel simulations of the
tetrahedral intermediate formed with the natural substrate
acetylcholine.44 Because the relevance of results of
model calculations have always been a subject of de-
bate,24,27 the simulations included a water shell61 and
they were long enough to allow for equilibration of
vibrational motions at least. A critical issue has been
the protonation state of key catalytic residues. The
orientation of flexible side-chains clearly depends on


Table 2. Rate reduction, k0 /k, for dealkylation in soman-inhibited mutant r Hu BChEs


k0 (min�1) k0=k


Inhibitor configuration pH Wild-type E197D E197Q W82A


P(S)C(S) 5/6 2� 0.2 36� 5 6� 0.5 2500� 700
P(S)C(S) 8 0.18� 0.02 8� 2 450� 100 3200� 600
P(S)C(R) 5/6 1.8� 0.2 32� 5 8� 0.7 6000� 1000
P(S)C(R) 8 0.4� 0.05 14� 2 900� 100 6000� 1000
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the choice of the assignment of protons to ionizing
residues. X-ray structures of course are not very
helpful guides in this regard, but experimental evidence
or insight on pK values of groups and the pH at which
experimental data are available for comparison should be
taken into consideration. The protonation of His440 in
covalent adducts of serine hydrolases has been well
established (see above), and has been followed in all
our calculations. The protonation state of carboxylic
acids were the same as in the calculations of the
McCammon group,61 i.e. carboxylic acids except for
Glu443 and Asp392, were unprotonated as assumed at
physiological pH. Some simulations addressed the effect of
protonation on Glu443, the results showed no perceptible
influence on the conformation of Glu199. The pH depen-
dence of substrate reactions with AChE, phosphonylation
by soman, dealkylation of the soman-inhibited AChE and
recent results of H NMR studies fully support our choices
of protonation.


The simulations of the tetracoordinate adducts showed
that N"H in HisHþ440 is not positioned to favor proton
transfer to the pinacolyl O to promote its departure,
whereas the optimized model confirmed the expected
transfer of the proton from HisHþ440 to the O of the
departing choline. In case of dealkylation, an electrostatic
stabilization of the developing anion by HisHþ440 oc-
curs. The alkyl fragment in the soman-inhibited adduct is
destabilized by Trp84, Phe331 and Glu199, all within
3.7–3.9 Å from a methyl group in C�, 4.5–5.1 Å from C�
and 4.8–5.8 Å from C�. These residues are perfectly
poised to promote methyl migration and stabilize
electron deficiency in a developing carbenium ion in
C� rather than in C�. The same simulations were
repeated with the Trp84Ala and Glu199Gln mutants of
AChE. The Trp84Ala mutation eliminates interactions of


the incipient carbenium ion with both the indole ring and
benzene ring of Phe331 as well as Asp72, another key
residue in catalytic action of AChE. The Glu199Gln
(or Ala) mutations remove the charge of Glu199 and,
thus, eliminate the electrostatic effect. Obviously, a
Glu199Asp mutation also shortens the side-chain and,
thereby, removes some of the interactions in which
Glu199 engages. These mutations indeed reduced the
rate of dealkylation significantly by 138–330-fold at pH
8.0 in r Hu AChE.21,27 This effect is not at all ‘indirect’27


as limited stochastic boundary molecular mechanics
calculations may suggest.21,24 As outlined above, the
unprotonated carboxyl side-chain of Glu199 engages in
interactions with HisHþ440 and with the phosphonyl
fragment in all of our calculations.


It was also revealed in our simulations that Tyr130 is
likely to promote dealkylation by interacting with the
indole ring of Trp84. The corresponding Trp86–Tyr133
interaction greatly affects phosphonylation and to a lesser
extent dealkylation with soman inhibited r Hu AChE,
based on studies with Tyr133Ala mutants.27 Moreover,
our simulations showed that Glu443 has an impact, via
Tyr421, on the orientation of active-site residues Tyr442
and HisHþ440 in soman-inhibited AChE and, thus, this
chain of interactions can also have a stabilizing effect on
dealkylation. Shafferman’s group recently reported a
stabilizing effect of aromatic residues at the active site
of r Hu AChE on the productive orientations of His447.62


High-resolution H NMR studies. The participation of
Glu327 and Glu199 in the formation of tetracoordinate
adducts has been further illuminated in our studies of
low-field H NMR signals observed as short strong hydro-
gen bonds (SSHBs) form upon covalent modification of r
Hu AChE63 and equine (Eq) BChE64 with phosphonate or


Table 3. First-order rate constants for the dealkylation in soman-inhibited cholinesterases at the pH of maximal ratem or as
reported


Source k (min�1) T ( �C) � (M) pH Ref.


Ee AChE 4.8 25 0.84 5m 13
1.0 25 0.84 7 13
0.96 4 0.1 5m 11


(6.3)a (25)
Tc AChE 0.34 25 0.064 6m 19
Muscles of plaice AChE 0.335 22 0.262 6.1 58


0.071 22 0.064 7.4 58
r Mo AChE 1.2 25 0.1 5m 26
Rat brain AChE 0.26 37 0.064 7.3 60
FBS AChE 0.48 4 0.1 5m 11


(3.1)a (25)
Bovine erythrocyte AChE 0.08 25 0.064 7.5 14


0.115 25 0.064 7.4 60
�0.7 5 0.155 5m 15
(�5)a (25)


r Hu AChE 1.7 24 0.064 6m 20
r Hu BChE 0.22 4 0.1 6 26


(2)a (25)


a Value extrapolated to 25 �C.
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phosphate esters.63–65 The His440 resonance at 14.4 ppm
completely disappears in 3 h after addition of a 3-fold
excess of 4-nitrophenyl-2-propyl methylphosphonate (a
sarin analog) to a 0.1 mM (subunit) solution of Hu AChE
at pH 7.5 and 25.0 �C. This is followed by a slower,
t1=2 ¼ 13.2� 5.7 h at 25 �C, and simultaneous appearance
of two peaks at 16.5 and 15.8 ppm, that grow to an
integrated total area, which equals 97� 10% of the
original signal. This rate is identical with that reported
in a previous measurement of the rate of dealkylation in
AChE phosphonylated by this inhibitor. The intensity
ratio of the peaks for the 16.5/15.8 ppm resonances is
1.1� 0.1. Using an empirical correlation, H-bond lengths
of 2.63� 0.02 and 2.65� 0.2 Å were calculated for the
two slowly exchanging resonances at 16.5 and 15.8 ppm.
The two bond lengths were also calculated from fractio-
nation factor data, ’¼ 0.47 and 0.49 for the 16.5 and
15.8 ppm resonances, respectively, to obtain 2.55� 0.03
and 2.56� 0.03 Å, respectively. One of these SSHBs can
be assigned to that formed between HisHþ440 N� and
Glu327 O", as also observed in the x-ray structure of the
methylphosphonate anion of the catalytic Ser of ChEs
after dealkylation of either a soman or a sarin-inhibited
ChE.28 The second SSHB arises, most probably, from
hydrogen bridging between HisHþ440 N� and Glu99 O",
which is nearby. The x-ray structure does not confirm the
latter, possibly because of species differences between
homologous AChEs from Hu and Tc, or because the
mixture of conformers may not form suitable crystals. It
is, however, unlikely that the second SSHB would origi-
nate from either a hydrogen bridge between HisHþ440
and the anionic phosphonate oxygen or from steric
effects, because two signals also emerge downfield con-
current with the disappearance of the 14.4 ppm signal
when the pH is lowered and either r Hu AChE or Eq
BChE is protonated.


Two downfield resonances were also found after in-
activation of r Hu AChE with a 6-fold excess of 4-
nitrophenyl bis-ethylphosphate (paraoxon). Again, the
14.4 ppm resonance completely disappears during data
acquisition in �3 h and a peak at 16.6 ppm and one at
15.5 ppm appear in a 1:2 ratio and in stoichiometric
equivalence to the 14.4 ppm peak with a t1=2 ¼ 11� 2
days at 2.0 �C. The calculated lengths between H-bond
donor and acceptor in these SSHBs are 2.63� 0.02 and
2.65� 0.02 Å and again are best assigned to conforma-
tional isomers, one in which the SSHB is between
HisHþ440 N� and Glu327 O" in the catalytic triad and
the other is between HisHþ440 N� and Glu199 O". The
ethylphosphate monoanion in this case is most certainly a
product of an SN2 type P—O bond cleavage as illustrated
in Scheme 2.


The possibility of an SSHB between HisHþ440 and
Glu199 may also be inferred from the x-ray structure of
O-ethyl-S-{2-[bis(1-methylethyl)amino]ethyl} methyl-
phosphonothioate (VX)-inhibited Hu AChE.66 It is inter-
esting that the ethyl methylphosphonate ester of Ser200


in Tc AChE assumes the conformation in which
HisHþ440 N� is 2.7 Å from Glu199 O" and 4.5 Å from
Glu327 O", while the more common or resting state
conformation is observed for the native, reactivated and
deethylated enzyme (presumable an SN2 process).


A proton shuttling role of His in the catalytic triad was
proposed by Jencks and co-workers,67 then Bizozero and
Dutler68 based on physical organic reasoning: critical
protonation of the poor leaving group is thus enforced.
Calculations by Karplus and co-workers69 with trypsin
supported the possibility of an ‘in’ conformation of
His195 in the tetrahedral adduct formed with 4-nitrophe-
nyl acetate and an ‘out’ conformation in which HisHþ57
is poised for protonation of the leaving group. Our own
calculations with the pentacoordinate P(S)C(S) and
P(S)C(R) diastremeomers of soman-inhibited Tc AChE
resulted in conformational differences in the optimized
structures: the conformation observed with the penta-
coordinate P(S)C(S)-soman-inhibited AChE adduct re-
sembled the ‘in’ conformation of HisHþ440, while the
P(S)C(R)-soman-inhibited AChE adduct seemed closer to
the ‘out’ position of the catalytic HisHþ440.8 It is worth
noting that in contrast to the occurrence of the two down-
field signals in H NMR and, thus, the conformational
heterogeneity in phosphyl adducts of Hu AChE, none
has been observed with Eq BChE, probably owing to the
differences in active-site architecture. Also, only one
downfield signal emerges when either Hu AChE or Eq
BChE is inhibited with the transition-state analog
TMTFA, confirming the observation with x-ray studies,


Scheme 2
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that Glu199 is engaged with the quaternary nitrogen of
the adduct and, thus, is not available for forming an
SSHB with His Hþ440.55 It may be remembered that the
TMTFA adduct is an analog of the tetrahedral intermedi-
ate in acylation, which occurs before leaving group
departure and is likely to have the ‘in’ conformation of
the catalytic His440.


A self-consistent mechanism of dealkylation
in soman-inhibited ChEs (Scheme 3)


The extensive pH profiles, solvent isotope effects and
product distribution for the dealkylation reaction in
soman-inhibited ChEs support the push–pull mechan-
ism.11,12,26,44,46–48 The essence of the mechanism is
that the impetus for methyl migration stems from the
electrostatic and steric push from the anionic binding site
including Glu199 and Trp84 in the ground state. Con-
certed with methyl migration from C� to C�, the C—O
bond breaks without sharp charge polarization at the
transition state and provides the soft interactions, which
are the hallmark of enzyme catalysis.36 HisHþ440 and


the electropositive oxyanion hole provide the pulling
effect to the C—O bond breaking and the ensuing
development of the negative charge on the phosphonate
monoester anion. This concerted transition structure may
have nonclassical character. It appears that the enzyme
stabilizes the transition state for dealkylation by
�14 kcal mol�1 with respect to an appropriate non-
enzymic reaction by avoiding the formation of at least
one intermediate.11 In the tertiary carbenium ion, the
center of positive charge on the alkyl fragment is on C�,
which is <4 Å from the N in the indole ring of Trp84,
whereas C� is �7 Å from the same point, thus electro-
static stabilization by aromatic � electrons of the positive
charge on C� is more substantial than on C�.44 The first
intermediate formed is the tertiary carbenium ion, which
then rapidly rearranges into neutral products. The cata-
lytic function of Glu199 is apparently twofold: electro-
static in stabilizing the developing positive charge at the
transition state for the formation of the tertiary carbenium
ion and general base catalysis.


The earlier (oxonium ion) mechanism13,21–28 often
cited is not consistent with the fact that (1) there were
essentially no products isolated originating from the
secondary cation, (2) rapid preprotonation followed by
rate-determining formation of a secondary carbenium ion
would be associated with an inverse solvent isotope
effect, whereas the observed values are between 1.1 and
1.4 for the maximal rate constant for aging in soman-
inhibited ChEs, and (3) the pH dependence of the reac-
tion is consistent with pK values of the catalytic His in the
phosphonate diester: 2 pK units higher in Hu BChE than
in AChE. Differential calorimetric measurements for
aged-soman-inhibited Hu BChE70 and earlier structural
investigations of serine proteases support a serine methyl-
phosphonate anion–histidinium ion-pair product of de-
alkylation below pH � 8–9.50–54,71 (Note: x-ray data are
consistent with these measurements; however, they do
not provide information on the position of the proton.)
This experimental fact is fully consistent with the ther-
modynamic preference for protonation of His, the stron-
ger base of the two. Oxygen preprotonation in the
pinacolyl group would then require a precise matching
of the pKs at the transition state67 of dealkylation and
subsequent proton transfer back to His440 in the product
state of the reaction. A concerted mechanism avoids this
complexity.


Cation–� interactions between the incipient carbonium
ion in aging phosphonylated adducts of Hu AChE
and Trp86 have been championed by Shafferman’s
group.20,21,24,27 They studied a homologous series of
branched alkyl-chained phosphonate inhibitors and
calculated the thermodynamic contribution of the degree
of methyl substitution in C� to the efficiency of the
reaction. Analogous studies were then carried out with
the Trp86Phe and Trp86Ala mutants of Hu AChE. The
stabilizing effect of Trp86 or Trp86Phe on the formation
of the positive charge at C� was attributed to cation–�Scheme 3
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interactions only. Since then we observed a 265-fold rate
reduction in the phosphonylation of Trp82Ala Hu BChE,
which can only arise from elimination of simple binding
to the ‘wall’ or conformational distortion because there is
no cation occurring in these reaction. Thus, the elimina-
tion of the indole ring of Trp86 (or equivalent in other
ChEs) elicits a complex effect on the rate of dealkylation,
which includes a 10–100-fold reduction due to a loss of
cation–� effects and a 16–265-fold reduction due to the
loss of binding interactions or orientation effects of the
indole ring. The dependence of activation energy differ-
ences for dealkylation between methyl-substituted and
unsubstituted derivatives of alkyl methylphosphonyl ad-
ducts on the number of substitution were given in an
apparent linear correlation;27 however, the correlation
alone does not lend confidence to a common mechanism.
A progression of positive charge development in transi-
tion structures with increasing methyl substitution in C�,
via changing mechanisms may be a more accurate view.
Dealkylation in isopropyl side-chains of phosphonylated
AChEs may not follow an SN1 mechanism, while in-
creasing methyl substitution will most likely promote the
accumulation of positive charge on C�, until trimethyl
substitution results in methyl migration most likely con-
certed with C—O bond breaking, which spreads the
charge to C�.


As our calculations also demonstrated, the Trp84Ala
mutation causes changes in a number of interactions
involving neighboring residues such as Phe331 and
even an effect on the conformation of His440. The
stabilizing effects of Trp84 and Glu199 are more likely
to be on the delocalized (non-classical) carbenium ion
with the center of the positive charge closer to C� than to
C�, formed during methyl migration.


Irreversible inhibition of serine proteases49


Chymotrypsin and trypsin react much slower with soman
and phosphonate ester halides than the cholinesterases
do. Dephosphonylation is also slower in serine pro-
teases.72 There is slow dealkylation in soman-inhibited
chymotrypsin and trypsin, but it is not the SN1 type.11


This is in spite of the presence of Trp215 in the specificity
pocket; however, the binding of the pinacolyl group in the
diastereomers of soman has not been studied.


In contrast, chymotrypsin, trypsin and subtilisin BPN0


can be effectively inhibited by 4-nitrophenyl phosphonate
esters. The inactivation of chymotrypsin and subtilisin
BPN0 by bis-4-nitrophenyl methylphosphonate (NMN)
and bis-4-nitrophenyl propylphosphonate (NPN) give
second-order rate constants, ki=Ki, between 544 and
4300 M


�1 s�1 at 25.0� 0.1 �C at the pH maxima. The
second-order rate constants for the inhibition of trypsin
are 26.3� 1.4 M


�1 s�1 with NMN and 891� 14 M
�1 s�1


with NPN at pH 8.3 and 25.0� 0.1 �C. A second stoi-
chiometric equivalent 4-nitrophenol is also lost from 4-


nitrophenyl alkylphosphonyl adducts of chymotrypsin
but not from trypsin and subtilisin BPN0. Elimination
of 4-nitrophenol from the propylphosphonyl adduct is at
a rate only about twice the rate of hydrolysis of a
comparable phosphonate diester, whereas 4-nitrophenol
is eliminated 270 times faster from the methylphosphonyl
adduct of chymotrypsin. The activation enthalpies, in
kcal mol�1, for 4-nitrophenol elimination from 4-nitro-
phenyl alkylphosphonyl-chymotrypsin are 15.0� 1.3 for
the propyl derivative, 16.4� 0.5 for the methyl derivative
in H2O and 18.0� 0.5 in D2O. The activation entropies,
in cal mol�1 K�1, are �29.7� 2.4 for the propyl deriva-
tive, �14.8� 0.5 for the methyl derivative in H2O and
�10.3� 0.3 in D2O. Partial solvent isotope effects for the
elimination of 4-nitrophenol from 4-nitrophenyl methyl-
phosphonyl-chymotrypsin give best fits to two-site proton
models (Fig. 3): these give primary isotope effects
between 1.9 and 2.0 (’1


z ¼ 0.52� 0.14 or 0.49� 0.07)
for a proton in flight, possibly from the water attacking at
phosphorus to the catalytic His, and an �-secondary
effect of 1.3 (’2


z ¼ 0.75� 0.20) or a term for solvent
contribution of 1.25 (�¼ 0.80� 0.10). The secondary �-
deuterium isotope effect on the elimination of the second
4-nitrophenol from the adduct of chymotrypsin with
NMN-l3 (l¼ h or d) is 0.94� 0.2 possibly due to hyper-
conjugation. Scheme 4 shows the mechanism of general
base-catalyzed P—O bond cleavage that the kinetic data
support.


CONCLUSIONS


The efficiency of phosphonylation of serine hydrolase
enzymes depends on the exploitation by the inhibitors of
the enzyme characteristics that dictate specificity and


Figure 3. Partial solvent isotope effects ðkn=k1Þ as a func-
tion of atom fraction deuterium (n) for 4-nitrophenol release
from the adduct of chymotrypsin with NMN. The symbols
represent ratios, within one standard deviation, of the
average of at least three rate constants, the heavy line is
the best linear least-squares fit of the data kn=k1 ¼
2.54(1�nþ 0.39) and the dashed line is the non-linear
least-squares fit of the data to either kn=k1 ¼
2.60(1�nþ 0.52n)(1�nþ 0.75n) or kn=k1 ¼2.60(1� nþ
0.49n)(0.8n)
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efficient binding of the substrate. In ChEs, where sub-
strate binding does not involve as many specific interac-
tions as in serine proteases, enzyme active-site features
(Trp84, Glu199, Phe331) exist to promote exceptionally
efficient departure of an F� leaving group. The acyl-
binding site, available for pinacolyl in the P(R) diaster-
eomers of soman, is four orders of magnitude less
accommodating.


The mechanisms of secondary reactions from phos-
phonylated serine protease enzymes are markedly differ-
ent from ChEs. The most obvious differences between the
active-site architecture of the two groups of serine hydro-
lase enzymes are the open well-solvated funnel-type
active site in serine proteases versus a deep hydrophobic
gorge in AChEs. BChEs also have the long hydrophobic
gorge, but the active site is more spacious and
contains more aliphatic side-chains.42 The uniquely effi-
cient dealkylation reaction observed in P(S)-soman-
inhibited AChEs seems to originate from a combination
of the presence of an assembly of residues cooperatively
promoting methyl migration and stabilizing the develop-
ment of positive charge in a generally hydrophobic
environment.


Phosphylation and dephosphylation are frequently
compared with the nucleophilic double displacement,
which is the hallmark of serine hydrolase function. De-
alkylation in soman-inhibited ChEs, in contrast, occurs
with the loss of electrons in the reacting fragment and
transfer of electrons to the enzyme active site. ChEs
having high electron density at their active site in the
native state and neutral pH further enhance their electron
density by covalently binding a negatively charged frag-
ment at the end of the reaction. The electrostatic catalysis
initiating the push–pull action of the enzyme results in


the departure of neutral products and leaves enhanced
electron density at the catalytic site.
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ABSTRACT: The products of the gas-phase elimination of methyl oxalyl chloride are methyl chloroformate and
carbon monoxide. The kinetics were determined in a static system over the temperature range 280.3–320.7 �C and
pressure range 56–140.4 Torr. The reaction, in vessels seasoned with allyl bromide and in the presence of the free-
radical inhibitor cyclohexene, is homogeneous, unimolecular and follows a first-order rate law. The rate coefficients
are given by the Arrhenius equation: log[k1 (s�1)]¼ (12.73� 0.58)�(174.3� 6.3) kJ mol�1 (2.303 RT)�1. Theoretical
studies of the mechanism at the semi-empirical PM3 and MP2/6–31G* levels imply a concerted non-synchronous
process. Analysis of the three-membered ring transition state suggests that polarization of the Cl—C(——O) bond is
rate limiting in the elimination process. The kinetics and thermodynamic parameters are in good agreement with the
experimental values. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: kinetics; unimolecular elimination; pyrolysis; methyl oxalyl chloride; semi-empirical and ab initio


calculations; reaction mechanism; transition-state structure


INTRODUCTION


The presence of a C� —H bond on the alkyl side of an
organic ester, such as acetates, leads to a gas-phase
pyrolytic elimination through a six-membered cyclic
transition state type of mechanism as described in reac-
tion (1):1,2


However, methyl esters without a C� —H bond generally
decompose by way of complex concurrent molecular–
radical mechanisms and at very high temperatures. Con-
trary to this rule, the gas-phase pyrolysis of methyl
chloroformate was reported to give methyl chloride and
carbon dioxide at 299–491 �C.3 A similar process of


decarboxylation was described in the decomposition of
methyl bromoformate in the gas phase.4 An additional
investigation on methyl chloroformate, under homoge-
neous conditions and in the presence of the free-radical
inhibitor propene, was reported to eliminate methyl
chloride and CO2 at 425–480 �C.5 [reaction (2),
step 2].


ð2Þ


A curious organic molecule with which to investigate
the elimination kinetics in the gas phase is methyl oxalyl
chloride (methyl chlorooxoacetate). The thermal decom-
position of this substrate may proceed vià a consecutive
reaction, where methyl oxalyl chloride, as an acyl
chloride, may decarbonylate [reaction (2), step 1], while
the intermediate methyl chloroformate decarboxylates
[reaction (2), step 2] to yield methyl chloride [reaction


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 148–151


*Correspondence to: G. Chuchani, Centro de Quı́mica, Instituto
Venezolano de Investigaciones Cientı́ficas (IVIC), Apartado 21827,
Caracas 1020-A, Venezuela.
E-mail: chuchani@quimica.ivic.ve


ð1Þ







(2)]. An alternative mechanistic process for the decom-
position of the above-mentioned substrate may be
thought to proceed through a five-membered cyclic
structure to methyl chloride and an assumed unstable
intermediate C2O3 [reaction (3)]. A extremely rapid
simultaneous fragmentation to methyl chloride, CO and
CO2 may be another process of elimination [reaction (4)].


ð3Þ


ð4Þ


In order to achieve a reliable interpretation concerning
the mechanistic elimination of the assumed reactions (2),
(3) and (4), this investigation was aimed at examining the
elimination kinetics of methyl oxalyl chloride and to
perform a combination of kinetic experiments and theo-
retical studies of the said substrate. The intention was to
obtain the kinetic parameters and the characterization of
the potential energy surface (PES) in order to elucidate
the nature of the molecular mechanism for the elimina-
tion process.


COMPUTATIONAL METHOD AND MODEL


The kinetics for the gas-phase elimination reaction of
ClCOCOOCH3 into CO and ClCOOCH3 suggest a con-
certed mechanism. Theoretical calculations using the
semi-empirical PM3 method and the MP2 level of theory
with the 6–31G* basis set6,7 were performed with the
Gaussian 94 W program. The Berny analytical gradient
optimization routines were used for optimization.8,9 A
transition-state search was performed using the Quadratic
Synchronous Transit method. The nature of stationary
points was established by calculating and diagonalizing
the force constant matrix to determine the number of
imaginary frequencies.10 Intrinsic reaction coordinate
(IRC) calculations were performed to verify transition-
state structures.11 Frequency calculations provided
thermodynamic quantities such as zero-point vibrational
energy (ZPVE), temperature corrections and absolute
entropies, and consequently the rate coefficient can be
estimated assuming that the transmission coefficient is
equal to unity. Temperature corrections and absolute
entropies were obtained assuming ideal gas behavior,
from the harmonic frequencies and moments of inertia


by standard methods12 for a temperature of 300 �C and
1 atm pressure.


The first-order rate coefficient k(T) was calculated using
the TST13 and assuming that the transmission coefficient
is equal to unity, as expressed in the following relation:


kðTÞ ¼ ðKT=hÞexpð��Gz=RTÞ ð5Þ


where �Gz is the Gibbs free energy change between the
reactant and the transition state and K and h are the
Boltzmann and Plank constants, respectively. �Gz was
calculated using the following relations:


�Gz ¼ �Hz � T�Sz ð6Þ


and


�Hz ¼ Vz þ�ZPVE þ�EðTÞ þ PV ð7Þ


where Vz is the potential energy barrier and �ZPVE and
�E(T) are the differences in ZPVE and temperature
corrections between the transition state and the reactant,
respectively. �Sz values were obtained from the differ-
ence between the reactant and the corresponding transi-
tion-state entropies directly from the Gaussian output.
�Sz values were used to calculate Arrhenius pre-expo-
nential factor using the relation


A ¼ ðemkT=hÞexpð�Sz=RÞ ð8Þ


where m is the molecularity of the reaction.


RESULTS AND DISCUSSION


The elimination process of methyl oxalyl chloride, in a
static system, seasoned with allyl bromide and in the
presence of the free-radical suppressor cyclohexene, was
determined over the temperature range 280–320 �C and
the pressure range 56–140 Torr (1 Torr¼ 133.3 Pa). The
stoichiometry based on reaction (9) demands that, for
long reaction times, Pf¼ 2P0, where Pf and P0 are the
final and initial pressure, respectively. The experimental
Pf/P0 value at four different temperatures and 10 half-
lives was 1.94.


ClCOCOOCH3 ! ClCOOCH3 þ CO ð9Þ


The yields of pyrolysis products within the range of
rate determination, that is, up to 65% reaction, were
methyl chloroformate and CO gas [reaction (9)]. Methyl
chloroformate did not decompose further, since the
experimental working temperature is less than the
425 �C of the investigation reported previously.5


The homogeneity of the elimination was examined by
using a reaction vessel with a different surface-to-volume
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ratio. That is, the packed vessel has a 6.0 times greater
surface-to-volume ratio than the unpacked vessel
(Table 1). The packed and unpacked clean Pyrex vessels
had a significant effect on the rates. However, the packed
and unpacked Pyrex vessels seasoned with allyl bromide
had no effect on rates. The methyl oxalyl chloride
reaction, in seasoned vessels, had to be carried out in
the presence of at least twice the amount of the inhibitor
cyclohexene in order to prevent any radical reaction
(Table 2). No induction period was observed and the
rates were reproducible with a standard deviation not
greater than 10% at a given temperature.


The rate coefficient of this elimination was found to be
independent of the initial pressure (Table 3), and the first-
order rate was calculated from k1¼ (2.303/t) logP0/
(2P0�Pt). A plot of log (2P0�Pt) against time t gave


a good straight line up to 65% reaction. The variation of
the rate coefficients with temperature and the correspond-
ing Arrhenius equation is given in Table 4 (90% con-
fidence coefficient from least-squares procedure).


With these results and to establish the most adequate
mechanism for the gas-phase elimination of methyl
oxalyl chloride, a theoretical study was carried out.


THEORETICAL RESULTS


Theoretical studies suggest that the gas-phase elimination
reaction of methyl oxalyl chloride to give methyl chlor-
oformate and carbon monoxide occurs by a concerted
non-synchronous mechanism. The transitions state found
is late in the reaction coordinate in the sense of the


Table 2. Effect of the free radical inhibitor cyclohexene on
rates


Temperature Ps Pi 104 k1


Substrate ( �C) (Torr)a (Torr)a Pi/Ps (s�1)


Methyl oxalyl 320.7 95.5 — — 27.33
chlorideb


120.5 122 0.6 26.05
102 169 1.7 25.66
102.5 262.5 2.6 25.72


a Ps¼ pressure of the substrate; Pi¼ pressure of the inhibitor. Vessel
seasoned with allyl bromide.
b Inhibitor cyclohexene.


Table 3. Invariability of the rate coefficients with initial
pressurea,b


Temperature
Substrate ( �C) Parameter Value


Methyl 320.7 P0 (Torr) 53 102 120.5 140.5
oxalyl
chloride


104 k1 (s�1) 25.79 25.66 25.85 25.73


a Vessel seasoned with allyl bromide.
b In the presence of the inhibitor cyclohexene.


Table 1. Homogeneity of the reaction


Temperature S/V 104 k1 104 k1


Substrate ( �C) (cm�1)a (s�1)b (s�1)c


Methyl oxalyl chloride 311.5 1 17.62d 14.65
6 29.62d 14.91


a S¼ surface area (cm2); V¼ volume (cm3).
b Clean Pyrex vessel.
c Vessel seasoned with allyl bromide.
d Average k values.


Table 4. Variation of rate coefficients with temperaturea


Substrate Parameters Value


Methyl oxalyl chloride Temperature ( �C) 280.3 290.2 300.2 311.5 320.7
104 k1 (s�1) 1.96 3.74 7.05 14.62 25.97


a Rate equation: log k1 (s�1)¼ (12.73� 0.58)� (174.3� 6.3) kJ mol�1 (2.303 RT)�1; r¼ 0.9980.


Figure 1. The transition state for this reaction is a three-
membered ring structure showing a very large C2—C4
distance as well as a large Cl1—C2 distance. Also, chlorine
is closer to C4 in the transition state. Angles � and � are also
shown. Below is the transition state as a three-dimensional
molecule. The transition state is late in the reaction coordi-
nate; the new Cl—C4 bond is almost completely formed in
addition to a C—O triple bond in CO


Table 5. Transition-state (TS) atom distances (Å)


TS atoms PM3 distance MP2/6–31G* distance


Cl1—C2 3.77 4.10
C2—O3 1.13 1.13
C2—C4 5.20 5.64
C4—O5 1.21 1.18
C4—Cl1 1.73 1.84
C4—O6 1.36 1.36


Table 6. TS bond angles (�)


PM3 MP2/6–31G*


� ffC4Cl1C2 12.7 11.9
� ffC2Cl1C4 28.53 27.58
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breaking of Cl1—C2 and C2—C4 bonds and the forma-
tion of a Cl1—C4 bond. The transition-state geometry is
shown in Fig. 1. The geometric parameters shown in
Tables 5 and 6 indicate a product-like transition state.


Calculated activation parameters are in reasonable
agreement with the experimental values (Table 7).
First-order rate coefficients are of the same order of
magnitude as the experimental value.


CONCLUSIONS


Results from theoretical calculations combined with
experimental shows that the reaction proceeds in a con-
certed, rather polar mechanism [reaction (10)], the transi-
tion state being product-like or late in the sense of the
reaction progress. The activation parameters are
satisfactory and first-order reaction rate coefficients are
of the same order of magnitude. Semi-empirical PM3
calculations are in slightly better agreement with experi-
ment than MP2/6–31G* calculations. Analysis and com-
parison of the results suggest the validity of the methods
used.


EXPERIMENTAL


Methyl oxalyl chloride (methyl chlorooxoacetate). This
compound (Aldrich) was distilled several times (b.p.
114–115 �C at 633 Torr) to better than 98.8% purity
(GC: Porapak Q, 80–100 mesh, 2 min). The decomposi-
tion products methyl chloroformate was determing using
a 10% SP 1200–1% H3PO4 Chromosorb W AW DMCS
(80–100 mesh) column. The verification of the substrate
and identification of the product were carried out by gas
chromatography–mass spectrometry (Saturn 2000,
Varian) using a DB–5MS capillary column (30� 0.25
mm. i.d., 0.25mm film thickness).


Kinetic studies. The kinetic experiments were performed
in a static reaction system as previously reported14,15 with
an Omega DP41-TC/DP41-RTD high-temperature per-
formance digital temperature controller. The rate coeffi-
cients were determined manometrically. The temperature
was controlled by a Shinko DC-PS resistance thermo-
meter controller and an Omega Model SSR280A55 solid-
state relay maintained within� 0.2 �C and measured
with a calibrated platinum–platinum–13% rhodium ther-
mocouple. No temperature gradient was found along the
reaction vessel. The substrate was injected (0.05–0.1 ml)
directly into the reaction vessel with a syringe through a
silicone-rubber septum.
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ABSTRACT: Ester derivatives of the hydroxylamine metabolic oxidation products of heterocyclic amines (HCAs) are
the ultimate mutagenic and carcinogenic compounds derived from this ubiquitous class of chemical carcinogens that
are produced during the cooking of protein-containing foods. Considerable work has been done on the mechanism of
formation of the HCAs during cooking processes, their detection at ppb levels in food products, the metabolism of the
HCAs and the detection and characterization of DNA adducts of the HCA metabolites, but until recently very little
work had been done to characterize the chemistry of the carcinogenic/mutagenic metabolites themselves. This paper
reviews our recent work on the chemistry of model carcinogens from this class. The kinetics of their decomposition in
aqueous solution, identification of reaction products and the characterization of the reactivity and selectivity of
heterocyclic nitrenium ions generated during their reactions are presented. The implications of these results with
respect to mutagenicity and carcinogenicity are discussed. Copyright # 2004 John Wiley & Sons, Ltd.
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20-deoxyguanosine adducts


INTRODUCTION


It has been known since the late 1970s that broiling and
frying of meats and fish generates compounds, subse-
quently identified as heterocyclic amines (HCAs), that
are mutagenic to Salmonella typhimurium after activation
by mammalian liver homogenates.1,2 These compounds
are also found in commercial food flavorings and sauces,
beverages and tobacco smoke.2,3 They have been shown
to be carcinogens in laboratory animals and are assumed
to be human carcinogens.2,4 A list of selected HCAs is
presented in Scheme 1 along with the common metabolic
pathways required for activation into their ultimate mu-
tagenic and carcinogenic forms, the sulfuric or acetic acid
esters of the corresponding hydroxylamines.2,5,6


The nitrenium ion hypothesis was developed for the
ester metabolites of carbocyclic aromatic amines in the
late 1960s based largely on the structure of the ultimate
carcinogens and DNA adducts.7 This hypothesis held that
these compounds were subject to heterolytic N—O bond
cleavage resulting in a reactive nitrenium ion that was
ultimately responsible for genetic damage through reac-


tion with DNA bases. The HCAs are metabolized in the
same manner as are mutagenic and carcinogenic carbo-
cyclic aromatic amines and generate very similar DNA
adducts. For that reason, it has been assumed, without
supporting evidence, that the HCA metabolites also
generate nitrenium ion intermediates that are responsible
for the deleterious effects of these compounds.2 The
hypothesis for the carbocyclic esters received consider-
able experimental support from work performed in the
laboratories of Novak, McClelland, and Falvey during the
1990s, and it is now clear that the carbocyclic esters do
react via an SN1 (DNþAN) mechanism with DNA bases
and other nucleophiles in aqueous solution.8–11 No ex-
perimental support for a similar process in the hetero-
cyclic esters had been published prior to 1998, and given
the added complication of acid–base chemistry related to
the heterocyclic rings, and the unknown effect of the
heterocyclic substituents on nitrenium ion stability, it was
not clear whether these compounds did react in a similar
fashion to their carbocyclic analogues.


In an effort to understand the chemistry of these
ubiquitous carcinogens, we have synthesized and studied
a series of ester derivatives of heterocyclic hydroxyla-
mines and hydroxamic acids, 1a–k (Scheme 2).12–16 The
hydroxylamine esters are the physiologically relevant
compounds, but in some cases have proven to be too
reactive to isolate. We have resorted to the more stable
hydroxamic acid esters in these cases.14–16 In carbocyclic
cases it has been shown that the N-acetyl group slows the
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N—O bond cleavage by a factor of up to 105, but does
not otherwise alter the basic chemistry of the ester, and
has a minimal effect on the reactions and reactivity of the
resulting nitrenium ion.8,17


The aim of this paper is to provide a review of the
mechanistic studies undertaken with these esters, to
interpret those results and to consider the biological
implications of the chemistry that has been discovered.
The synthesis of the HCAs and their ester derivatives is
beyond the scope of this review and has been described
elsewhere.12–16,18


KINETICS


All of the esters undergo decomposition in acidic to
neutral aqueous solution with rate constants (kobs) that
are pH dependent, but independent of buffer concentra-
tion at the low concentrations (�0.1 M) used in our
studies.12–16 Log kobs vs pH data are shown in Figs 1
and 2. All of the esters exhibit pH-independent decom-
position rates near neutral pH and a kinetic pKa that
varies from ca 0.0 to 4.0 (Table 1). The kinetic pKa values
correspond closely to those obtained from spectrophoto-
metric titration of the esters (Table 1). The protonated
hydroxylamine esters (1aHþ–1cHþ , 1hHþ ) are unreac-
tive under acidic conditions (Fig. 1),12,13 but the proto-
nated hydroxamic acid esters exhibit a variety of
behaviors under acidic conditions (Fig. 2).14–16 A rate
law that includes all kinetic terms observed for 1a–k is
given by


kobs ¼ ½kHð10�pHÞ2 þ kAð10�pHÞ þ kBKa�=ðKa þ 10�pHÞ
ð1Þ


Scheme 1


Scheme 2


Figure 1. Log kobs for ester disappearance vs pH for 1a–h at
20 �C
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Individual rate constants obtained for all esters are
collected in Table 1. The first term of Eqn (1) (kH)
corresponds to the acid-catalyzed decomposition of the
conjugate acid of the ester.14 For each ester for which this
term has been observed (1d, e, j), the initial reaction


product is the corresponding hydroxamic acid, 2
(Scheme 3).14,16 This species is subsequently hydrolyzed
into the hydroxylamine, 3. Unlike their carbocyclic
analogues, these heterocyclic hydroxylamines are not
subject to rapid Bamberger rearrangement, so they are
easy to detect as the final hydrolysis products.14 The
second term of Eqn (1) (kA) corresponds to spontaneous
decomposition of the conjugate acid of the ester. It has
been observed only for 1i and j.15,16 In both cases the
final product is the corresponding hydroxylamine, 3. For
1j this product is generated through hydrolysis of the


Figure 2. Log kobs vs pH for disappearance of selected
hydroxamic acid esters. Data for 1i taken at 40 �C, all others
at 20 �C


Table 1. Rate constants for decomposition of 1a–k and comparison with carbocyclic esters


pKa


Estera Titration Kinetics 105kH (M
�1 s�1) 106kA (s�1) 104kB (s�1)


1ab 2.83� 0.05 2.5� 0.3 0.067� 0.004
1bb 3.34� 0.05 3.43� 0.04 8.5� 0.1
1cb 3.95� 0.07 4.11� 0.09 44� 2
1dc 4.17� 0.08 3.82� 0.06 12� 1 3.2� 0.2
1ec 4.21� 0.05 4.04� 0.03 8.1� 0.5 5.1� 0.2
1fc 0.49� 0.03 129� 2
1gc 1.02� 0.19 1.21� 0.07 199� 4
1hd 1.73� 0.06 830� 20
1i (40 �C)e �0.04� 0.09 �0.08� 0.07 780� 40 0.98� 0.04
1i (20 �C)e 0.15� 0.02
1jf 4.11� 0.03 4.12� 0.07 5.8� 0.6 1.5� 0.2 0.32� 0.02
1kf 4.15� 0.06 3.92� 0.04 2.4� 0.1
5a (0 �C)g 1400� 100
5bh 2.0� 0.3


a Conditions: 5 vol.% CH3CN–H2O, �¼ 0.5 (NaClO4), T¼ 20 �C.
b Source: Ref. 12.
c Source: Ref. 14.
d Source: Ref. 13.
e Source: Ref. 15.
f Source: Ref. 16.
g Source: Ref. 17.
h Source: Ref. 19.


Scheme 3
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intermediate 2j,16 but for 1i the kinetic data show that the
hydroxylamine is generated directly from 1iHþ with no
intermediate hydroxamic acid involved (Scheme 3).15


The kH and kA terms of the rate law are important
only for the less reactive hydroxamic acid esters. The
very reactive 1f and 1g do not exhibit these terms,
presumably because of their rapid decomposition via
the pathway governed by the third term of Eqn (1).14


For technical reasons it was not possible to extend the
kinetic study for 1k into sufficiently acidic media to
observe the kH and kA terms.16


The kinetic terms that dominate under acidic condi-
tions are not physiologically relevant, and the hydroxa-
mic acid esters are not the physiologically relevant
carcinogens/mutagens. The third term of the general
rate law (kB) does dominate under physiologically rele-
vant pH conditions, and it is observed for both hydro-
xylamine and hydroxamic acid esters.12–16 The N-acetyl
group of the hydroxamic acid esters appears to decrease
the pKa by 1–2 units and to decrease the magnitude of kB


by a factor of 103–104.15 This indicates that all of the
naturally formed hydroxylamine acetic acid esters would
be maximally reactive via the kB path under physiological
conditions. The range of reactivities spanned by the
hydroxylamine esters is predicted to be about 107 at
20 �C with lifetimes ranging from ca 0.01 to
1.5� 105 s. It is clear that under physiological conditions
the more reactive esters are too unstable to act at a site
remote from their point of generation.


The kB term corresponds to spontaneous decomposi-
tion of the neutral form of the ester (Scheme 3).12 This is
consistent with either N—O bond cleavage to generate a
nitrenium ion species, 4, or with an uncatalyzed acyl
transfer to the aqueous solvent to generate the corre-
sponding hydroxamic acid or hydroxylamine, 2 or 3.12,16


The latter reaction could occur with intramolecular
nucleophilic catalysis through a five-membered ring
transition state if a 2-pyridyl N is available.16 Product
analysis shows that both reactions do occur, although
N—O bond cleavage is the exclusive reaction of the
hydroxylamine esters (1a–c, h) and the more reactive
hydroxamic acid esters (1d–g).12–14


Some direct kinetic comparisons to carbocyclic esters
that undergo exclusive N—O bond cleavage are possible.
The 4-aminobiphenylyl derivative 5a is the carbocyclic
analogue of 1a and the N-acetyl-2-aminofluorene deriva-


tive 5b is a carbocyclic analogue of 1i. The leaving group
ability of the pivaloyloxy group of 5b should be nearly
identical with that of the acetoxy group of 1i. No pKa is
detected for the decomposition of 5a or 5b in the
moderately acidic to neutral pH range because of the
absence of a heterocyclic N in the structure of either 5a
or 5b.17,19 The 2-pyridyl N of 1a has a significant rate
retarding effect in excess of 2� 104-fold from compar-
ison of kB for 1a at 20 �C and 5a at 0 �C. The 9-indolyl
N of 1i has a very different effect. Comparison of kB for
1i and 5b, both at 20 �C, shows that 5b is only 13-fold
more reactive than 1i. N—O bond cleavage is the
dominant neutral pH reaction for 1i (> 90%).15 Since
the rate-retarding 2-pyridyl N is present in 1i, the
9-indolyl N must have a rate accelerating effect in
excess of 1.5� 103-fold. These opposite effects on
reaction rates are understandable if comparisons of the
expected stabilizing/destabilizing effects of the two
heterocyclic atoms on their respective nitrenium ions,
4a and 4i, are considered. Similar considerations for
other heterocyclic nitrenium ions suggest that the imi-
dazolyl rings in 4d–g should stabilize the ion and
accelerate N—O bond cleavage. This appears to be
the case.14


REACTION PRODUCTS


The major reaction products from the decomposition of
the model esters at neutral pH in aqueous solution in the
absence of non-solvent nucleophiles are exemplified in
Scheme 4. Four different classes of products are ob-
served: apparent nucleophilic aromatic substitution and
addition products (6d, e, 7f, g), reduction products (A�C,
N-acetylAaC, N-acetylTrp-P-2), dimers (8h–10h) and
hydroxamic acids (2i, j).12–16 The hydroxamic acid
products are found only for the unreactive esters 1i, j
and k.15,16 Available data indicate that the hydroxamic
acids are generated by an acyl transfer reaction: decom-
position of 1i in H2


18O generates 2i with a maximum of
6% incorporation of excess 18O into the hydroxamic
acid,15 changing the leaving group in the N-acetylTrp-
P-2 derivatives 1k and 1j from acetoxy to pivaloyloxy
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reduces kobs by a factor of 7.5 and reduces the yield of
2j from ca 95 to 40%16 and, finally, decomposition of
1i–k in phosphate buffers containing N�


3 leads to an
N�


3 -dependent increase in the rate constant for decom-
position of the esters and a corresponding increase in the
yields of the hydroxamic acids 2i and j.15,16 No apparent
rate increase was noted in phosphate buffers at buffer
concentrations up to 0.06 M, but the rate increases noted
in the presence of the much more strongly nucleophilic
N�


3 are quite modest. For example, kobs increases by less
than 2.5-fold for 1i in pH 6.9 phosphate buffer as [N�


3 ]
increases from 0.0 to 0.01 M.15


The other products noted in Scheme 4 appear to be
generated by N—O bond cleavage reactions. The phenol
and diol products are consistent with attack of H2O on a
nitrenium ion species, but do not require the existence of
such a species.12–14 The diol addition products such as
6d, e do require the consecutive attack of two molecules
of H2O as in Eqn (2).14


ð2Þ
Significant yields of the reduction products are only


observed for the �-carboline and �-carboline derivatives
1h–k.13,15,16 Ordinarily, such products are assumed to be
derived from H. scavenging by triplet nitrenium ions, but
the triplet scavenger Ph3CH20 does not increase the yield
of A�C or generate the characteristic radical coupling
product 11 when 1h decomposes in aqueous solution
saturated with Ph3CH.13 The H� donor 1221


(4.0� 10�5
M) does increase the yield of A�C at neutral


pH from 14 to 37% during the decomposition of
1� 10�5


M 1h.13 This suggests that formation of A�C
is a singlet-state reaction.


The carboline-derived nitrenium ions are unique in that
they can readily deprotonate to generate a neutral qui-
none imine methide conjugate base 13 [Eqn (3)] under
mildly acidic pH conditions.13,15 The neutral intermedi-
ate 13h appears to be the more readily reduced species
since the yield of A�C decreases at lower pH.13 The
apparently high propensity for reduction of the neutral
intermediate may be responsible for the significant yields
of the reduction products from the carboline derivatives.
The source of reducing equivalents in these reactions is
not clear, but the phenol products generated by apparent
nucleophilic aromatic substitution could be the respon-
sible species.13


ð3Þ
Dimeric products are only observed in cases in which


the reduction products are also generated in significant
yield.13,15 They appear to be derived from nucleophilic
trapping of the nitrenium ion 4 or its conjugate base 13 by
the amine or amide reduction product.13 Similar trapping


Scheme 4
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reactions have previously been documented for selective
carbocyclic nitrenium ions.22 The dimerization is also
reminiscent of that of the �-(N,N-dimethylthiocarba-
moyl)-4-methoxybenzyl carbocation that reacts efficiently
with its own elimination product to form a dimer in 50:50
TFE–H2O.23 The yields of the dimeric products are pH
dependent for 1h, but the kinetics of decomposition of the
ester remain cleanly first order and kobs does not vary with
dimer product yields.13 This suggests that the dimeric
products are produced in a post-rate-limiting step of a
multi-step reaction mechanism.


REACTIONS WITH NON-SOLVENT
NUCLEOPHILES


The reactions of 1a–j with non-solvent nucleophiles
including N�


3 , 20-deoxyguanosine (d-G), and in some
cases buffer components such as AcO� and HPO2�


4 ,
provide the most definitive evidence for the generation
of nitrenium ions during the decomposition of the
esters.12–14 All of these esters react with N�


3 to generate
products of apparent nucleophilic aromatic substitution.
Representative examples are provided in Scheme 5.
These N�


3 adducts are generated with no detectable
increase in the rate of decomposition of the esters
1a–h, even under conditions in which the yields of 14
and 15 exceed 80–90%.12–14 This, of course, constitutes
classical evidence for an SN1, or DNþAN, reaction
mechanism. The situation is more complicated for 1i
and j because these esters are also subject to N�


3 -
catalyzed acyl transfer reactions described above.15,16


In both of these cases N�
3 increases the rate of decom-


position of the ester, but only the yield of the hydroxamic
acid product 2i or j correlates with this rate acceleration.
The yield of the N�


3 adducts is not correlated with the


N�
3 -induced rate acceleration of these compounds, so it


was concluded that these adducts were also generated by
a nitrenium ion pathway.15,16 The ester 1k decomposes
almost entirely via an acyl transfer process that is subject
to N�


3 catalysis, but even in this case small amounts of the
N�


3 adduct can be detected, indicating a minor N—O
bond cleavage pathway for this ester.16


Table 2 provides a compilation of log (kaz/ks) or
log (kaz/kc) values determined for the nitrenium ions
4a–i and the conjugate bases 13h–j by competition
methods that rely on the determination of product
yields as a function of [N�


3 ]. This ‘azide clock’ method
has been well documented for carbenium and nitrenium
ions.17,24,25 In these ratios kaz is the second-order rate
constant for reaction of the ion with N�


3 , ks is the pseudo-
first-order rate constant for reaction of the ion with
solvent and kc is given by Eqn (4).13 This term contains
first-order terms for reduction (kred) and reaction with
solvent (ks), and a term that depends on the second-order
rate constant (kdim) for formation of the dimeric products
and the concentration of the amine or amide reduction
product.13


kc ¼ ks þ kred þ kdim½reduction product� ð4Þ


Scheme 5


Table 2. Azide/solvent and d-G/solvent selectivities for 4, 13
and selected carbocyclic ions, 16


Ion or its Rate constant Log (kaz/ks) Log (kd-G/ks)
conjugate in or or
basea denominator log (kaz/kc) log (kd-G/kc)


4ab ks 1.00
4bb ks 2.48 1.92
4cb ks 1.90
4dc ks 6.36 4.49
4ec ks 6.71 4.70
4fc ks 4.72 2.96
4gc ks 5.08 2.92
4hd kc 4.54 3.91
13hd kc 3.08 2.38
4ie kc 3.62
13ie kc 2.65
13jf kc 4.59
4ld kc 4.65 3.94
4mg ? 5.83
13mg ? 4.33
16ah ks 2.97 2.51
16bi ks 3.45 3.04
16cj ks 4.76 3.88
16dk ks 5.07 4.46


a Conditions: 5 vol.% CH3CN–H2O, �¼ 0.5, T¼ 20 �C, unless otherwise
indicated.
b Source: Ref. 12.
c Source: Ref. 14.
d Source: Ref. 13.
e Source: Ref. 15, T¼ 40 �C.
f Source: Ref. 16.
g Source: Ref. 26, 20 vol.% CH3CN–H2O, �¼ 0.1.
h Source: Refs 9, 17, 27, 28.
i Source: Refs 9, 17, 28, 29.
j Source: Refs 9, 19, 27, 28.
k Source: Refs 28, 29.
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Experimentally, these ratios are determined under
conditions in which the kdim term is a minor contributor
to kc so this rate constant can be treated as the sum of the
first two terms of Eqn (4).13 The kaz/kc ratio is reported
only for those esters that exhibit significant yields of
reduction product (1h–j). This ratio is a lower limit for
kaz/ks for these species. For these same species kaz/kc is
pH dependent, decreasing as the pH increases from 3 to
8.13,15 Two limiting selectivity ratios can be calculated.
The limiting ratio at low pH is interpreted to be kaz/kc for
the cations 4h or i, whereas that limiting ratio under
neutral pH conditions is attributed to the neutral con-
jugate bases, 13h or i.13 Based on yields of the reduction
product derived from 1h, kaz/kc underestimates kaz/ks by a
factor of ca 2–3 at low pH and ca 5–10 at neutral pH.13


For 1j the selectivity ratio has been measured only at
neutral pH and is assumed to be that of 13j.16 The
interpretation of the pH dependence is supported by
two lines of evidence. The 9-methyl analogue of 1h, 1l,
decomposes with almost identical rate constants as 1h to
generate an intermediate trapped by N�


3 in a pH-inde-
pendent fashion in the pH range 3–8 with a selectivity
that is comparable to that observed for 1h under acidic
conditions.13 Since 4l cannot form a conjugate base in the
same way as 4h, the lack of pH dependence in the N�


3


trapping of the 9-methyl analogue is consistent with the
interpretation given above. McClelland and Licence have
directly observed the 2-carbazolylnitrenium ion 4m gen-
erated by laser flash photolysis of the corresponding
azide.26 They reported kinetic and spectrophotometric
evidence for its deprotonation to its conjugate base 13m.
Table 2 contains the rate constant ratios for 4m and 13m
determined from direct measurements of the individual
rate constants. The pKa of 5.8 observed for 4m is
consistent with the estimate of 3.0 for 4h obtained from
the pH-dependence of N�


3 trapping.13,26 They also
showed that the 9-methyl analogue of 4m did not depro-
tonate under acidic to mildly basic (pH 10) conditions,
although both cations could be protonated to their dica-
tionic conjugate acids, both of which have pKas of about
1.8.26 The magnitude of kaz for 4m of 2.7� 109


M
�1 s�1 is


within a factor of two of the diffusion-controlled limit for
kaz of ca 5� 109


M
�1 s�1 determined from observations of


a wide variety of carbocyclic nitrenium ions.27–30


Most of the heterocyclic ions have azide/solvent se-
lectivities that are less than or of similar magnitude to


those of the familiar 4-biphenylyl- and 2-fluorenylnitre-
nium ions 16a–d (Table 2). Only the N-acetyl-Glu-P-2
and N-acetyl-Glu-P-1 ions 4d and 4e are significantly
more selective for N�


3 .14 Since the directly measured kaz


is (4–5)� 109
M
�1 s�1 for 16a–d, it is likely that kaz for


the heterocyclic ions, except 4d and 4e, are at the
diffusion-controlled limit.27,29 Carbocyclic ions with
azide/solvent selectivities similar to 4d and 4e have kaz


within a factor of two of the diffusion controlled limit, so
it is likely that kaz� 2� 109


M
�1 s�1 even for these


ions.30


The azide/solvent selectivities for the cationic species
vary over a range of almost six orders of magnitude.
Figure 3 shows that there is no apparent correlation of the
logarithm of these selectivities with log kB. If kaz for these
ions is at or near the diffusion limit, this plot indicates
that there is no correlation of the aqueous solution life-
times of the ions, 1/ks, with the rate constant for their
formation from precursors with nearly identical acetate
and pivalate leaving groups (kB). A similar phenomenon
was observed previously for carbocyclic nitrenium
ions.19 The underlying reason for this appears to be that
the energies of the transition states for generation of the
nitrenium ions by N—O bond cleavage and for their
reaction with solvent by attack of H2O on the ring
respond very differently to substituent effects due to their
very different structures.19,31


The ions 4b, d–h and l and the conjugate base 13h have
been shown to react efficiently with d-G predominately to
form C-8 adducts such as 17f, g.12–14 The minor N-2


Figure 3. Log(azide/solvent selectvity) for 4 vs log kB for 1.
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adducts 18f, g (ca 20% of the d-G adduct yield) are also
formed in two cases.14 The same adducts have been
observed from in vivo or in vitro experiments involving
the corresponding HCAs or their metabolites.2,32,33 In
these experiments C-8 adducts also predominate. Only
IQ and MeIQx derivatives have been unequivocally
shown to generate minor N-2 adducts.32 The available
log(kd-G/ks) or log(kd-G/kc) selectivities are listed in Table
2. Based on measurements of carbocyclic ions, the diffu-
sion-controlled limit for kd-G is ca (1–2)� 109


M
�1 s�1.9,28


The ions 4b, h and l appear to have kd-G in that range
based on comparisons of azide/solvent and d-G/solvent
selectivities in Table 2. The ions 4d–g have significantly
smaller kd-G, apparently in the range (4–9)� 107


M
�1 s�1


based on the same comparisons.14 Some carbocyclic ions
also have kd-G in that range.8,28,34 The reasons for this are
not clear because the ions that have kd-G significantly
below the diffusion-controlled limit do not all have very
high azide/solvent selectivities that would suggest the
onset of activation-controlled reactions for weaker nu-
cleophiles such as d-G. It has been suggested that those
ions with a dominant resonance structure in which all
heavy atoms have an octet of electrons and the formal
positive charge is localized on a heteroatom other than the
nitrenium N may have reduced ability to form C-8 adducts
because of reduced electrophilic reactivity on the nitre-
nium N.34 All of the carbocyclic and heterocyclic nitre-
nium ions with reduced kd-G do share this structural
feature, but so do at least two ions (4h, l) that appear to
have diffusion-limited kd-G.13


BIOLOGICAL IMPLICATIONS


The kinetic data show that the ester metabolites of the
HCAs are reactive at physiological pH. At this pH the
acetic acid esters are predominately deprotonated and


they decompose via heterolytic N—O bond cleavage to
generate nitrenium ion species. The reactivity of the ester
is very dependent on structure with some of the acetic acid
esters of the hydroxylamines having aqueous solution
lifetimes measured in the millisecond range and others
with lifetimes measured in days. Sulfuric acid esters were
not examined in these studies, but based on comparisons
available for carbocyclic cases, the sulfate leaving group
will increase N—O bond cleavage rates by (2–4)� 102-
fold.19,35 This would reduce the lifetimes of even the least
reactive sulfuric acid esters into the ca 5 min range under
physiological conditions. Nonetheless, it is clear that there
are considerable differences among these carcinogenic
esters in transportability from the site of their generation
because of these differences in their hydrolytic stability.
Because the acetyltransferases (NAT) and sulfotrans-
ferases (SULT) involved in the last step of activation are
widely distributed in various organs and tissues in rodents,
it is unlikely that any correlation of ester hydrolytic
reactivity and organ specificity can be found in these
animals.6 The distribution of the human isozyme NAT2
that is apparently the major isozyme responsible for
acetylation of heterocyclic hydroxylamines in humans is
more limited than found for rodent NAT1 or NAT2, but
can still be detected in liver, intestinal epithelium and, to a
lesser extent, in pancreas, lung and esophagus.6 Any such
correlations are also likely to be confounded by the recent
findings that some heterocyclic hydroxylamines are pre-
ferentially activated by human NAT2 (IQ) while others
are preferentially activated by human SULT1A1 (PhIP)
or SULT1A2 (Phe-P-1) that are expressed in a wide
variety of tissues.36


Our data show that all the heterocyclic nitrenium ions
examined react with d-G in aqueous solution to generate
C-8 or N-2 adducts identical in structure with those found
in DNA.2,32,33 The relative proportion of these two
adducts found in DNA treated with the carcinogens is
similar to that found for monomeric d-G.14,32 For the
ester metabolites of the carbolines such as A�C and Trp-
P-2, the nitrenium ion initially generated by N—O bond
cleavage will be deprotonated to form its neutral con-
jugate base 13 under physiological conditions.13,15 These
also react with d-G to form the same adducts as
the corresponding nitrenium ion, but less efficiently.13


There can be little doubt that the nitrenium ions and/
or their conjugate bases are responsible for the DNA
lesions caused by the carcinogenic metabolites of HCAs.
At this time it is not known how or whether the structure
of DNA affects nitrenium ion selectivity for reaction with
individual d-G residues within the DNA polymer. This
will be examined in the future.


Recently, we have shown that log[(histidine rever-
tants)/(nanomoles of amine)], logm, correlates (radj


2¼
0.5491, slope¼ 0.82� 0.18 for TA 98, radj


2¼ 0.6338,
slope¼ 0.59� 0.12 for TA 100) with log(kaz/ks) of the
electrophilic species present at neutral pH (the nitrenium
ion or its conjugate base) for a series of mutagenic
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amines, including five HCAs, in Salmonella typhimurium
TA 98 (18 amines) and TA 100 (15 amines).37 Logm for
monocyclic amines was noticeably smaller (ca 2 log
units) than that for bicyclic or tricyclic amines that
have nitrenium ions of similar selectivity. A multiple
variable linear regression model that included log(kaz/ks),
a ring index variable that distinguished monocyclic
amines from other amines, and ClogP (the calculated
logarithm of the octanol–water partition coefficient of the
amine)38 as independent variables predicted the observed
logm with good accuracy (radj


2¼ 0.8913, RMSE¼ 0.83
for TA 98, radj


2¼ 0.9011, RMSE¼ 0.55 for TA 100).
These results suggest that nitrenium ion selectivity may
be one of several critical variables that determine the
mutagenic potential of carbocyclic and heterocyclic aro-
matic amines. �LogTD50 in mice [the negative loga-
rithm of the dose in mmol (kg body mass)�1 day�1


required to halve the probability of the animal remaining
tumorless to the end of its standard life span] for a series
of 12 amines, including four HCAs, correlates with
log(kaz/ks) with radj


2¼ 0.5357 and slope¼ 0.31� 0.08.37


A two-parameter regression model including log(kaz/ks)
and ClogP as independent variables adequately predicted
the carcinogenicity data (radj


2¼ 0.7606, RMSE¼ 0.53),
although so did several two parameter models that
included ClogP and other variables such as the number
of rings or the number of �-electrons.37


The role of nitrenium ion selectivity in determining the
carcinogenicity potential of the corresponding amines is
difficult to assess from these correlations. This is not
unexpected since mammalian carcinogenesis is a much
more complicated process than bacterial mutagenesis and
correlations of carcinogenicity data generally provide
poorer fits than do correlations of mutagenicity data
with the same independent variables.39 Nevertheless,
the demonstration that the heterocyclic nitrenium ions
or their conjugate bases react with d-G to generate C-8 or
N-2 adducts identical with those obtained from in vitro
and in vivo experiments with DNA makes it clear that
nitrenium species are involved in carcinogenesis,
although factors other than nitrenium selectivity may
control the carcinogenicity potential of a particular
amine.2,12–14,32,33,38
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epoc ABSTRACT: B3LYP/6–31G* calculcations were performed to model the Diels–Alder reaction of cyclobutano-,
cyclobuteno- and benzo[b]- fused cyclic five-membered ring dienes with two prototypical dienophiles, ethylene and
acetylene. The cyclobuteno[b]-fused dienes, which loose the unfavorable antiaromaticity upon cycloaddition, are the
most reactive; in contrast, the benzo[b]-fused dienes, which encounter disruption of aromaticity in the course of the
reaction, are the least reactive. Synchronicity calculations based on bond order analysis indicate that the reactions of
benzo[b]-annelated dienes show significant deviations from synchronicity, indicating highly unsymmetrical transition
states. Deformation energies were employed to corroborate the computed activation energies. Although there are
some deviations in the quantitative results between ethylene and acetylene reactions, the trends are essentially the
same with all the dienes considered, with acetylene showing a slightly higher reactivity. The comparison with the
corresponding [c]-fused dienes further strengthens the argument that product stability controls the reactivity in these
reactions, as exemplified by excellent linear fits between the activation and reaction energies. Copyright # 2004 John
Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience


KEYWORDS: Diels–Alder reactions; density functional theory; masked dienes; activation energies; reaction energies;


concerted mechanism; synchronicity; cycloadditions


INTRODUCTION


The Diels–Alder reaction is an elegant route to build
novel polycyclic skeletons and is widely employed in
several multiple-step syntheses of natural products.1–4


The dienes can be broadly classified as simple, substi-
tuted and masked dienes. The masked dienes, which have
been extensively studied experimentally5–7 and theoreti-
cally,8–12 can be categorized into cumulated, ring-fused
and cage-fused dienes. The Diels–Alder reactions of
simple five-membered heterocyclic ring dienes and their
annelated analogues with a range of dienophiles lead to
impressive Diels–Alder adducts,8–11,13–16 and some of
them have interesting industrial and biological applica-
tions.1–3,17–20 The benzo-annelated five-membered rings
have been the subjects of interest for several years and the
experimental routes for both benzo[b]- and -[c]-annelated
thiophenes and pyrroles have been known for some time,
as these compounds are intermediates in the synthesis of
biologically important species.3,7,20,21 Jursic reported a
semiempirical study on the cycloaddition reactions of
benzo[b]- and benzo[c]-fused pyrrole, furan and thio-


phene with three dienophiles.10 Manoharan and Venuva-
nalingam examined transition-state stabilization and
destabilization in a different set of masked dienes.12a


Theoretical studies play an important role in under-
standing of the relative stabilities, reactivity and thermo-
dynamic stability of series of reactant pairs.8,9,13–15 Once
a reliable computational method has been established,
detailed calculations on a series of reactant pairs help in
rationally designing feasible reaction pathways. Diels–
Alder reactions of simple dienes and dienophiles have
been studied extensively at various levels of theory,13–15


but quantitative calculations on the masked dienes reac-
tion profiles are limited. Previous computational studies
have shown that the performance of the B3LYP method is
much better than HF or MP2 methodologies in modeling
Diels–Alder reactivity.13,22–24


We have reported detailed calculations on five-mem-
bered ring dienes with a standard dienophile and estab-
lished that B3LYP/6–31G* is an optimal method for
performing routine calculations on larger systems.13a


We also have theoretically studied the Diels–Alder re-
activities of [c]-annelated five-membered rings with both
ethylene and acetylene as dienophiles.8,9 The aim of the
present study is to examine the reactivities of the cy-
cloaddition reactions of cyclobutano[b]-, cyclobuteno[b]-
and benzo[b]-fused five-membered ring dienes with
ethylene and acetylene as dienophiles. The present study
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addresses how the Diels–Alder reactivity alters as a
function of the position of annelation and the type of
ring on the five-membered ring dienes by comparison
with our recent studies reported for [c]-annelated
dienes.8,9 All the Diels–Alder reactions of [c]-annelated
dienes considered in this study are depicted in Scheme 1.
The activation and reaction energies with thermochemi-
cal data are used to predict the relative reactivities of the
dienes considered with ethylene and acetylene as dieno-
philes. The distortion energies of the reactants at the
transition states were calculated and analyzed.


COMPUTATIONAL METHODS


All the transition states and products of the cycloaddition
reactions of each of the dienes with ethylene and acet-
ylene were optimized at the B3LYP/6–31G* level. All the
dienes and dienophiles were also optimized within the
symmetry constraints. Frequency calculations were car-
ried out to characterize all the reactants, transition states
and products at the same level. The frequency calculations
indicate that the planar forms of all the PH substituted
dienes and all the dienes of 2X type except 2SiH2 are not
minima on the potential energy surface. The imaginary
frequencies obtained for these dienes were followed and
the corresponding minimum energy structures were ob-
tained. All the products have all real frequencies and the
transition states possess one imaginary frequency. The
bond orders were obtained using natural bond orbital
(NBO)25 method at the B3LYP/6–31G* level. All the
calculations were performed using the Gaussian 98 suite
of programs.26 The values obtained in G3MP2 calcula-
tions on the model system 2CH2 with acetylene are
similar to those at the B3LYP level, which indicates that


the chosen level of theory is adequate in terms of
reliability. (The calculations carried out at the G3MP2
level for the reaction of 2CH2 with acetylene give activa-
tion and reaction energies of 9.1 and �63.5 kcal mol�1,
respectively, which are in agreement with the B3LYP/6–
31G* values of 10.4 and �65.9 kcal mol�1 respectively.
E.-U. Wuerthwein, personal communication.)


RESULTS AND DISCUSSION


We start with the description of equilibrium geometries
followed by the relative preference for [b]- and [c]-
annelation to a given five-membered ring. The activation
and reaction energies along with the thermochemical
correction are then given. This section culminates with
the corroboration of the deformation energies with the
activation barriers.


Equilibrium geometries


B3LYP/6–31G* optimizations were carried out on all the
structures considered in the study and it was verified
whether they are minima or true transition states by
frequency calculations. The equilibrium geometries of
the minima of all the dienes, the geometries of the
transition states and products are given in the supplemen-
tary material. The principal bond lengths, which undergo
significant changes along the reaction coordinate, in the
transition states of the cycloaddition reactions considered
are given in Tables 1 and 2; the designations and
nomenclature used in this study are shown in Scheme 2.


Scheme 1


Table 1. Principal bond lengths (Å) in the transition states of
the cycloaddition reactions of dienes 1X, 2X and 3X with
ethylene (see Scheme 2 for designation and nomenclature)


r1 r2 r3 r4 r5 r6


e-1CH2-TS 1.389 1.402 1.405 2.294 1.386 2.226
e-1SiH2-TS 1.407 1.402 1.407 2.256 1.396 2.242
e-anti-1NH-TS 1.414 1.372 1.440 2.198 1.403 2.118
e-syn-1PH-TS 1.397 1.393 1.407 2.271 1.394 2.226
e-anti-1PH-TS 1.410 1.391 1.414 2.266 1.391 2.227
e-1O-TS 1.397 1.379 1.430 2.217 1.394 2.154
e-1S-TS 1.412 1.373 1.430 2.201 1.400 2.188
e-2CH2-TS 1.392 1.403 1.399 2.546 1.369 2.344
e-2SiH2-TS 1.401 1.406 1.398 2.540 1.376 2.355
e-anti-2NH-TS 1.430 1.370 1.442 2.384 1.387 2.201
e-syn-2PH-TS 1.397 1.394 1.400 2.582 1.376 2.309
e-anti-2PH-TS 1.419 1.386 1.415 2.485 1.375 2.325
e-2O-TS 1.410 1.379 1.425 2.428 1.377 2.254
e-2S-TS 1.428 1.366 1.436 2.404 1.384 2.269
e-3CH2-TS 1.446 1.402 1.420 1.955 1.411 2.275
e-3SiH2-TS 1.455 1.408 1.421 1.963 1.420 2.273
e-syn-3NH-TS 1.452 1.393 1.431 1.934 1.415 2.229
e-anti-3NH-TS 1.462 1.380 1.445 1.894 1.430 2.154
e-syn-3PH-TS 1.448 1.400 1.420 1.933 1.418 2.316
e-anti-3PH-TS 1.453 1.400 1.423 1.965 1.412 2.278
e-3O-TS 1.451 1.384 1.435 1.916 1.420 2.178
e-3S-TS 1.457 1.387 1.431 1.934 1.420 2.245
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The equilibrium geometries indicate that the reactions
of all the three classes of dienes considered follow the
typical [4þ 2] cycloaddition with both ethylene and
acetylene as dienophiles. It is interesting that whereas
the benzo[c]-fused dienes were reported to follow an
[8þ 2] cycloaddition route, benzo[b]-fused dienes follow
[4þ 2] pathways.8,9


Tables 1 and 2 indicate that the deviation between the
bond lengths of the forming �-bonds are significantly
larger (0.2–0.5 Å) in the case of the transition states of
dienes 2X and 3X, indicating that the transition states are
more unsymmetrical than the transition states of 1X. 1-
3NH and their phosphorus analogues can yield both syn
and anti products depending on the orientation of the
pyramidal H attached to the heteroatom, and the syn and
anti products were located and characterized as minima
in all cases. The pyramidal hydrogen atom is oriented
towards the diene side in the syn form whereas it is tilted
towards the side of the incoming dienophile in the anti
form. Both syn and anti transition states were obtained
for the reaction of 3NH, and all the attempts to locate the


syn transition states were futile for 1NH and 2NH with
both dienophiles. However, in the phosphorus analogues,
1-3PH, no such problems were encountered and both syn
and anti transition structures were obtained.


Relative energy differences between [b]- and
[c]-annelated forms


Table 3 gives a comparison of the relative energies
between [b]- and [c]-annelated five-membered rings
(Scheme 3). The energies for the [c]-annelated dienes
were taken from our previous studies.8,9 The preference
between [b]- and [c]-annelated positioning is marginal in
the case of cyclobutane, a saturated ring. However,
understandably, the saturated rings have a profound
influence. Whereas the cyclobuteno ring has a high
preference for [c]-annelation, benzoannelation has the
exact opposite choice. The preference for [c]-annelation
may be directly traced to the antiaromatic cyclobutadiene
ring formation in the [b]-annelated diene. In contrast,
when the fused ring is a benzenoid ring, it would prefer to
retain the cyclic delocalization, which is possible only
when it is annelated to the [b]-side of the five-membered
ring. A closer look at the relative stabilities indicates that
whereas the energy differences are high for annelation to


Table 2. Principal bond lengths (Å) in the transition states of
the cycloaddition reactions of dienes 1X, 2X and 3X with
acetylene (see Scheme 2 for designation and nomenclature)


r1 r2 r3 r4 r5 r6


a-1CH2-TS 1.386 1.405 1.401 2.325 1.238 2.230
a-1SiH2-TS 1.397 1.410 1.396 2.314 1.240 2.264
a-anti-1NH-TS 1.413 1.374 1.436 2.273 1.250 2.103
a-syn-1PH-TS 1.391 1.398 1.399 2.309 1.241 2.233
a-anti-1PH-TS 1.407 1.393 1.409 2.304 1.241 2.223
a-1O-TS 1.396 1.378 1.428 2.258 1.244 2.148
a-1S-TS 1.412 1.373 1.429 2.230 1.247 2.181
a-2CH2-TS 1.390 1.407 1.394 2.652 1.229 2.262
a-2SiH2-TS 1.394 1.411 1.391 2.584 1.230 2.339
a-anti-2NH-TS 1.427 1.374 1.435 2.525 1.241 2.156
a-syn-2PH-TS 1.393 1.397 1.395 2.651 1.232 2.255
a-anti-2PH-TS 1.417 1.388 1.411 2.558 1.233 2.264
a-2O-TS 1.409 1.380 1.423 2.493 1.234 2.217
a-2S-TS 1.428 1.367 1.433 2.480 1.238 2.209
a-3CH2-TS 1.440 1.408 1.418 1.919 1.253 2.402
a-3SiH2-TS 1.446 1.417 1.409 1.977 1.253 2.372
a-syn-3NH-TS 1.449 1.396 1.434 1.887 1.257 2.335
a-anti-3NH-TS 1.457 1.383 1.447 1.844 1.267 2.291
a-syn-3PH-TS 1.441 1.407 1.412 1.931 1.254 2.418
a-anti-3PH-TS 1.447 1.405 1.422 1.917 1.253 2.414
a-3O-TS 1.448 1.388 1.436 1.881 1.259 2.277
a-3S-TS 1.454 1.390 1.433 1.880 1.259 2.364


Scheme 2


Table 3. Relative energies (kcalmol�1) of [c]-annelated
with respect to [b]-annelated forms for cyclobutano-,
cyclobuteno- and benzo-fused cyclic five-membered ring
dienes at the B3LYP/6–31G* level


Cyclobutano- Cylobuteno- Benzo-


Substituent [b] [c] [b] [c] [b] [c]


CH2 0.0 �1.5 0.0 �31.9 0.0 22.6
SiH2 0.0 �4.0 0.0 �39.0 0.0 24.3
NH 0.0 �1.6 0.0 �11.8 0.0 9.3
PH 0.0 �2.2 0.0 �28.4 0.0 18.7
O 0.0 �2.7 0.0 �19.3 0.0 14.5
S 0.0 �1.2 0.0 �19.0 0.0 11.2


Scheme 3
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the non-aromatic (X¼CH2 and SiH2) five-membered
ring dienes, the gap is smaller for the aromatic ones
(X¼O, S, NH and PH).


Activation and reaction energies with
thermochemical data


Activation energies, enthalpies and entropies of activation
for the cycloaddition reactions of the [b]-annelated dienes
considered with ethylene and acetylene are given in
Table 4. Figure 1 illustrates the variation of the activation
energies for the reactions of these three classes of dienes
with both dienophiles. A cursory look at Fig. 1 shows that,
in general, the activation energies required for the reac-
tions involving acetylene as dienophile are slightly higher
than those for ethylene reactions in all the three classes.
This is in agreement with our previous computational
studies on the cycloaddition reactions of simple and [c]-
fused five-membered ring dienes with ethylene and acet-
ylene as dienophiles.9,13b,15 Figure 1 shows that the
differences in activation energies between ethylene and
acetylene reactions are higher for the cycloadditions of O
and S substituted dienes in 1X and 2X types; these dienes
with acetylene require about 2.5 kcal mol�1


(1 kcal¼ 4.184 kJ) higher activation energy than the reac-
tions with ethylene as dienophile. Notably, the reaction of
3SiH2 with acetylene requires about 3 kcal mol�1 lower
activation energy than that of ethylene as dienophile.
Table 4 shows that the activation energy ranges from 8
to 22 kcal mol�1 for the dienes 2X and from 30 to
50 kcal mol�1 for the benzo[b]-fused dienes, 3X with
both dienophiles. The activation energy required for
dienes 1X lies in between those for 2X and 3X types,
ranging from 18 to 35 kcal mol�1. The lower activation
energies observed for cyclobuteno[b]-fused dienes 2X
may be traced to the loss of unfavorable antiaromaticity
due to the cyclobutadiene from reactant to transition state.
The high activation energy required for the reactions of
dienes 3X among the three classes may be attributed to the
loss of aromatic stabilization of the dienes while going
from the reactant to the transition state. In contrast, our


recent computational studies on [c]-fused systems indi-
cated that benzo[c]-fused and cyclobuteno[c]-fused
dienes require the lowest and highest activation energies,
respectively.8,9 The product stability accounted for the
relative reactivities of [c]-annelated dienes; the aromatic
benzenoid rings are formed in the products for the
benzo[c]-fused dienes whereas the antiaromatic butadiene
moieties resulted in the products for the cyclobuteno[c]-
fused dienes. Hence the present study indicates that the
loss of aromatic stabilization or the antiaromaticity in-
duced by the annelated rings from the reactant to the
transition state play an important role in determining the
reactivities of the cycloaddition reactions.


Table 4. Activation energy (�Ez), enthalpy (�Hz) and en-
tropy (�Sz) of activation for the cycloadditions of dienes 1X,
2X and 3X with ethylene and acetylene obtained at the
B3LYP/6–31G* levela


�Ez �Hz �Sz �Gz
398 K


1CH2 18.6 (19.7) 19.5 (20.2) �42.5 (�38.8) 36.4
1SiH2 19.2 (18.1) 20.0 (18.4) �42.9 (�39.0) 37.1
1NH anti 25.9 (26.2) 26.7 (26.6) � 43.7 (�39.7) 44.1
1PH syn 23.8 (24.1) 24.5 (24.3) �42.4 (�38.4) 41.3


anti 23.3 (24.5) 24.1 (24.8) �42.7 (�38.7) 41.1
1O 21.4 (23.8) 22.0 (23.8) �42.6 (�38.8) 38.9
1S 31.9 (34.3) 32.5 (34.3) �42.6 (�38.7) 49.4
2CH2 8.3 (10.0) 9.2 (10.4) �40.9 (�35.9) 25.5
2SiH2 8.8 (9.6) 9.5 (9.8) �44.0 (�39.5) 27.0
2NH anti 15.4 (16.2) 16.1 (16.4) �41.4 (�36.8) 32.6
2PH syn 16.0 (17.5) 16.5 (17.4) �39.7 (�35.4) 32.3


anti 13.0 (14.9) 13.8 (15.1) �41.0 (�36.5) 30.1
2O 10.7 (13.4) 11.4 (13.5) �40.7 (�36.4) 27.6
2S 19.5 (22.1) 20.1 (22.1) �41.5 (�37.3) 36.6
3CH2 32.6 (32.2) 33.5 (32.6) �42.6 (�38.2) 50.5
3SiH2 33.4 (30.6) 34.0 (30.7) �42.7 (�38.7) 51.0
3NH syn 48.4 (50.1) 48.8 (49.8) �42.7 (�38.5) 65.8


anti 42.6 (41.1) 43.4 (41.4) �43.2 (�39.1) 60.6
3PH syn 35.2 (34.1) 35.9 (34.3) �42.3 (�38.1) 52.8


anti 37.2 (37.2) 37.9 (37.4) �42.8 (�38.4) 54.9
3O 37.1 (37.8) 37.6 (37.7) �42.1 (�38.2) 54.4
3S 44.2 (45.5) 44.8 (45.5) �42.2 (�38.0) 61.6


a Gibbs free energies of activation at 398 K (�Gz
398 K) are given only for


ethylene as dienophile. Entropies of activations are in eu and all other
values are in kcal mol�1. The values in parentheses in bold are for acetylene
as dienophile.


Figure 1. Variation in activation energies for the cycloaddition reactions of dienes (a) 1X, (b) 2X and (c) 3X with ethylene and
acetylene as dienophiles
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Table 4 shows that with both dienophiles, CH2 and
SiH2 substituted dienes in all the three classes require
lower activation energies than the heteroatom-substituted
dienes, which possess a lone pair of electrons. This can be
attributed to the participation of the lone pair of electrons
of the heteroatoms in the delocalization in five-membered
rings. In all three classes, CH2 and SiH2 substituted
dienes are more reactive than all other dienes with
ethylene and acetylene, respectively. The reactions of
dienes 1S and 2S have the highest activation barriers
correspondingly in 1X and 2X types with both dieno-
philes. For the reactions involving NH substituted dienes,
both syn and anti transition states were obtained only for
3NH. The formation of the syn transition state of 3NH
with both dienophiles requires the highest activation
energy in 3X type and this is followed by 3S. The syn
transition state of 3NH lies about 6 kcal mol�1 higher in
energy than the anti transition state for the ethylene
reaction, whereas the syn transition state is about
9 kcal mol�1 above the anti form for acetylene as dieno-
phile. The higher activation energy required for the
formation of the syn transition state of 3NH may be
traced to the repulsive interactions between the nitrogen
lone pair and the forming �-bond in the transition state,
similarly to the study of Domingo et al.27 on the
cycloaddition between N,N0-dipyrrolylmethane and hex-
afluorobut-2-yne. In the case of PH substituted dienes,
except for the reaction of 1PH with acetylene, the anti
transition states lie below the syn transition states in 1PH
and 2PH, whereas the reverse is observed in 3PH. The


activation energy difference between the syn and anti
transition states in 1PH is about 0.5 kcal mol�1, but this
difference is about 2.5–3.0 kcal mol�1 in the case of 2PH
and 3PH with both dienophiles.


Table 5 lists the reaction energies, enthalpies and
entropies of reactions for all the reactions considered.
Figure 2 depicts the variation in reaction energies ob-
tained for the reactions of all three classes of dienes with
both the dienophiles. Tables 4 and 5 indicate that the
reaction energies parallel the activation energies for these
three classes. The reaction energy varies from �8 to
�43 kcal mol�1 for 1X type, from �33 to �75 kcal mol�1


for dienes 2X and from 25 to �12 kcal mol�1 for 3X type.
Figure 2 illustrates that the trends obtained are very
similar for all three classes. In contrast to the activation
energies, the reaction exothermicities of the reactions
involving acetylene are higher than those with ethylene as
dienophile. This is in agreement with our previous
computational studies.9,13b,15 Figure 2 also shows that a
significant difference in reaction energies is observed
between ethylene and acetylene reactions for SiH2 and
PH substituted dienes. The reactions of SiH2 substituted
dienes with acetylene are about 17 kcal mol�1 more
exothermic than the reactions with ethylene as dieno-
phile. In general, the reactions of CH2 substituted dienes
are the most exothermic in ethylene reactions whereas the
reactions of SiH2 substituted dienes are predicted to be
the most exothermic when acetylene is used as the
dienophile. The reaction of NH substituted dienes with
either ethylene or acetylene as dienophile is computed to


Table 5. Reaction energies (�Er), enthalpies (�Hr) and entropies (�Sr) of reactions for the cycloadditions of dienes 1X, 2X and
3X with ethylene and acetylene obtained at the B3LYP/6–31G* levela


�Er �Hr �Sr �Gr398K


1CH2 �28.7 (�37.3) �24.9 (�33.7) �47.1 (�44.5) �6.1
1SiH2 �25.2 (�42.5) �22.0 (�39.3) �46.6 (�44.4) �3.4
1NH syn �8.4 (�12.8) �5.2 (�10.0) �47.5 (�44.6) 13.7


anti �7.8 (�14.3) �4.8 (�11.4) �47.3 (�44.7) 14.1
1PH syn �21.4 (�33.3) �17.9 (�30.0) �46.7 (�44.0) 0.8


anti �24.1 (�33.8) �20.6 (�30.5) �46.6 (�44.0) �2.0
1O �18.4 (�21.9) �15.5 (�19.4) �46.4 (�43.7) 3.0
1S �11.3 (�15.5) �8.1 (�12.7) �46.0 (�43.0) 10.2
2CH2 �61.3 (�70.4) �56.7 (�65.9) �48.0 (�45.4) �37.5
2SiH2 �57.7 (�74.4) �53.6 (�70.4) �50.6 (�48.3) �33.4
2NH syn �34.6 (�40.1) �30.8 (�36.6) �46.7 (�44.0) �12.2


anti �33.3 (�40.8) �29.7 (�37.3) �46.7 (�44.1) �11.0
2PH syn �52.1 (�63.8) �47.8 (�59.9) �47.1 (�44.5) �29.0


anti �54.1 (�63.8) �49.9 (�59.8) �47.2 (�44.6) �31.1
2O �46.7 (�51.6) �43.0 (�48.2) �46.4 (�43.8) �24.5
2S �41.9 (�47.0) �37.9 (�43.4) �46.9 (�44.1) �19.2
3CH2 5.7 (�2.5) 8.9 (0.5) �45.4 (�42.8) 27.0
3SiH2 5.6 (�11.6) 8.3 (�9.0) �45.0 (�42.8) 26.2
3NH syn 22.0 (18.0) 25.0 (20.6) �45.6 (�42.8) 43.2


anti 25.1 (19.1) 27.8 (21.6) �45.4 (�42.7) 45.9
3PH syn 8.0 (�4.0) 11.1 (�1.2) �45.2 (�42.7) 29.1


anti 6.8 (�3.0) 9.8 (�0.3) �45.2 (�42.6) 27.8
3O 15.8 (12.7) 18.4 (14.9) �44.4 (�41.7) 36.1
3S 16.8 (12.2) 19.8 (14.7) �44.6 (�41.6) 37.5


a Gibbs free energies of reactions at 398 K (�Gr398 K) are given only for ethylene as dienophile. Entropies of reactions are in eu and all other values are in
kcal mol�1. The values in parentheses in bold are for acetylene as dienophile.
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be the least exothermic consistently in all the three
classes.


Except for the reactions of 3CH2, 3SiH2 and 3PH
with acetylene, all other reactions considered for 3X
type are endothermic. The endothermicity of the reac-
tions of dienes 3X can be traced to the loss of aromatic
stabilization of the reactant dienes. Hence the cycload-
dition reactions of 3X with dienophiles are not feasible
under normal conditions. As the trends obtained are
similar for the reactions of dienes with ethylene and
acetylene as dienophiles, we computed the Gibbs free
energies at 398 K only for ethylene reactions, and the
values are given in Tables 4 and 5. The high Gibbs
free energies of activation (about 50–66 kcal mol) and
the positive reaction free energies with higher magni-
tudes virtually preclude cycloadditions of 3X with
the dienophiles considered. However, if the compounds
e/a-3X-Pr are formed, they are very likely to undergo
facile retro-Diels–Alder reactions. The very high
exothermicities of the reactions of dienes 2X may be
attributed to the loss of antiaromaticity from reactants to
products. This is in contrast to our previous computa-
tional studies on [c]-annelated five membered rings,


where the reactions of benzo[c]-fused dienes are the
most exothermic owing to the product stability from the
formation of the aromatic benzenoid ring. In addition,
the reactions of cyclobuteno[c]-annelated dienes are
highly endothermic, since the products formed contain
antiaromatic four-membered rings.8,9 Hence the present
study unequivocally indicates that the reactant stability
plays a vital role in predicting the reactivities of [b]-
annelated five-membered rings whereas the product
stability determines the reactivity of [c]-fused dienes
in cycloaddition reactions. Figure 3 shows a good linear
correlation between the activation and reaction energies
for the cycloaddition reactions of the dienes considered
with both dienophiles.


Tables 4 and 5 show that the activation and reaction
entropy values for the reactions of dienes with acetylene
are less negative than for the reactions of the correspond-
ing diene with ethylene as dienophile, indicating higher
reactivity for the acetylene reactions than that of the
reactions involving ethylene as dienophile. The entropies
of activation are less negative for the dienes of 2X type
among the three classes in reactions with both the
dienophiles, as shown in Table 4.


Figure 2. Variation in reaction energies for the cycloaddition reactions of dienes (a) 1X, (b) 2X and (c) 3X with ethylene and
acetylene as dienophiles


Figure 3. Plots showing the correlation between the activation energies and reaction energies for the reactions of the dienes
considered with (a) ethylene and (b) acetylene
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Bond order analysis


The estimation of bond orders gives the measure of the
extent of bond making or bond breaking along the
reaction pathway. By symmetry all the reactions consid-
ered cannot be synchronous; however, we assume that all
the reactions follow the concerted pathway. Previous
studies indicated that the concerted mechanism prevails
over the stepwise alternative in most cases, even in the
presence of adverse structural constraints.28 We have
computed the synchronicity (Sy) for the reactions con-
sidered using the previously reported equation:29


Sy ¼ 1 �
Pn


i¼1
j�Bi��Bavj


�Bav


2n� 2
ð1Þ


where n is the number of bonds directly involved in the
reaction and �Bi is the relative variation of the bond order
index Bi at the transition state:


�Bi ¼
BTS
i � BR


i


BP
i � BR


i


ð2Þ


where the superscripts TS, R and P refer to the transition
state, reactant and product, respectively. The average
value of �Bi is denoted �Bav and is given by


�Bav ¼ 1


n


Xn


i¼1


�Bi ð3Þ


The relative variation of bond order indices at the
transition states for the bonds directly involved in the


reactions and the synchronicity are given in Tables 6 and
7 for ethylene and acetylene reaction respectively. The
numbering of the bond order indices corresponds to the
bond length numberings shown in Scheme 2. Tables 6
and 7 show that the transition states formed for the
reactions of dienes 2X and 3X are ‘early’ and ‘late’,
respectively, among the three classes considered with
both dienophiles. The reactions of dienes 2X are more
exothermic with ‘early’ transition state whereas the
reactions of 3X form ‘late’ transition states and almost
all the reactions are endothermic. This is in agreement
with Hammond’s postulate.30 The synchronicity values
for the reactions of dienes 3X are about 0.81–0.91,
indicating that the reactions of 3X are more asynchronous
than those of 1X and 2X dienes. The synchronicity values
are lower for the reactions of 3X with acetylene than with
ethylene. Hence the reactions of dienes 3X with acetylene
are more asynchronous than the reactions with ethylene
as dienophile.


Deformation energies


The deformation energies of dienes and dienophiles, total
deformation energies, interactions energies between
diene and dienophile along with the activation energies
for all the reactions considered are given in Table 8. The
energy difference between the reactant in the transition
state geometry and its corresponding equilibrium geome-
try gives the deformation energy. The interaction energy
was calculated by subtracting the total deformation en-
ergy from the activation energy. Table 8 shows that the
dienes and dienophiles are deformed to a lower extent in


Table 6. Variation of bond order indices (�B1–�B6) and synchronicities (Sy) obtained at the B3LYP/6–31G* level for the
cycloaddition reactions of the dienes considered with ethylene


�B1 �B2 �B3 �B4 �B5 �B6 �Bav Sy


1CH2 0.335 0.427 0.418 0.347 0.452 0.355 0.390 0.933
1SiH2 0.382 0.463 0.464 0.389 0.510 0.385 0.432 0.935
1NH anti 0.440 0.519 0.509 0.428 0.535 0.441 0.478 0.947
1PH syn 0.344 0.415 0.413 0.380 0.498 0.383 0.406 0.946


anti 0.382 0.469 0.463 0.374 0.473 0.374 0.423 0.935
1O 0.416 0.491 0.488 0.395 0.492 0.398 0.447 0.940
1S 0.422 0.490 0.497 0.422 0.517 0.408 0.459 0.945
2CH2 0.298 0.359 0.324 0.231 0.342 0.281 0.306 0.930
2SiH2 0.332 0.378 0.361 0.253 0.388 0.300 0.335 0.928
2NH anti 0.442 0.480 0.452 0.328 0.448 0.381 0.422 0.936
2PH syn 0.263 0.263 0.243 0.254 0.385 0.322 0.288 0.910


anti 0.373 0.408 0.395 0.270 0.376 0.309 0.355 0.926
2O 0.397 0.432 0.408 0.284 0.392 0.330 0.374 0.929
2S 0.446 0.471 0.453 0.320 0.426 0.348 0.411 0.925
3CH2 0.430 0.365 0.605 0.557 0.607 0.367 0.489 0.876
3SiH2 0.468 0.384 0.620 0.569 0.642 0.393 0.513 0.886
3NH syn 0.379 0.311 0.544 0.573 0.623 0.386 0.470 0.859


anti 0.531 0.481 0.681 0.634 0.677 0.457 0.577 0.909
3PH syn 0.438 0.365 0.612 0.584 0.637 0.367 0.500 0.867


anti 0.446 0.387 0.614 0.553 0.604 0.372 0.496 0.886
3O 0.500 0.462 0.652 0.597 0.641 0.420 0.545 0.907
3S 0.472 0.438 0.630 0.584 0.633 0.398 0.526 0.897
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the transition states obtained for 2X dienes whereas the
dienes 3X and the dienophiles are deformed to a greater
extent in the transition states of 3X. The deformation
energy data are indicative of lower and higher activation
energies obtained for the reactions of dienes 2X and 3X,


respectively. The deformation energy for acetylene is
higher than for ethylene, which may be traced to the
stronger �-bond strength of the former than the latter.
The deformation energies of dienophiles explain the
discrepancy in activation and reaction energies between


Table 7. Variation of bond order indices (�B1–�B6) and synchronicities (Sy) obtained at the B3LYP/6–31G* level for the
cycloaddition reactions of the dienes considered with acetylene


�B1 �B2 �B3 �B4 �B5 �B6 �Bave Sy


1CH2 0.296 0.381 0.365 0.293 0.375 0.310 0.337 0.934
1SiH2 0.309 0.383 0.374 0.294 0.389 0.300 0.341 0.929
1NH anti 0.389 0.466 0.434 0.356 0.453 0.406 0.417 0.952
1PH syn 0.290 0.355 0.344 0.310 0.407 0.322 0.338 0.946


anti 0.347 0.428 0.411 0.316 0.390 0.329 0.370 0.936
1O 0.384 0.452 0.441 0.344 0.425 0.366 0.402 0.936
1S 0.395 0.460 0.459 0.376 0.448 0.374 0.418 0.947
2CH2 0.255 0.334 0.265 0.185 0.292 0.269 0.267 0.929
2SiH2 0.279 0.323 0.298 0.192 0.300 0.247 0.273 0.921
2NH anti 0.355 0.414 0.347 0.249 0.368 0.349 0.347 0.943
2PH syn 0.221 0.246 0.205 0.197 0.323 0.282 0.246 0.908


anti 0.333 0.379 0.339 0.223 0.316 0.288 0.313 0.926
2O 0.358 0.395 0.355 0.239 0.334 0.307 0.331 0.929
2S 0.407 0.446 0.399 0.272 0.368 0.332 0.371 0.925
3CH2 0.367 0.276 0.574 0.533 0.531 0.531 0.272 0.830
3SiH2 0.373 0.268 0.532 0.483 0.511 0.511 0.280 0.852
3NH syn 0.328 0.240 0.536 0.569 0.573 0.573 0.309 0.812


anti 0.467 0.381 0.661 0.630 0.619 0.619 0.352 0.863
3PH syn 0.359 0.270 0.549 0.525 0.534 0.534 0.270 0.831


anti 0.390 0.299 0.591 0.536 0.526 0.526 0.274 0.842
3O 0.447 0.388 0.629 0.585 0.586 0.586 0.340 0.874
3S 0.426 0.367 0.624 0.584 0.584 0.577 0.314 0.859


Table 8. Deformation energies of dienes and dienophiles, total deformation energies, interaction energies and activation
energies (�Ez) for the reactions of dienes 1X, 2X and 3X with ethylene and acetylene as dienophilesa


Deformation energy


Diene Dienophile Total Interaction energy �E
z


1CH2 15.5 (14.5) 7.1 (9.6) 22.6 (24.1) �4.0 (�4.4) 18.6 (19.7)
1SiH2 14.6 (11.8) 9.2 (10.2) 23.8 (22.0) �4.6 (�3.9) 19.2 (18.1)
1NH anti 21.4 (20.3) 11.8 (15.2) 33.2 (35.5) �7.3 (�9.3) 25.9 (26.2)
1PH syn 20.1 (18.0) 8.7 (10.6) 28.8 (28.6) � 5.5 (�4.5) 23.3 (24.1)


anti 16.7 (15.9) 8.4 (10.9) 25.1 (26.8) �1.3 (�2.3) 23.8 (24.5)
1O 18.4 (18.1) 9.1 (12.4) 27.5 (30.5) �6.1 (�6.7) 21.4 (23.8)
1S 23.8 (24.0) 10.6 (13.6) 34.4 (37.6) �2.5 (�3.3) 31.9 (34.3)
2CH2 8.1 (7.5) 3.4 (5.5) 11.5 (13.0) �3.2 (�3.0) 8.3 (10.0)
2SiH2 8.3 (7.3) 4.2 (5.6) 12.5 (12.9) �3.7 (�3.3) 8.8 (9.6)
2NH anti 14.2 (12.1) 7.4 (10.9) 21.6 (23.0) �6.2 (�6.8) 15.4 (16.2)
2PH syn 15.7 (14.8) 4.3 (6.0) 20.0 (20.8) �4.0 (�3.3) 16.0 (17.5)


anti 10.3 (9.8) 4.5 (6.9) 14.8 (16.7) �1.8 (�1.8) 13.0 (14.9)
2O 10.6 (10.2) 4.9 (7.9) 15.5 (18.1) �4.8 (�4.7) 10.7 (13.4)
2S 15.7 (15.5) 6.3 (9.3) 22.0 (24.8) �2.5 (�2.7) 19.5 (22.1)
3CH2 22.9 (20.6) 13.3 (15.4) 36.2 (36.0) �3.6 (�3.8) 32.6 (32.2)
3SiH2 20.3 (16.1) 15.6 (15.9) 35.9 (32.0) �2.5 (�1.4) 33.4 (30.6)
3NH syn 37.9 (37.0) 14.0 (16.9) 51.9 (53.9) �3.5 (�3.8) 48.4 (50.1)


anti 31.9 (29.7) 18.9 (22.5) 50.8 (52.2) �8.2 (�11.1) 42.6 (41.1)
3PH syn 24.5 (21.0) 14.8 (15.9) 39.3 (36.9) �4.1 (�2.8) 35.2 (34.1)


anti 23.8 (22.0) 14.0 (16.0) 37.8 (38.0) �0.6 (�0.8) 37.2 (37.2)
3O 28.1 (26.7) 15.6 (18.6) 43.7 (45.3) �6.6 (�7.5) 37.1 (37.8)
3S 30.1 (29.3) 15.6 (18.4) 45.7 (47.7) �1.5 (�2.2) 44.2 (45.5)


a All values are in kcal mol�1. The values in parentheses in bold are for acetylene as dienophile.
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ethylene and acetylene reactions. CH2 and SiH2 substi-
tuted dienes have lower deformation energies than other
dienes in all the three classes. The total deformation
energies obtained for NH and S substituted dienes are
comparable, and the interaction energy values are more
negative for the NH substituted dienes in all three classes
irrespective of the dienophile considered. In general, the
diene that requires a high activation energy deformed to a
larger extent and vice versa.


CONCLUSIONS


We have reported B3LYP/6–31G* calculations on the
cycloaddition reactions of cyclobutano[b]-, cyclobute-
no[b]- and benzo[b]-fused five-membered ring dienes
with ethylene and acetylene as dienophiles. The com-
puted activation and reaction energies were compared
with the previously reported results on the cycloaddition
reactions of [c]-annelated five-membered rings with the
dienophiles considered.8,9 The activation and reaction
energies reveal that the reactant stability seems to deter-
mine the reactivity of [b]-fused five-membered ring
dienes. However, the product stability determines the
barrier heights of the cycloaddition reactions in the [c]-
annelated dienes. The 3X type of dienes were found to be
less reactive since the aromatic stability of the diene is
lost on going to the transition state and then to the
product. The present study concludes that Diels–Alder
reactions of 3X are difficult under normal conditions
owing to positive free energies of reactions, whereas
the retro-Diels–Alder reactions will be more feasible.
The computations indicate that the reactions of dienes 2X
type require lower activation energies and are highly
exothermic with both dienophiles because the antiaromi-
city induced by cyclobuteno annelation is lost in the
product.


A comparison between the two dienophiles considered
reveals that the activation energies for the acetylene
reactions are slightly higher than those for the ethylene
reactions, which is similar also in the [c]-annelated
cyclic five-membered dienes.8,9 The relative stability of
[b]- and [c]-annelated reactants also depends on the
extension of the aromatic stabilization or lack of it
upon annelation. The reactions of dienes with acetylene
are more exothermic than those with ethylene as dieno-
phile. The deformation energies are lower and higher for
2X and 3X type of dienes, respectively, which is in
consistent with the activation energies. All three classes
of dienes follow [4þ 2] cycloaddition reactions with
both dienophiles. The transition states obtained for
most of the reactions of dienes of 2X and 3X types are
more asynchronous than those obtained for 1X. A good
linear correlation between activation and reaction en-
ergies is obtained for the reactions considered. The
present study suggests that once the reactants of 2X are
available, the Diels–Alder reactions with dienophiles


will readily proceed to give the products. However,
the retro-Diels–Alder reactions of the products of 3X
are predicted to be more viable compared with the
Diels-Alder reactions. Hence experimental attempts in
this direction may be worthwhile.


Supplementary material


Figures and Tables giving the principal geometric para-
meters of all the dienes, transition states and products
obtained at the B3LYP/6–31G* level and their optimized
Cartesian coordinates and FMO energies are available at
the epoc website at http://www.wiley.com/epoc.
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epoc ABSTRACT: The hydrolysis of benzoic anhydride (Bz2O) in the presence of �-cyclodextrin (�-CD) was studied in
aqueous solution as a function of pH, temperature and ionic strength, at 25 �C. The experimental rate constant versus
pH profiles show that, in the region of spontaneous water reaction (pH 3.0–6.5), �-CD inhibits the reaction and the
isotope effect (kH2O=kD2O ¼ 4:7) indicates that the rate determining step of the reaction corresponds to the water-
catalyzed nucleophilic attack of water on the carbonyl group of Bz2O. Conversely, whereas inhibition is observed at
pH 6.0, catalysis of the hydroxide ion reaction is observed at pH 8.0 and it is found that the activation entropy is
responsible for the catalytic phenomena in the basic hydrolysis of benzoic anhydride. Copyright # 2004 John Wiley
& Sons, Ltd.
Additional material for this paper is available in Wiley Interscience


KEYWORDS: cyclodextrin; benzoic anhydride; hydrolysis; kinetics; salt effect; thermodynamic parameters; isotope effect;
1H NMR


INTRODUCTION


Cyclodextrins (CDs) have been widely used as models of
artificial enzymes for a variety of reactions1,2 and as
stabilizing agents and drug carriers.3 These typical appli-
cations require contrasting behavior, since an enzyme
model needs to show catalytic efficiency and, in the latter
case, stability requirements demand an inhibitory effect
of cyclodextrins on the reactions involving inclusates.


Among the reactions affected by native �- and �-CD,
cleavage of carboxylic esters,4–6 amides7 and phosphoric
esters8,9 in basic media have been studied the most. In
general, the mechanism involves nucleophilic attack of
the ionized secondary hydroxyl group of CD on the car-
bonyl or phosphoryl group, but in some cases it also
involves general base catalysis.10,11 Because of this parti-
cular mechanistic behavior, they have been highlighted as
models for serine proteases, owing to the nucleophilic
attack of the ionized secondary hydroxyl group, which is
similar to the first step in the deacylation of esters in
this type of enzyme.1,2


CDs show many features characteristic of enzymatic
reactions such as saturation, stereospecificity and formation


of an inclusion complex with the substrate, and a variety of
intermolecular interactions are responsible for the stability
of CD inclusion complexes in aqueous solution.12,13


As far as we know, there have been no studies on the
effect of native �-CD on the hydrolysis of anhydrides. The
present work was undertaken to study the effect of native
�-CD on the hydrolysis of benzoic anhydride (Bz2O).


RESULTS


Benzoic anhydride is hydrolyzed in moderately acidic,
neutral and basic aqueous solutions to form two molec-
ules of benzoic acid (or benzoate). Figure 1 shows the pH
dependence of the first-order rate constants for the hydro-
lysis reaction of Bz2O with and without 0.01 M�-CD.
The reaction carried out in water between pH 3.0 and
10.0 shows a pH-independent region typical of the
spontaneous water reaction between pH 3.0 and 6.5 and
a first-order dependence on hydroxide ion concentration,
which denotes specific base catalysis, between pH 6.5
and 10.0. In the presence of �-CD, there is a decrease in
the rate constant of the reaction in the region of
spontaneous reaction and an increase in the rate in the
region of the hydroxide ion-catalyzed reaction.


The effect of �-CD concentration on the observed rate
constant for the hydrolysis of Bz2O can be seen in Fig. 2.
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Whereas the hydrolysis reaction is inhibited at pH 6.0, it
is slightly catalyzed at pH 8.0.


Our results are fully consistent with Scheme 1. In the
presence of �-CD, the reaction goes through an anhy-
dride–CD complex (Bz2O ��-CD), which corresponds to
a 1:1 inclusion complex between �-CD and Bz2O.


In Scheme 1, k0 is the first-order rate constant for the
spontaneous hydrolysis and kOH is the second-order rate
constant for the hydroxide ion-catalyzed hydrolysis of
Bz2O in the aqueous phase. The rate constants k0


CD and
kOH


CD correspond to the reaction of water and HO� with the
fraction of Bz2O incorporated into the CD cavity. The
dissociation constant (Kdiss) between Bz2O and �-CD is
given by k�1/k1. At any given pH value, the observed rate
constant corresponds to contributions from the reaction
in water (kun) and in �-CD (kc).


The reaction in the aqueous phase, in the absence of
�-CD, is given by


kun ¼ kw
0 þ kw


OH½OH�� ð1Þ


and the rate constant kc for the reaction of Bz2O, fully
incorporated into �-CD, is given by


kc ¼ kCD
0 þ kCD


OH½OH�� ð2Þ


It follows that, under conditions where the substrate dis-
tributes rapidly between the free and complexed forms,
the hydrolysis of Bz2O according to Scheme 1 is describ-
ed by means of


kobs ¼ kun�
w
Bz2O þ kc�


��CD
Bz2O ð3Þ


Expressing the mole fractions of substrate in water and
in �-CD in terms of Kdiss and the corresponding mass
balance equations, it is possible to derive the equation


kobs ¼ kun þ ðkc � kunÞ
½CD�


Kdiss þ ½CD� ð4Þ


which can be used in the Lineweaver–Burk form14 to
calculate the dissociation constant between Bz2O and
�-CD (Table 1).


Thus, using the data in Figs 1 and 2 and Eqns (1)–(4),
we can calculate the individual rate and equilibrium con-
stants. At pH 6.0, in the absence and presence of �-CD,
we can clearly see that the spontaneous water reaction is
the only reaction in solution; therefore, kun¼ k0


w in the
absence of �-CD and kc¼ k0


CD in the presence of high
�-CD concentration. Thus, Eqn. (4) and the data in Fig. 2


Figure 1. pH dependence of the logarithm of the first-order
rate constant for the hydrolysis reaction of Bz2O in water (�)
and in the presence of 0.01M �-CD (&) at 25 �C and ionic
strength 0.5 (NaCl). The lines represent theoretical agree-
ment with Eqn. (4) and the parameters are shown in Table 1


Figure 2. Effect of �-CD on the hydrolysis rate of Bz2O at
pH 6.0 (�) and 8.0 (&) at 25 �C and ionic strength 0.5 (NaCl).
The lines were calculated using Eqn. (4) and the parameters
are shown in Table 1


Scheme 1


Table 1. Calculated parameters for Bz2O hydrolysis in the
absence and presence of �-CD at 25 �C and ionic strength
0.5 (NaCl)


Rate constant Value


k0
w (s�1) (3.4� 0.2)� 10�4


kOH
w (M


�1 s�1) 515� 30
k0


CD (s�1) (8.2� 0.5 )� 10�5


kOH
CD (M


�1 s�1) 2530� 68
Kdiss (M) (2.0� 0.4)� 10�3
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permit the calculation of Kdiss and k0
CD (values are given


in Table 1).
Using the experimental data at pH 8.0 (Fig. 2) and


Eqns (2) and (4), it was possible to calculate values of
Kdiss¼ (2.0� 0.4)� 10�3


M and kc¼ (2.53� 0.68)�
10�3 s�1 and thus the value of kOH


CD in Table 1. The value
of kOH


w , which was calculated from the slope of a plot of
kobs versus the hydroxide ion concentration, is also given
in Table 1.


When the hydrolysis reaction of Bz2O in the absence
of �-CD was carried out in dioxane–water mixtures, it
was observed that the rate constant decreased as the
concentration of dioxane increased. The observed rate
constants for the reaction at pH 6.0 in dioxane–water
mixtures with 10 and 20% (v/v) organic solvent content
were 1.9� 10�4 and 7.6� 10�5 s�1, respectively.


All models in this work are consistent with a 1:1 sto-
ichiometry between �-CD and Bz2O. In order to confirm
the stoichiometry and the formation of the inclusion com-
plex, the chemical shifts of H-3, H-5, and H-6 of �-CD
and H-ortho, -meta and -para of Bz2O were measured by
1H NMR spectroscopy (300 MHz). Upon inclusion com-
plex formation, the chemical shift is the average of
that for free (CD) and complexed (CDS) cyclodextrin
(or substrate):


�obs ¼ �CD�CD þ �CDS�CDS ð5Þ


Equation (5) can be used to derive Eqn. (6), where ��obs


represents the difference �obs–�CD and ��m the difference
�CDS–�CD:


��obs ¼
½CDS�
½CD�0


��m ð6Þ


A Job plot was used to obtain the stoichiometry of the
inclusion complex between �-CD and Bz2O. We varied
the amount of guest and CD, maintaining constant the
total amount of CD plus guest ([CD]0þ [S]0¼ 8 mM).
Figure 3 shows the results for H-5 of �-CD and Hmeta of
the Bz2O; for all hydrogens analyzed, there was a maxi-
mum at 0.5 in the Job plot, indicating a 1:1 stoichiometry
for the inclusion complex. The Kass value calculated from
1H NMR data in 1:1 D2O:MeOD was 317� 17 M


�1 and


as shown in Fig. 4 suggest that Bz2O is deeply embedded
in the CD cavity.


The effect of the ionic strength was studied by the addi-
tion of different NaCl concentrations and the results are
shown in Fig. 5. Surprisingly, the increase in the ionic
strength decreased the rate constants for Bz2O hydrolysis
with and without �-CD at pH 6.0, but increased the rate
constants in both cases at pH 8.0. The values of the activ-
ation parameters �Hz and �Sz for Bz2O hydrolysis in the
presence and absence of �-CD at pH 6.0 and 8.0 were
calculated following standard procedures15 and are given
in Table 2. The results show that the values of �Hz and
�Sz, at pH 6.0 and 8.0, are greater in the presence of
�-CD than in aqueous solution.


The solvent isotope effect (kH2O=kD2O) on Bz2O hydro-
lysis in the presence of �-CD at pH 6.0 and 8.0 gave
values of 4.7 and 3.7, respectively. These values are simi-
lar to those determined by Butler and Gold16 for the
hydrolysis of Bz2O in the absence �-CD.


DISCUSSION


It is known that, in the case of enzyme catalysis the for-
mation of a complex between substrate and catalyst
brings the substrate into close contact with the active
site of the enzyme and reactions can be favored owing to


Figure 3. Job plot for 1H NMR shifts of H-5 of �-CD (&) and
Hmeta of Bz2O (*) at 300MHz in D2O–MeOD (1:1)


Figure 4. 1H NMR shifts of H-3, H-5, and H-6 of �-CD and Hortho, Hmeta and Hpara of Bz2O [300MHz; �-CD:Bz2O¼1:1;
D2O–MeOD (1:1)]
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stereochemical effects.17 This has also been suggested in
the case of catalysis by CDs and either general base or
nucleophilic catalysis has been reported.18 Earlier studies
showed that CDs caused either acceleration or inhibition
of the alkaline hydrolysis of various alkyl benzoate esters,
depending on the nature of the complexes formed. Lach
and co-workers19,20 proposed that compounds which fit
in close proximity to the hydroxyl groups of CD undergo
an acceleration effect, whereas positioning of the car-
bonyl carbon atom further away from the secondary
hydroxyl groups in CD results in a decrease in the rate
constant. However, Bender and co-workers21,22 suggest-
ed that, in many cases, the unreactivity of the complexed
esters could be attributed to an unfavorable partitioning
of the tetrahedral intermediate. Attack of the alkoxide
ion of CD on the carbonyl carbon atom of the substrate
would lead to the formation of a tetrahedral interme-
diate having both the CD alkoxide ion and the alkoxide
ion derived from the alkyl benzoate ester as potential
leaving groups. The tetrahedral intermediate would


preferentially revert to reactants as the CD alkoxide ion
is a better leaving group than the alkoxide ion derived
from the ester.


Two mechanisms have been proposed to explain the
base catalysis of anhydride hydrolysis. The first is nucleo-
philic catalysis, which involves the direct attack of the
catalyst on the carbonyl group of the anhydride, forming
an intermediate that decomposes faster than the substrate
in the presence of water. The second mechanism involves
a concerted attack on the carbonyl group of the anhydride
by a water molecule, assisted by the catalyst. In this
second case, the catalyst facilitates the reaction, accele-
rating the rate-limiting step through hydrogen bonding to
the uncharged water molecule (general base catalysis).23


In the hydrolysis of benzoic anhydride in the presence
of carboxylate-type surfactants, it has been well char-
acterized that the reaction proceeds via nucleophilic
catalysis.24


The experimental rate constant versus pH profiles in
Fig. 1 show that, in the region of spontaneous water
reaction (pH 3.0–6.5), the hydroxyl group of �-CD is not
functioning as a general base type catalyst, a result which
is fully consistent with the fact that, in aqueous solution,
Bz2O hydrolysis is not subject to efficient general base-
type catalysis. Indeed, the mechanism of the Bz2O hydro-
lysis reaction at neutral pH without �-CD shows a
considerable isotope effect,16 which indicates that the
rate-determining step of the reaction corresponds to the
water-catalyzed nucleophilic attack of water on the car-
bonyl group of Bz2O.25 The large isotope effect observed
in the presence of �-CD at pH 6.0 (kH2O=kD2O ¼ 4:7) is
also consistent with this mechanism.


The NMR results are clear, showing that incorpora-
tion of the benzoate moeity into the CD cavity affects the
chemical shifts of H-3, H-5, and H-6 of �-CD similarly.
The shifts observed for Bz2O follow the order Hortho>
Hmeta>Hpara, indicating as expected that Hpara is located
deeper into the cavity and Hortho is in a more aqueous
environment. The positioning of one of the carbonyl
groups close to the upper ring of the CD cavity is strongly
suggestive of a decrease in the microscopic polarity of the
reaction site, a situation that is unfavorable in the light
of the observed effect of added dioxane, where addition
of 10 and 20% (v/v) of dioxane resulted in inhibition of
the spontaneous reaction by 44 and 76%, respectively.
Hence it could well be that the observed inhibition of the
spontaneous reaction is mostly due to a decrease in micro-
scopic polarity, a result which is consistent with previous
observations in micellar solutions.26 All the evidence
indicates that the reaction mechanism in the presence of
�-CD can, between pH 3 and pH 6, be considered to be
similar to that postulated by Engbersen and Engberts,25


that is, a classical ‘water reaction’ that involves a water-
catalyzed nucleophilic attack of water on the carbonyl
group of Bz2O. This implies the contribution of at least
two (or more) water molecules in the ground state and
several water molecules in the transition state. Indeed, the


Figure 5. Effect of the concentration of NaCl in the absence
(squares) and presence (circles) of �-CD at pH 6.0 (solid
symbols) and 8.0 (open symbols) on the rate of Bz2O
hydrolysis at 25 �C. kobs


n and kobs
i are the observed constants


in the absence and presence of NaCl


Table 2. Calculated thermodynamic parameters for the
hydrolysis of Bz2O in the absence and presence of 0.01M


�-CD, ionic strength 0.5 (NaCl)


pH 6.0 pH 8.0
Thermodynamic
parameter Bz2O Bz2O ��-CD Bz2O Bz2O ��-CD


�H
z


12.2� 0.7 16.6� 0.4 15.6� 0.4 17.2� 0.3
(kcal mol�1)
�S


z
(e.u.) �33.5� 2.2 �21.4� 1.4 �20.2� 1.5 �13.2� 1.1


��H
z


4.4 1.6
(kcal mol�1)
��S


z
(e.u.) 12.1 7.0
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strongly negative �Sz value (�33.5 e.u.) for the hydro-
lysis in pure water in the absence of �-CD indicates that
the transition state is highly hydrated relative to the
ground state. This value is considerably more negative
than that observed in the presence of the CD catalyst
(�21.4 e.u.). Thus, the reaction slows owing to the
increase in �Hz by 4.4 kcal mol�1 (1 kcal¼ 4.184 kJ),
which more than compensates the increase in activation
entropy. It is important to consider that, in the �-CD
cavity, there are considerable water-structure effects,
which will appear strongly in the more hydrated structure
of the transition state. Hence the loss of hydration of the
transition state, relative to the ground state, is most prob-
ably promoted by a solvent organization effect in the CD
cavity, which in turn produces a less negative activation
entropy (Table 2).


The increase in ionic strength at pH 6.0, in the absence
of �-CD, caused a small decrease in the rate constant for
the hydrolysis reaction, which could be attributed to un-
specific effects and changes in the structure of the sol-
vent. In the presence of �-CD, the ionic strength effect at
pH 6.0 is more pronounced, but the observed effect is
complex since it could be the result of the sum of solvent-
structure effects and an important salting-out effect
favoring the equilibrium towards the inclusion complex
(Fig. 5).


In order to understand the mechanism of Bz2O hydro-
lysis in the region where the hydroxide ion reaction
predominates in aqueous solutions, we examined the re-
action in the presence of �-CD at pH 8.0, where a cata-
lytic effect is observed (Figs 1 and 2). In this respect, the
Bz2O hydrolysis reaction is similar to the hydrolysis of
trifluoroacetate and acetate esters, which show inhibition
of the reaction at pH 6 and catalysis at pH 9. The authors
suggested that this fact is related to, and depends on, the
binding strength between the substrate and the CD rela-
tive to the transition state. When the binding of the sub-
strate was stronger than that of the transition state,
inhibition was observed.27,28 Clearly, this is not the case
in the hydrolysis of Bz2O. In fact, we have two different
reactions under the selected pH conditions. Whereas
inhibition of the water reaction is observed at pH 6.0,
catalysis of the hydroxide ion reaction is observed at pH
8.0. Since the reactions are completely different, we con-
tend that the reasons for the observed catalysis and/or
inhibition are mechanistic in nature.


The cleavage of esters has been studied extensively
and, in general, the hydrolysis of aryl esters follows a
mechanism of acyl transfer to an ionized secondary hydr-
oxyl group of the CD.1,2,4–6 In the reaction of benzoic
anhydride, the ionized secondary hydroxyl group of �-CD
could be reacting as a mechanistic general base-type cata-
lyst or through nucleophilic catalysis. Nucleophilic cata-
lysis can be ruled out because the final absorbance is
consistent with the formation of 2 mol of benzoate. The
benzoylated CD shows a slower rate of hydrolysis and a
much higher molar absorptivity compared with the


benzoate ion. Hence it is possible that the reaction
proceeds via general base catalysis promoted by the
ionized secondary hydroxyl group of �-CD (the pKa of
this OH group is �12). Alternatively, the attack of the
hydroxide ion on the substrate encapsulated in the CD
could be a competitive route and this particular pathway
has been confirmed by Breslow et al.29 The value of the
solvent isotope effect of 3.7 is fully consistent with the
proposed mechanism since the final approximation of the
hydroxide ion to the reacting carbonyl carbon will be
assisted by at least two water molecules. Hence the
observed isotope effect is consistent with the participa-
tion of several water molecules, which stabilize the
transition state of the reaction through hydrogen bonding;
various models which account for this participation have
been proposed.30,31 The contribution of several water
molecules in the ground state and in the transition state
is consistent with the negative �Sz value (�20.2 e.u.) for
the hydrolysis in pure water in the absence of �-CD,
which again indicates higher hydration of the transition
state relative to the ground state. In the presence of the
CD catalyst, the activation entropy is �13.2 e.u.; there-
fore, the catalytic effect is the result of a large increase in
activation entropy, which compensates the increase in
�Hz of 1.6 kcal mol�1. As discussed above, the water-
structure effects in the �-CD cavity appear strongly in the
transition state. It is interesting that in the water reaction,
the activation enthalpy dominates the overall effect,
whereas in the region of pH 8.0, it is the activation
entropy that is responsible for the catalytic phenomenon
(Table 2).


In conclusion, it is important to emphasize that the
observed effects of �-CD on the hydrolysis of Bz2O, i.e.
inhibition of the water reaction and catalysis in the basic
region, are related to the fact that different mechanisms
are operative in these regions. At pH 6.0 an increase in
activation enthalpy is responsible for the observed inhi-
bition of the water reaction, whereas at pH 8.0 the activa-
tion entropy is responsible for the observed catalysis of
the basic hydrolysis of benzoic anhydride.


EXPERIMENTAL


Materials. Bz2O was prepared and purified as indicated
in the literature.32 The �-CD (Lot C6003-1, MW 1135)
was obtained from Cerestar (USA) with >99% purity and
was dehydrated under vacuum at 100 �C for 3 h before use.
All other reagents and solvents were of analytical grade
and freshly prepared distilled water was used throughout.


Kinetic procedure. The kinetic determinations were car-
ried out in aqueous solution and the temperature and
ionic strength used were varied. Rates of hydrolysis of
benzoic anhydride were followed spectrophotometrically
by monitoring the disappearance of Bz2O at 245 nm by
using a Hitachi U-2000 UV–visible spectrophotometer
fitted with a thermostated water-jacketed cell holder.


374 T. A. S. BRANDÃO ET AL.
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Reaction was initiated by injection of 10ml of �10 mM


stock solutions of Bz2O in dioxane (stored in a freezer)
into 3 ml of aqueous solutions equilibrated at 25.0 �C (the
initial concentration of Bz2O was 3.33� 10�5


M and the
solutions contained 0.33% dioxane). Absorbance versus
time data were stored directly on a microcomputer using
a Microquimica 12-bit A/D interface board. First-order
rate constants, kobs, were estimated from linear plots of
ln(A1�At) against time for at least 90% reaction using
an iterative least-squares program; correlation coeffi-
cients, �, were>0.999 for all kinetic runs and, between
replicates, the standard deviation for the first-order rate
constants was always <2%. The pH during the reaction
was maintained with the following buffers (0.01 M in all
cases): HCOOH (pH 3–4.5); CH3COOH (pH 4–5.5);
NaH2PO4 (pH 5.5–7.8); H3BO3 (pH 8–9.5); NaHCO3


(pH 9.5–11). The solutions were prepared immediately
before use, except in the study of the solvent isotope ef-
fect, where the solutions were left to stand for 15 h at
room temperature in order to allow the H/D balances to
be reached. The value of pD was corrected considering
that pD¼ pHþ 0.4,33 and the pH measurements were
carried out with a Micronal Model B 374 digital pH-
meter, previously calibrated with standard solutions of
pH 4.00, 7.00 and 10.00 (Carlo Erba).


The values of the activation enthalpy and entropy were
calculated from the experimental results (Supplementary
Material, Tables S1 and S2) in the temperature range
20–40 �C using the equation15


ln
k


T


� �
¼ ln


kB


�h


� �
þ�Sz


R


� �
��Hz


R


1


T


� �
ð7Þ


1H NMR procedure. 1H NMR spectra were recorded with
a Bruker AC spectrometer at 300 MHz, using H2O as an
internal reference. The Bz2O to �-CD ratio was conti-
nually varied, maintaining the total concentration at 8 mM


in a 1:1 D2O–MeOD mixture.
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ABSTRACT: Three linear and three cyclic analogs of cyclolinopeptide A, with phenylalanine residues in position 8 and/
or 9 replaced by N-benzylglycine, were synthesized using the SPPS method and cyclization with TBTU reagent. The
peptides were examined for their immunosuppressive activity in a lymphocyte proliferation test. In order to test the
importance of the edge-to-face interactions between Phe8–Phe9 aromatic rings, molecular modeling studies were carried
out. The results support its importance of the edge-to-face interactions for the biological activity of these compounds and
indicate that the distance between the two rings also plays an essential role. Copyright # 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


A serious problem in transplantology, a dynamically
expanding brunch of contemporary medicine, is the
survival of the transplanted organ. A wider use of two
existing and effective immunosuppressants, cyclosporin
A (CsA, Sandimmun)1 and FK-506,2 as a potent drugs for
the prevention of graft rejection is limited by their side-
effects. The search for new immunosuppressants, exhi-
biting the similar mechanism of action but devoid of
toxicity, especially in the group of naturally existing
immunomodulatory peptides and their analogs, is there-
fore an important challenge for medicinal chemists.


Cyclolinopeptide A (CLA) is a highly hydrophobic,
cyclic nonapeptide of the sequence cyclo(Leu1–Ile2–Ile3–
Leu4–Val5–Pro6–Pro7–Phe8–Phe9) isolated from linseed
oil by Kaufmann and Tobschirbel.3 A peculiarity of CLA
structure is the presence of cis-configurated peptide bond
between Pro6–Pro7 residues and the existence of an edge-
to-face interaction between Phe8–Phe9 aromatic resi-
dues.4–7 Recently, a cyclosporin-like immunosuppressive
activity has been attributed to CLA and antamanide
(ANT).8–11 In particular, CLA was found to possess an
immunosuppressive activity range comparable to that
of CsA, with the mechanism that depends on the


inhibition of the interleukin-1 and interleukin-2 action.
This biological activity was assessed by the in vitro
plaque-forming cell test (PFC) and the in vivo delayed-
type hypersensitivity test (DTH).


The results of our recent work12 on CLA analogs
modified in positions 6–7 by a 1,5-disubstituted tetrazole
ring, a good cis-petide bond mimetic, and comparison
with data reported in literature makes it possible to
conclude that the Pro6–Pro7–Phe8–Phe9 segment and
the preservation of the CLA backbone conformation
seem to be important for immunosuppressive activity.
For further evaluation of the significance of this particular
unit for the CLA biological activity, we have synthesized
three linear and three cyclic analogs in which phenylala-
nine residue in position 8 and/or 9 has been replaced by
N-benzylglycine (N-BzlGly):


Leu--Val--Pro--Pro--N--BzlGly--Phe--Leu--Ile--Ile 1


Leu--Val--Pro--Pro--Phe--N--BzlGly--Leu--Ile--Ile 2


Leu--Val--Pro--Pro--N--BzlGly--N--BzlGly--Leu--Ile--Ile 3


cycloð--Leu--Val--Pro--Pro--N--BzlGly--Phe--Leu--Ile--Ile--Þ 4


cycloð--Leu--Val--Pro--Pro--Phe--N--BzlGly--Leu--Ile--Ile--Þ 5


cycloð--Leu--Val--Pro--Pro--N--BzlGly--N--BzlGly--Leu--Ile--Ile--Þ
6


The effects exerted by cyclic peptides, examined
for their immunosuppressive activity in a lymphocyte
proliferation test (LPT), were compared with those pro-
duced by their linear precursors and by CsA. In order to
test the importance of the edge-to-face interaction be-
tween Phe8–Phe9 aromatics molecular modeling studies
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were carried out aimed at correlating the relative posi-
tions of these two rings and the biological activity of the
corresponding cyclopeptides.


EXPERIMENTAL


All solvents were purified by conventional methods.
Evaporations were carried out under reduced pressure.
HPLC for all compounds was performed on an LDC/
Milton-Roy Analytical instrument using a Vydac C18


column (25� 0.46 cm i.d.), flow-rate 1.0 ml min�1, de-
tection at 220 nm and gradient elution with solvents (A)
0.05% trifluoroacetic acid in water and (B) 0.038%
trifluoroacetic acid in acetonitrile–H2O (90:10) N�-
tert-Butoxycarbonyl (Boc)-protected amino acids were
obtained from ChemImpex International. Coupling re-
agents (TBTU and HOBt) were obtained from Richelieu
Biotechnologies and Fluka, respectively. CsA was
purchased in Sigma-Aldrich and used as a dimethyl
sulfoxide (DMSO) solution. The preparation of Boc-N-
BzlGly-OH (9), N-BzlGly-OBzl�Tos-OH (10) and the
dipeptide Boc-N-BzlGly-N-BzlGly-OH (12) has been
described elsewhere.13


Solid-phase peptide synthesis


Boc-Ile attached to chloromethylated Merrifield resin
was prepared through esterification reaction performed
in DMF in the presence of dry KF (6 equiv.) at 50 �C for
72 h. The Boc-Ile-polymer after washing (5�DMF, 5�
water, 5�MeOH, 5�DCM, 5�MeOH) was dried un-
der reduced pressure over KOH and P2O5 and a substitu-
tion level of 0.432 mmol g�1 was determined by weight
gain measurements. The linear peptides were synthesized
by the standard SPPS methodology starting from 0.834 g
(0.4 mmol) of Boc-Ile-resin. The standard single TBTU/
HOBt protocol was used for all single amino acid
derivatives and was repeated whenever the Kaiser test
was found positive. In all cases, where the Kaiser test was
slightly positive after second coupling, remaining free
amino groups were acetylated with the aid of acetic
anhydride in DCM. The peptide resin was cleaved with
anhydrous HF in the presence of anisole (�10%) at 0 �C
for 60 min. After HF removal under reduced pressure, the
resin was washed several times with diethyl ether and
then extracted with aqueous acetonitrile. Lyophilization
of the extracts yielded crude linear peptides: (N-
BzlGly8)LA, 381 mg (0.376 mmol, 94% yield, 85.7%
purity by HPLC); (N-BzlGly9)LA, 386 mg (0.385 mM,
96.2% yield, 89.9% purity by HPLC); and (N-
BzlGly8,9)LA, 390 mg (0.368 mmol, 92% yield,
84.97% purity by HPLC).


Purification of the crude linear precursors was achieved
by preparative HPLC (LCD Analytical) on a reversed-
phase column [Vydac C18, 250� 25 mm i.d., 10mm
column, �¼ 214 nm, flow-rate 16 ml min�1 with a linear


gradient from 45 to 80% B in A (B, 0.038% TFA in 82%
acetonitryle–water; A, 0.05% TFA in water) in 40 min].
ESI-mass spectra confirmed the expected structure of
main products in crude (N-BzlGly8)LA, (N-BzlGly9)LA
and (N-BzlGly8,9)LA. Linear precursors were cyclized
by means of TBTU in the presence of HOBt and DIPEA
in DCM. Crude cyclic peptides were purified in the same
way as their linear precursors.


The homogeneity of the purified peptides were
checked by analytical HPLC [Vydac C18, 250� 4.6 mm
i.d., 5 mm column, �¼ 214 nm, flow-rate 1 ml min�1 with
a linear gradient from 50 to 95% B in A (B, 0.038% TFA
in 82% acetonitrile–water; A, 0.05% TFA in water) in
25 min] for cyclic and linear peptides on an LDC/Milton-
Roy Analytical instrument. The structures of the pure
peptides were confirmed by ESI-msss spectra, which
were recorded with an Esquire 3000 apparatus (Bruker,
Karlsruhe, Germany), equipped with an ESI ionization
source with an ion-trap detector.


Biological tests


The immunosuppressive activity of the linear and cyclic
analogs of CLA was investigated by the lymphocyte
proliferation test (LPT) and compared with the im-
munosuppressive effect of CsA as a reference immuno-
suppressant.


Assessment of cell viability. Peripheral blood mono-
nuclear cells (PBMC) were cultured in presence of serial
dilutions of drugs for 24, 48 and 72 h. After incubation,
the cells were mixed with 0.2% trypan blue and examined
on microscopic slides. Blue cells were considered to be
dead and percentage viability was referred to 200 exam-
ined cells.


Assessment of immunosuppressive activity. LPT
was performed according to the following methodol-
ogy.14 Lymphocytes (PBMC) were isolated from
heparinized blood of healthy volunteers by gradient
centrifugation on Ficoll–Hypaque (Pharmacia).15 After
three washes in culture medium (RPMI-1640), PBMC
were resuspended to a final concentration
2� 106 cells ml�1 in RPMI-1640 supplement with 10%
fetal calf serum, 100 U ml�1 penicillin and 100mg ml�1


streptomycin (all reagents from GIBCO, Germany).
PBMC were cultured in four replicates at 200ml per
well in 96-well microtiter plates using different concen-
trations of the examined analogs of CsA and CLA. Cells
were stimulated with phytohemagglutinine (PHA) at a
final concentration of 10mg ml�1. Plates were incubated at
37 �C in a 5% CO2 humidified atmosphere. After 48 h of
incubation, 1mCi per well of radiolabeled [methyl-3H]thy-
midine (Lacomed, Czech Republic) was added; 24 h later,
cultures were harvested on to glass filters and thymidine
incorporation into DNA was measured using liquid scintil-
lation counter (LKB) and expressed as counts per minute
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(CPM). The suppressive effect of the studied compounds
were expressed as percentage of PHA-stimulated CPM
values (without drugs).


Theoretical calculations


The structure of the reference compound, CLA, was
optimized at the molecular mechanics levels Amber,16


OPLS17 and CHARMM2218 as implemented in Hy-
perchem 7.0,19 and MMFF9420 and SYBYL21 as imple-
mented in Titan.22 Full conformational searches were
performed using the Monte Carlo approach and OPLS
and MMFF94 force fields. The conformational space of
14 400 structures was studied using the MMFF94 force
field. The eight most stable conformations within a
10 kcal mol�1 range (1 kcal¼ 4.184 kJ) were identified.
A conformational search using OPLS was performed
over all torsion angles of the macrocycle using a 30�


increment. The ten most stable conformations were
identified within a 10 kcal mol�1 range.


For comparison, the structure of CLA was optimized
using PM3,23 PM524 and PM625 semi-empirical parameter-
izationsas implemented in MOPAC2002.26 Additionally,
for the optimization using the PM5 method, the continuum
solvent model COSMO27 was used. The geometries of 4–6
were optimized using the OPLS force field. In all cases the
convergence criterion was set at 0.01 kcal mol�1 Å�1.


RESULTS AND DISCUSSION


Syntheses


The preparation of N-benzylglycine was based on the
previously reported strategy of reductive alkylation.28,29


First, glycine was converted into its N-benzyl analog 8
using benzaldehyde and sodium borohydride as a redu-
cing reagent (Fig. 1). The N-benzylglycine 8 was ob-
tained in moderate yield (37%) and was accompanied by
a significant amount of N,N-dibenzylglycine as a bypro-
duct. To protect the amino function of 8, the Boc group
was introduced using di-tert-butyl pyrocarbonate as a
reagent under the standard reaction conditions.30 The
synthesis of the N-benzylglycine benzyl ester p-tolueno-
sulfonates 10 was achieved using an esterification proce-
dure catalyzed by p-toluenesulfonic acid.31


Compound 9 was coupled to 10 giving the fully
protected dipeptide Boc-N-BzlGly-N-BzlGly-OBzl (11)
using TBTU [O-(benzotriazol-1-yl)-N,N,N0,N0-tetra-
methyluronium tetrafluoroborate] in the presence of
HOAt (1-hydroxy-7-azabenzotriazole) as a condensing
reagent.32 The observed low yield of the desired dipep-
tide 11 was probably due to the high steric hindrance of
both amino and carboxyl components. Removal of the
benzyl ester group from 11 by catalytic hydrogenolysis in
methanol over 10% Pd on charcoal yielded the dipeptide
12 with an unprotected carboxylic group.


The synthesis of the desired peptides 4, 5 and 6 was
achieved according to the synthetic scheme shown in
Fig. 2 on a polymeric support (Merrifield type resin)
using TBTU as the coupling reagent. In the case of the
peptide 6, the dipeptide Boc-N-BzlGly-N-BzlGly-OH
was used to avoid possible difficulties in this particular
coupling step. After being cleaved from the resin, the
crude linear precursors 1, 2 and 3 were cyclized by means
of TBTU in the presence of HOAt and DIPEA (N,N-
diispropylethylamine) in dichloromethane (DCM) at a
much lower concentration than described for peptide
cyclization reactions. Crude cyclic peptides 4, 5 and 6
and their linear precursors 1, 2 and 3 were purified by
HPLC and characterized by MS and chromatographic
techniques (Table 1).


Biological studies


To evaluate the immunosuppressive activity of the synthe-
sized compounds, the lymphocyte proliferation test (LPT)
was employed, which is a standard method of assessment
of the effect of drugs on immunological processes.33 In
contrast to earlier studies using animal models, human
cell system (lymphocytes from healthy human volunteers)
was used for the assessment of the immunosuppressive
activity. To exclude the toxic effects of the synthesized
compounds, as a prerequisite for LPT, the effect of the
synthesized compounds on the viability of lymphocytes
was assessed. Only the concentrations of compounds that
secured at least 90% cell viability, found by the dye
exclusion method, were considered as potentially useful
for the immunosuppressive activity testing (Table 2).


Figure 1. Synthesis of N-benzylglycine and derivatives
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The linear compounds (1, 2 and 3) did not affect cell
viability over the range of concentrations from 0.2 to
25mg ml�1. Cyclic compounds (4, 5 and 6), on the other
hand, demonstrated toxic activity at concentrations above
2 mg ml�1.


The reference drug CsA and the native CLA demon-
strated a dose-dependent inhibition of PHA-stimulated
proliferation of lymphocytes: 42, 50, 87 and 98% for CsA
and 34, 41, 93 and 98% for CLA when tested in
concentrations 1, 2, 10 and 20mg ml�1, respectively
(Table 3). In contrast, none of the synthesized analogs
demonstrated any significant immunosuppressive activity
over the range of non-toxic concentrations.


Figure 2. Synthetic scheme for CLA analogs containing N-BzlGly residues


Table 1. Analytical data for peptoid CLA analogs


No. Peptide Yielda (%) tbRðminÞ MWc


1 (N-BzlGly8)LA 85.7 11.15 1058.3/1058.6
2 (N-BzlGly9)LA 89.9 11.38 1058.3/1058.9
3 (N-BzlGly8,9)LA 84.97 11.87 1058.3/1058.7
4 (N-BzlGly8)CLA 22.97 23.33 1040.3/1040.6
5 (N-BzlGly9)CLA 28.48 21.56 1040.37/1040.5
6 (N-BzlGly8,9)CLA 33.61 18.81 1040.37/1040.6


a Peptide content in crude product as shown by analytical HPLC with linear
gradient from 40 to 90% B in 25 min. (A) 0.05% trifluoroacetic acid in
water and (B) 0.038% trifluoroacetic acid in acetonitrile–H2O (90:10).
b Gradient as above.
c Molecular weight calculated/found by ESI-MS measurements.
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Plate 1. Superposition of the OPLS-optimized and NMR-based structures of CLA (shown in green)


Plate 2. The best conformation of CLA obtained using the MMFF94 force field
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Assuming that all new compounds with potential
application in medicine should demonstrate immuno-
suppressive activity at least comparable to that of CsA,
we conclude that the synthesized CLA analogs are not
likely to be suitable as immunosuppressants. Our study
does not exclude, that the examined compounds could
have an immunomodulatory effect on other immunolo-
gical functions.


Computer modeling


For the model compound, CLA, the quality of several
force fields (and semi-empirical Hamiltonians for com-
parison) was tested by comparing the structure elucidated
from NMR measurements with structures optimized
using the corresponding methods. Calculations using
the SYBYL force field failed in reaching convergence.
Among other methods used, the best results were
obtained for the OPLS and MMFF94 force fields. The
results are given in Table 4.


Plate 1 shows the structure obtained using OPLS
superimposed on the reference structure of CLA gener-
ated based on the NMR results. Semi-empirical calcula-
tions using PM3 and PM5 parameterizations yielded
geometries of quality comparable to those with the best
molecular mechanics methods whereas the PM6 para-
meterization performed slightly worse. It should be


noted, however, that the PM6 method applied here is
not finalized. Our experience indicates that it yields high-
quality geometries for the corrinoid systems (to be
published elsewhere). There was no change in the quality
of the geometry when the COSMO continuum solvent
model was included with the PM5 method.


These results suggest that OPLS and MMFF94 are the
best methods (of those studied) for describing this class of
system. For both of them full conformation analysis using
the Monte Carlo method was performed. This analysis
using the MMFF94 force field yielded two conformers,
which differ in energy by 0.3 kcal mol�1. Both have
circular nine-peptide ring as illustrated in Plate 2. As
can be seen, the phenyl rings are placed nearly in the
same plane rotated outwards from each other. Also, all
hydrogen bonds across the macrocyclic ring are ne-
glected. On the basis of these results we decided to use
the OPLS force field for the comparison of geometries of
4–6. From the optimized structures we calculated the
angle between the planes of two phenyl rings that is equal
to about 90� in the reference NMR-based structure. The
results are listed in Table 5.


All three cyclic compound 4–6 show negligible
bioactivity within the range of non-toxic concentra-
tions. The angle between the phenyl rings, although
much smaller than 90� for all three compounds, shows
large variations that do not parallel the biological
activity, although it should be noted that this angle in
6 is very close to one found for CLA. The importance of
the through-space interactions between �-systems in


Table 2. Viability of human peripheral blood lymphocytes after incubation (% of lymphocyte viability)


(N-BzlGlyx)LA (N-BzlGlyx)CLA


x¼ 8 x¼ 8, 9 x¼ 9 x¼ 8 x¼ 8, 9 x¼ 9
c
(mg ml�1) 24a 48 72 24 48 72 24 48 72 24 48 72 24 48 72 24 48 72


0.2 100 99 98 100 97 99 99 97 98
1.0 100 98 96 100 97 96 99 96 95 100 96 89 100 98 63 99 97 90
2.0 99 90 82 98 96 56 96 94 84
2.5 100 98 95 99 97 94 99 96 94
5.0 100 96 88 99 95 89 99 96 89
10 99 95 87 99 96 88 99 96 88 78 68 51 87 85 45 75 68 46
20 56 46 35 76 71 39 55 45 32
25 96 92 80 96 94 86 99 94 87


a Values in italics: duration in hours.


Table 3. Effect of studied compounds on lymphocyte pro-
liferation (% inhibition of lymphocyte proliferation)


Concentration (mg ml�1)


No. Compound 1 2 10a 20a


CsA 42 50 87 98
CLA 34 41 93 98


1 (N-BzlGly8)LA 0 0 0 0
2 (N-BzlGly8,9)LA 0 0 0 0
3 (N-BzlGly9)LA 0 0 0 0
4 (N-BzlGly8)CLA 4 11 25 47
5 (N-BzlGly8,9)CLA 7 12 31 57
6 (N-BzlGly9)CLA 5 10 27 50


a Toxic concentrations.


Table 4. R.m.s. difference between CLA geometry opti-
mized using different force fields and semi-empirical
parametrizations


Method R.m.s. distance (Å)


Amber 1.004
OPLS 0.781
CHARMM22 1.64
MMFF94 0.769
PM3 0.793
PM5 0.795
PM6 0.961
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molecular recognition, and also other chemical phe-
nomena, has been recognized earlier.34 Our results,
however, clearly indicate that the edge-to-face position
is not the sole factor influencing the bioactivity of the
compounds studied. Inspection of the optimized struc-
tures of all the compounds hinted at the distance
between the two rings being an additional factor. In
Table 5, the distances between the para-carbons of the
rings are listed, illustrating that these rings are much
further apart in 6 than in the other three compounds, and
that 5 has this distance closest to that found in CLA.
Hence the balance of the phenyl rings distance and their
relative angle seems to control the biological activity of
the compound. This is not surprising as both phenyl
rings are probably involved in interactions with the
receptor. Based on the findings described above, we
surveyed a number of cyclic CLA analogs, identifying
those that are characterized by the optimal angle and
distance between the two phenyl rings. The most
promising analogs were synthesized. The preliminary
results for their biological activity are very encoura-
ging,35 showing a fruitful interplay between theoretical
calculations and the practice of rational synthesis of
bioactive compounds.


CONCLUSIONS


Finding new compounds of desired biological activity is a
tedious and expensive task. Computational tools, on the
other hand, are becoming widely available owing to
advances in computer technology and the software devel-
opment. It is therefore desirable to explore a priori
structures of the compounds to be synthesized and to
compare their geometric motifs with those of compounds
of known bioactivity. In this work we have tested the
importance of the edge-to-face interactions between
Phe8–Phe9 of CLAs. All synthesized analogs are de-
voided of significant biological activity; however, our
computational results strongly support the importance for
biological activity of both the edge-to-face arrangement
and the distance between the two rings.
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Lash Miller Chemical Laboratories, University of Toronto, 80 St. George Street, Toronto, Ontario, Canada M5S 3H6


Received 17 February 2003; revised 21 August 2003; accepted 26 August 2003


ABSTRACT: Taft’s �* parameter has been mostly disregarded in QSAR (quantitative structure–activity relation-
ships) analyses because it appears to reveal only simple field-inductive substituent effects. However, it can be shown
that, when a reference reaction different from that adopted by Taft is used, the �* values reveal considerably more
subtle features. This occurs when a reference reaction parameter, pK 0


a, is used that is closely related to the Brønsted
basicity of P-donor molecules and that is regarded in QALE (quantitative analyses of ligand effects) analyses as
measuring the purely �-donor properties of the phosphines. Values of Taft’s �* parameter for alkyl groups show an
excellent linear correlation with pK 0


a but significant deviations from the correlation increase in the order CH2Ph
(0.19)<Ph (0.46)< p-O-i-Pr (1.38)<OEt (1.44)<OMe (1.51)<OPh (1.82)<Cl (1.88), and the deviations for the
p-YC6H4 groups increase linearly with decreasing pK 0


a as Y changes in the order Me2N (0.29)<MeO (0.32)<Me
(0.39)<F (0.41)<H (0.46)<Cl (0.50)<F3C (0.60). The new substituent effects for these ‘deviant’ groups that can
be derived from the linear correlations of �* with pK 0


a are different (even in sign for the p-Me2NC6H4 group) from the
original values of the Taft parameter, and they are much smaller than the additional effects detected here. These results
show that �* values contain within themselves a variety of new features that should be compared with those shown by
parameters used in more recent QSAR analyses, and that might be useful in such analyses. Copyright # 2004 John
Wiley & Sons, Ltd.


KEYWORDS: QALE; QSAR; LFER; Taft’s �* parameter; inductive effects; substituent effects


INTRODUCTION


It is 50 years since the formulation of the Taft parameter,
�*, for substituent effects on aliphatic reaction centers,1


and the development and application of this parameter
have been more recently reviewed by Hansch and Leo.2


Based originally on relative rates of aliphatic ester
hydrolysis, �* was believed to reflect simple inductive
effects due to the substituents and was given by the
equation


�� ¼ ð1=2:48Þ½logðkx=k0ÞB � logðkx=k0ÞA� ð1Þ


where (kx/k0)B is the rate of base hydrolysis of the
compound XCOOR, relative to that of the standard
(X¼Me), and (kx/k0)A is the relative rate of acid hydro-
lysis. The latter term was introduced since acid hydro-
lysis, or the corresponding acid-catalyzed esterification,
had been found to be dependent only on the steric effects
of substituent X and, with certain necessary assumptions,


these could be used to remove steric contributions to the
term log(kx/k0)B. The scaling factor1/2.48 was introduced
to bring the values of �* close to those of comparable
Hammett parameters. Other values for Taft parameters
were subsequently derived by analysis of different ex-
perimental data and an extensive compilation is provided
in Vol. 2 of Ref. 2. Even when different methods were
used to obtain values of �*, the new values are still
conceptually related to Taft’s original methodology
and, therefore, relate to the hydrolysis or esterification
kinetics.


The Taft parameter �* evolved into the closely corre-
lated � 2


I , which has been used to correlate diverse
molecular properties in organic and biological chemistry
using the methodology of quantitative structure–activity
relationships (QSAR).2 Although many prefer to restrict
use of the acronym QSAR to biological applications, and
use QSRR (quantitative structure-reactivity relationships)
for organic reactions, Hansch and Leo included2 the use
of the term QSAR for a large number of applications to
purely organic reactions.


Although �* and �I have been largely replaced by ��
(electronegativity), �F (field) and �� (polarizability)
parameters, based partly on theoretical calculations,3


there is still4 interest in using values of Taft’s parameter.
These sometimes even give better correlations than more
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recently introduced parameters,4c and there is a tendency
to search for correlations with whichever parameters give
the best fit.4b However, the use of �* and �I values to
correlate closely related kinetic or thermodynamic data
means that factors that operate equally in the reference
reactions and in the reactions of interest will not be
reflected in any observed correlations, which therefore
seem deceptively simple. This becomes evident when
different set of reference reactions is used.


One such reference set is given by values of pK 0
a,5


which are intimately related to the Brønsted basicity of
the P-donor molecules PX3,6 and which therefore operate
entirely through effects on the �-bonding strength of the
lone pair on the P atom. They are closely related5 to the
parameter � 7


d that is derived, for pure �-donor ligands,
from the C—O stretching frequencies shown by the
complexes Ni(CO)3L.8 For P-donor ligands that are
also �-acids, such as phosphites, values of pK 0


a have to
be derived from the rather less precise pKa values
themselves.5 The parameters pK 0


a and �d have been
extensively used in linear free energy relationships in
organometallic chemistry5,7,9 and the methodology is
known as QALE (quantitative analysis of ligand effects).7


RESULTS AND DISCUSSION


Values of �* are generally the ‘preferred values’ given by
Hansch and Leo in their extensive compilation,2 and
selected by them from among often very similar values
derived by as many as five methods that were different
from Taft’s original one. Values of ��* are plotted
against corresponding values of pK 0


a in Fig. 1. ��* repre-
sents the sum of the �* values for the three, sometimes
different, pendant groups on the P-donor atom. (Giering


and co-workers originally plotted ��* against �d for a
restricted series of ligands,10 but their subsequent data
analyses of the effects of aryl and other11 groups were
entirely different from those reported here. A similar
approach to ours was used some time ago12 to relate pKa


values for some amines to ��*.) Values of pK 0
a and ��*


are given in Table 1. The lowest line in Fig. 1 is drawn
through the ��* data for PR3 reference bases (R¼H or
alkyl groups) with pendant groups that are joined to the P
atom by pure �-bonds. This line is made up of 20 points
and is defined by the equation 2.


���
calc ¼ 0:87ð2Þ � 0:146ð2ÞpK 0


a


ðr2 ¼ 0:996; s��� ¼ 0:0363Þ ð2Þ


This excellent correlation of the ��* data with the values
of pK 0


a for a chemically unrelated set of �-donor bases
shows the very high internal self-consistency of changes
in both ��* and pK 0


a. It reflects the additivity of the
effects of the different alkyl groups (or hydrogen atoms)
on the donor power of the P atom, expressed by the values
of pK 0


a. This is illustrated by the fact that the effect of
replacing a methyl group by an ethyl group is the same
(0.5) irrespective of whether there are three, two or one
methyl groups to start with. It also suggests that the
procedure used in the derivation of the values of �* to
allow for steric effects was successful.


Although �* values were believed at one time to be a
function of steric effects,13 this was later disputed.14


Steric effects are considered to be absent in � 7
d values


and have been factored out5 in the derivation of pK 0
a


values. Because they vary substantially and irregularly
along the series of PR3 molecules,8a they would certainly
destroy the excellence of the correlation if they were
significant. Although the correlation of the ��* values
with those of the simple basicity parameter pK 0


a is
excellent, we do not wish, at this time, to use this
empirical observation to imply anything about the me-
chanism by which the effect is transmitted.15


The second line up is defined by four points and is
drawn through the ��* data for PR2Ph reference bases.
The fit is given by the equation


���
calc ¼ 1:31ð3Þ � 0:147ð5ÞpK 0


a


ðr2 ¼ 0:998; s��� ¼ 0:0362Þ ð3Þ


and the gradient is identical with that of the lowest line,
but the line is displaced vertically by 0.44� 0.04 log
units. Although there are only four points, the r2 value,
which depends on the number of points, is still very high.
The next line up, for ��* data related to the PRPh2 bases,
is based on five points and fits the equation


���
calc ¼ 1:76ð1Þ � 0:140ð3ÞpK 0


a


ðr2 ¼ 0:999; s��� ¼ 0:0115Þ ð4Þ


Figure 1. Dependence of ��* on pKa
0. *, PR3 bases


(R¼ alkyl or H); &, PR2Ph; ~, PRPh2 bases; ^, P(p-YC6H4)3
bases (Y¼Me2N, MeO, Me, H, F, Cl, F3C). The upper line is
drawn through the data for Y¼H, and made to be parallel
to the other three lines (see text). &, P(OMe)3� nPhn; ~,
PCl3�nPhn; *, P(OPh)3�nPhn (n¼0� 2 in all cases)
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Table 1. Complete listing of values for pK 0
a, ��* and its constituent contributions


Contributions to ��*


PX3 pK 0a
a ���b ‘�-Bonding’c Ph in PX3�nPh d


n Non-alkyl X groups in PX d
3


P(t-Bu)3 12.2 �0.90 �0.91
PCy3 11.26 �0.78 �0.77
P(i-Pr)3 9.88 �0.57 �0.57
P(pentyl)3 8.84 �0.48 �0.42
P(octyl)3 8.84 �0.45 �0.42
P(n-Bu)3 8.67 �0.39 �0.40
P(i-Bu)3 8.36 �0.39 �0.35
PPr3 8.57 �0.36 �0.38
PEt3 7.96 �0.30 �0.29
PEt2Me 7.46 �0.20 �0.22
PH(t-Bu)2 6.68 �0.11 �0.11
PEtMe2 6.95 �0.10 �0.14
PMe3 6.45 0 �0.07
PH(octyl)2 4.46 0.19 0.22
PHBu2 4.33 0.23 0.24
PH(i-Bu)2 4.13 0.23 0.27
PHMe2 2.98 0.49 0.43
PH2-t-Bu 0.96 0.68 0.73
PH2Me �0.52 0.98 0.95
PH3 �4.29 1.47 1.50
PCy2Ph 8.4 0.08 �0.36 0.46
PEt2Ph 5.94 0.40 0.003 0.46
PMe2Ph 5.07 0.60 0.13 0.46
PH2Ph �1.83 1.58 1.14 0.46
P(t-Bu)Ph2 6.18 0.90 �0.03 0.92
PCyPh2 5.9 0.94 0.01 0.92
PEtPh2 4.6 1.1 0.20 0.92
PMePh2 4.06 1.2 0.28 0.92
PHPh2 0.53 1.69 0.79 0.92
PPh3 3.28 1.8 0.39 1.38
P(O-i-Pr)3 3.38 4.53 0.38 4.15e


P(OEt)3 1.64 4.92 0.63 4.32
P(OMe)3 0.83 5.19 0.75 4.53
P(OEt)2Ph 1.99 3.88 0.58 0.46 2.88
P(OMe)2Ph 1.48 4.06 0.65 0.46 3.02
P(OEt)Ph2 1.35 2.84 0.67 0.92 1.44
P(OMe)Ph2 2.09 2.93 0.56 0.92 1.51
P(OPh)3 �2.79 6.72 1.28 5.46
P(OPh)2Ph �0.91 5.08 1.00 0.46 3.64
P(OPh)Ph2 0.87 3.44 0.74 0.92 1.82
PCl3 �16.1f 8.82 3.22 5.64
PCl2Ph �9.60f 6.48 2.27 0.46 3.76
PClPh2 �3.14f 4.14 1.33 0.92 1.88
P( p-Me2NC6H4)3 8.67 0.48 �0.40 0.88e


P( p-MeOC6H4)3 5.13 1.08 0.12 0.96e


P( p-MeC6H4)3 4.46 1.38 0.22 1.14e


P( p-FC6H4)3 1.63 1.86 0.63 1.23e


P( p-ClC6H4)3 0.87 2.25 0.74 1.51
P( p-CF3C6H4)3 �1.39 2.88 1.07 1.81
P(CH2C6H5)3 5.23 0.66 0.11 0.56
P(CH2C6H5)Ph2 3.92 1.42 0.30 0.92 0.19


a pK 0
a values taken from Ref. 5b.


b �* Values are generally Hansch and Leo’s ‘preferred values’ taken from vol. 2 of Ref. 2 and selected by them from among often very similar values derived by
as many as five methods that were different from Taft’s.
c Given by Eqn (2) and so-called because the basicity of each reference P-donor ligand is controlled by the �-bonding propensities of the pendant groups
attached to the P atom.
d From Dev vs n plots (see Fig. 2).
e Taken from total Dev.
f Values given in Ref. 5b are incorrect because they were calculated from Bartik’s � values with the assumption that these ligands are not �-acids. The correct
values listed here were calculated from Giering’s �d values according to the method in Ref. 5b.
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It also has the same gradient but the upward displacement
(0.89� 0.02) is essentially twice that of the PR2Ph line.
The highest line is drawn through the ��* data for PPh3


but using the gradient common to the three other lines. The
vertical displacements of ��* from the PR3 line, refer-
enced to the PR3� nPhn (n¼ 1–3) bases, are plotted against
n in Fig. 2 and show that the displacements are governed
precisely by the number of phenyl groups involved. This
linearity has nothing to do with the effects of the phenyl
group on the hydrolysis kinetics, which involve only one
such group. Rather, it reflects the fact that the effect of the
phenyl group on the hydrolysis kinetics is the same
regardless of whether it is referenced to the � basicity
changes brought about by replacing one alkyl group by a
phenyl group in either PR3, PR2Ph or PRPh2, i.e. it reflects
the additivity of effects within the PRnPh3� n bases that are
used to correlate the trends in the �* values. Hence it is this
additivity that leads to the linearity of the plot in Fig. 2,
and it is the gradient that is a measure of the effects of the
phenyl group on �* over and above the effect due to the
simple change in the basicity effect.


Similar plots derived from data for the
P(CH2C6H5)3� nPhn, P(OMe)3� nPhn, P(OPh)3� nPhn
and PCl3� nPhn bases (n¼ 0–2), are also given in Fig. 2
and the correlations with n, shown in the caption to Fig. 2,
are excellent. In these cases, the deviations from the
lowest line that are observed in Fig. 1 for the PXPh2


and PX2Ph molecules are caused in part by the presence
of the Ph groups. Those deviations were, therefore,
adjusted according to the deviations expected for the


presence of two and one phenyl groups, respectively,
before being plotted in Fig. 2.


Each plot shows the strict dependence of the adjusted
upward displacement on the number of non-phenyl
groups in the reference bases. The gradients of these
plots give the contribution to �* from each of the X
groups over and above the basic contribution from simple
basicity effects that is given by


��ðRÞcalc ¼ 1=3ð�0:146Þ½pK 0
aðPR3Þ


� pK 0
aðPMe3Þ� � 0:024 ð5Þ


where �*(R)calc is the value of �* calculated for R,
relative to �*(Me)¼ 0, from the trend shown in Eqn
(1). The term 0.024 is accounted for by the fact that the
point for PMe3 lies slightly above the line of best fit for
PR3 in Fig. 1, although the deviation is small. Finally, the
deviations (from the PR3 line in Fig. 1) of the values of
��* that are referenced to the P( p-YC6H4)3 bases must
be considered. For the deviations of the aryl group Ph (i.e.
Y¼H), we have the deviations derived from the use of
the PRPh2 and PR2Ph bases to help construct the plot
shown in Fig. 2, but for the other p-YC6H4 aryl groups
there are no pK 0


a data for the corresponding P( p-
YC6H4)Ph2 and P( p-YC6H4)2Ph bases to provide analo-
gous plots. We assume, therefore, that the plots would be
similarly linear and that we can estimate their gradients
by dividing the value of each deviation, obtained by use
of each P( p-YC6H4)3 reference base, by 3. Values of the
deviations due to the various p-YC6H4 groups involved in
Fig. 1 are included in Table 1, and they also vary
systematically with pK 0


a, according to the equation


��calc ¼ 2:44ð8Þ � 0:237ð18ÞpK 0
a


ðr2 ¼ 0:973; s��� ¼ 0:141Þ ð6Þ


It is therefore possible to divide each �* parameter into
contributions from three distinct effects: (a) those related
to the purely �-bonding properties of the pendant groups
in the P-donor molecules and expressed through their
effects on the � basicity of the P atom’s lone pair, which
can be called the ‘�-bonding effects’; (b) additional
effects due to the benzyl and non-alkyl Ph, OR, OPh
and Cl groups; and (c) additional effects due to the para
substituents in the aryl p-YC6H4 groups. These contribu-
tions are given in Table 2. The fact that the �-bonding
effect of Me on �* is no longer zero is unimportant
because, in this new approach, no one R group is chosen
as a reference standard. Again, we emphasize the em-
pirical nature of these contributions to ��* (Table 1) or
�* (Table 2). The effects of pendant groups such as OR,
OPh and Cl on the behavior of P-donor ligands are
assumed in QALE chemistry to be due to the generation
of �-acidity properties in the ligands. These bring about
‘back-bonding’ from the reaction center to modify the �-
donor effects, and pKa(�)016 and � 11


p parameters have


Figure 2. Deviations of ��* values from those predicted by
using P-donor bases with purely �-bonding pendant groups.
*, P(CH2C6H5)nPh3�n; Dev¼ 0.187(7)n; r2¼ 0.993;
sdev¼ 0.0217. *, PR3�nPhn; Dev¼0.460(6)n; r2¼ 0.994;
sdev¼ 0.0323. &, P(OMe)nPh3�n; Dev¼ 1.51(2)n; r2¼
0.999; sdev¼0.0567. ^, P(OPh)nPh3�n; Dev¼1.815(3)n;
r2¼1.00; sdev¼ 0.0113. ~, PClnPh3�n; Dev¼ 1.88(2)n;
r2¼0.999; sdev¼ 0.0442. The values for the deviations
have been adjusted where appropriate for the effects of
Ph groups present (see text)


DECONSTRUCTION OF TAFT’S �* PARAMETER: QSAR MEETS QALE 165


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 162–167







been derived. However, no such physical model is
currently available to explain the so-called aryl effect,
which can be very prominent in modifying the behavior
of P-donors with aryl pendant groups, compared with
what would be expected from �-donor and �-acidity
effects.7b,17


The gradient of the line for PR3 bases in Fig. 1 and Eqn
(5) essentially provide a measure of the sensitivity to R of
the rates of base hydrolysis of RCOOR0, adjusted to
remove steric effects, compared with the sensitivity of
PR3 to protonation. Allowing for the arbitrary scaling
factor of 2.48 in �* 1 [see Eqn (1)], the effect of R on the
partial formation of the C—OH bond in the transition
state for attack by OH� at C in RCOOR0 is �36%
(0.146� 2.48¼ 0.362) of the effect of R on formation
of a complete P—Hþ bond with PR3, and, as expected, in
the opposite direction. The correlation shown by this line
is excellent [see Eqn (2)] and, when the data for PCl3 are
taken into account, the overall fit extends over a range of
32 orders of magnitude for P-donor basicity and over a
comparable range of 25 (¼ 10� 2.48) orders of magni-
tude for rates of base hydrolysis.


Replacing one alkyl group on the P atom with a phenyl
group decreases pK 0


a in accordance with the electron
affinity of the phenyl ring, and the values of ��* always
increase. It is evident from Fig. 1 that for a unit decrease


in pK 0
a the value of ��* would increase by 0.146 if the


phenyl group behaved in the same way as an alkyl group.
However, the actual increase is 0.146 plus �0.44 because
of the different behavior of the phenyl group, i.e. for a
comparable change in basicity the extra effect of the
phenyl group on the rates of base hydrolysis is three times
that of an alkyl group. This indicates that the extra effect
of the phenyl group on the transition state is transmitted
about as efficiently as its effect on the basicities, in
contrast to the 36% efficiency of transmission of the
effects of the alkyl groups estimated above. When the
phenyl ring contains substituents in the para position, the
aryl contribution to ��* is greater when the substituents
are less �-electron donating. This perturbation of the aryl
contribution is not at all negligible, covering a range of
�0.3 (from 0.29 to 0.60) while each phenyl group itself
contributes 0.46.


The contribution to �* from the simple �-bonding
substituent effects for the non-alkyl groups [designated
as effects (a) above] are different from Taft’s substituent
effects and the extra contribution to �* of X are fairly
large compared with the much smaller contribution from
the �-bonding effects (Table 2). Replacing Me in (MeO)-
COOR with Ph has almost the same extra effect (1.82–
1.51¼ 0.31; see Table 2) as replacing Me in MeCOOR
with Ph (0.46), so the effect is not much attenuated when
passed through an oxygen atom. The fact that the effect of
the phenyl group is attenuated by a factor of 2.4 when it is
transmitted through a CH2 group is in agreement with
observations on other systems.2


It should be emphasized that the above observations
are not qualitatively dependent on any choices made for
the �* values, or on the methods used to derive them, and
the quantitative effects are not important in this context.


CONCLUSIONS


The use of pK 0
a values (closely related to the � basicity of


the lone pairs on the P atoms in P-donor ligands) as a
reference for analyzing substituent group effects on
aliphatic ester hydrolysis is very successful in decon-
structing Taft’s �* parameter into different constituent
contributions.


These contributions can be divided into three groups:
(1) those due to substituents such as alkyl groups or
hydrogen atoms that bond to the P atoms in the reference
P-donor ligands via �-bonds; (2) those where the bonding
of the substituents to the P atoms includes �-acidity and
other effects; and (3) those where the additional effect of
phenyl groups is modified by para substituents on the
phenyl ring.


The detection of these different contributions to the
Taft parameter is a consequence of using a reference that
is not intimately related to ester hydrolysis, as the �
basicity of the lone pair on the P atom is taken to respond
simply to the pendant groups on the P atom. The danger


Table 2. Taft’s �* parameter and its constituent
contributions


Contributions to �*


Non-alkyl
X �*a ‘�-Bonding’b X groupc


t-Bu �0.30 �0.30
Cy �0.26 �0.26
i-Pr �0.19 �0.19
pentyl 0.16 �0.14
octyl �0.15 �0.14
n-Bu �0.13 �0.13
Pr �0.12 �0.13
i-Bu �0.13 �0.12
Et �0.10 �0.10
Me 0 �0.02
H 0.49 0.50
Ph 0.60 0.13 0.46
O-i-Pr 1.51 0.13 1.38d


OEt 1.64 0.21 1.44
OMe 1.73 0.25 1.51
OPh 2.24 0.43 1.82
Cl 2.94 1.07 1.88
p-Me2NC6H4 0.16 �0.13 0.29d


p-MeOC6H4 0.36 0.04 0.32d


p-MeC6H4 0.46 0.07 0.39d


p-FC6H4 0.62 0.21 0.41d


p-ClC6H4 0.75 0.25 0.50d


p-CF3C6H4 0.96 0.36 0.60d


CH2C6H5 0.22 0.04 0.19


a �* Values taken from Ref. 2. (see footnote b in Table 1).
b Given by Eqn (5) (see footnote c in Table 1).
c From Dev vs n plots (see Fig. 2).
d Taken as total Dev/3.
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of systematizing effects of substituent groups by refer-
ence to their effects on closely related reactions means
that factors that operate equally in the reference reactions
and the reactions of interest will not be reflected in any
observed correlations.


This deconstruction of the Taft parameters is an em-
pirically and precisely observed phenomenon but it is not,
at this stage, used to imply anything about the mechan-
isms whereby these effects are transmitted within the
aliphatic esters used in deriving Taft’s parameters.


The use of P-atom bases to provide � basicity data is
not a requirement for this analysis of the Taft parameter.
Other Brønsted bases that could provide the same range
of data would probably also be satisfactory.12
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ABSTRACT: Mitchell and co-workers recently estimated the order of aromaticity for dimethyldihydropyrene (DDP)
nuclei in annelated derivatives using nucleus-independent chemical shifts (NICS). We found that two graph-
theoretically defined energetic quantities, percentage topological resonance energy (% TRE) and bond resonance
energy (BRE), can be used to predict readily the relative aromaticities of these hydrocarbons and their DDP nuclei,
respectively. Since these quantities are not dependent on the areas of individual rings, they are better suited for
estimating the degree of aromaticity. Copyright # 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


Aromaticity is one of the fascinating concepts in modern
organic chemistry. It has been defined in structural,
magnetic and energetic terms.1 Historically, many che-
mists have discussed aromaticity most conveniently in
terms of 1H chemical shifts. Mitchell and co-workers
noted that 1H chemical shifts of the internal methyl
groups in dimethyldihydropyrene (DDP, 1) and its anne-
lated derivatives (2–7) serve to assess the relative local
aromaticities of the DDP nuclei.2–4 As can be seen from
Fig. 1, the internal methyl groups must be very sensitive
NMR probes for aromaticity. The degree of bond
localization that occurs along the periphery of the 14-
membered ring was also used as a measure of local
aromaticity for the DDP nuclei.4,5


In 1996, Schleyer et al. introduced a new quantity
called the nucleus-independent chemical shift (NICS),
the negative of the absolute magnetic shielding, usually
computed at the ring centers, as an indicator of local
aromaticity.6 Negative and positive NICS values corre-
spond to aromaticity and antiaromaticity, respectively.
NICS values have been evaluated for many �-systems.7


Mitchell and co-workers recently used the simple arith-
metic average of the NICS values at the centers of four
six-membered rings in a DDP nucleus (NICS Av) as a


measure of the aromaticity of the nucleus.4 The four six-
membered rings in 1–7 are denoted a, b, c and d in Fig. 1.
They found that the NICS Av values for 1–7 are in
excellent agreement with the experimental order of local
aromaticity for the DDP nuclei.4


We have developed graph theories of aromaticity and
magnetotropicity for polycyclic �-systems within the
framework of Hückel theory.8–14 In this paper, we
point out that the relative aromaticities of 1–7 and the
DDP nuclei can be predicted readily using two graph-
theoretically defined quantities, percentage topological
resonance energy (% TRE) and bond resonance energy
(BRE), respectively. This must be the simplest way for
estimating relative local aromaticities for rather homo-
logous polycyclic �-systems.


THEORY


First, some concepts and related graph theories are briefly
surveyed. The TRE was defined graph-theoretically as an
energetic criterion of aromaticity.8–10 We use TRE as a
standard measure of aromaticity. Percentage TRE (%
TRE) is defined as 100 times the TRE divided by the
total �-binding energy of the polyene reference.10,13,14


This quantity is useful for estimating the relative aroma-
ticities of different molecules. The BRE represents the
contribution of a given � bond to the TRE.13,14 If the
smallest BRE in a �-system has a large negative value,
the �-system will be kinetically unstable with chemically
reactive sites.13–16 In this sense, BRE is an index that
represents both energetic and kinetic stabilities for local
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structures of a polycyclic �-system. Both TRE and BRE
are given in units of j�j, where � is the standard
resonance integral in Hückel theory.
�-Electron currents induced in polycyclic species were


calculated using a graph-theoretical variant10–12 of
Hückel–London theory.17 Let a �-system from which
one or more circuits are chosen be denoted by G. Here
circuits stand for all possible cyclic paths in G. Then a
current intensity, Ii, induced independently in the ith
circuit, ri, can be expressed in the form11,12


Ii


I0
¼ 18


Si


S0


Xocc


j


PG�riðXjÞ
P0


GðXjÞ
ð1Þ


where I0 is the intensity of a current induced in the benzene
ring; Si and S0 are the areas of ri and the benzene ring,
respectively; G-ri is the subsystem of G, obtained by
deleting ri from G; PG(X) and PG�riðXÞ are the character-
istic polynomials for G and G-ri, respectively; Xj is the jth
largest zero of PG(X); and j runs over all occupied �
orbitals. If there are degenerate � orbitals or heteroatoms,
this equation must be replaced by others.11,12 Positive and
negative values for Ii signify diatropicity and paratropicity,
respectively. The current density map of a polycyclic �-
system is obtained by superposing all such circuit cur-
rents.11,12 It now is self-evident that �-electron currents
obey Kirchhoff’s law. Apparent bifurcation of a �-electron
current at points where three �-bonds join can be rationa-
lized straightforwardly in terms of circuit currents.18


Binsch and co-workers developed the theory of
second-order double bond fixation.19–22 First-order


double bond fixation is such that the symmetry of the
�-system is not lowered by the fixation. It is second-order
bond fixation that lowers the symmetry of the �-system.
They calculated the bond–bond polarizabilities ���;�� for
the fully symmetric model of the �-system and then
diagonalized the matrix � ¼ ð���;��Þ of order M �M,
where M is the number of �-bonds. This equation will
yield M eigenvalues. The largest eigenvalue �max is
compared with the critical value �crit, which is usually
taken to be 1:80��1.17–20 If �max is larger in magnitude
than �crit, then the �-system is predicted to suffer a
distortion as a consequence of second-order effects.


RESULTS AND DISCUSSION


NICS is the latest magnetic criterion of local aromaticity.
NICS values at all ring centers of DDP (1) and its
annelated derivatives (2–7) are summarized in Fig. 2.
These values are those calculated by Mitchell and co-
workers at the GIAO-HF/6–31G*//B3LYP/6–31G* level
of theory.4 Values presented at the centers of 14-
membered rings are the NICS Av values for the DDP
nuclei. All benzene rings in 2–7 are predicted to be highly
aromatic with large negative NICS values. As shown in
Table 1, the NICS Av values are in excellent agreement
with the order of local aromaticity for the DDP nuclei
estimated from the 1H chemical shifts.3,4 Among seven
species, 1 and 4 exhibit the largest negative NICS Av
values. On this basis Mitchell and co-workers classified
the DDP nuclei of 1 and 4 as equally aromatic.4 However,
large negative NICS Av values for these two species


Figure 1. Dimethyldihydropyrene (1) and its annelated derivatives (2–7)
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never indicate that the DDP nuclei are more aromatic
than benzene rings because the areas of the 14-membered
rings concerned are four times as large.


The current density maps of 1–7 are shown in Fig. 3.
They were calculated assuming that each DDP nucleus is
identical with an equilateral [14]annulene ring. The
intensities of �-electron currents induced around the
DDP nuclei (IDDP) are included in Table 1. At the level
of Hückel–London approximations,11,12 the �-systems of
8, 9 and 10 given in Fig. 4 are identical with those of 2, 4
and 5, respectively, because the relative positions of
annelating rings are the same. The diatropicity order as
evidenced by IDDP is 1> 4> 2> 7> 5> 6> 3. This
order is exactly the same as that of local aromaticity for
the DDP nuclei predicted by the NICS Av values.4 Hence
it is clear that the NICS Av values are closely associated
with IDDP, the former being caused by the latter.


According to Mitchell and co-workers,4,5 the order of
aromaticity in the DDP nucleus determined using the
degree of bond localization is 1¼ 4> 2> 3, which is in
accord with that of IDDP. It seems very likely that a strong
�-electron current is induced in a ring or a circuit that
lacks marked bond localization. Except for 4, the en-
hancement of bond localization by increasing benzanne-
lation is observed.23 Mitchell et al. stated that benzene
rings have a powerful localizing power.2 In this context,
the �max values for 1–7 are presented in Table 2. It is not
easy to interpret these values in terms of bond localiza-
tion since the DDP derivatives are very diverse in
geometry. However, it is clear that all �max values are
smaller than 1:80��1, suggesting that all the species are
free from second-order bond localization. Note that first-
order bond-length alternation is not allowed in 4. This is
why 4 suffers from the least degree of bond localization.


We evaluated BREs for all CC bonds in 1–7 assuming
that all these bonds are equal in length. They are included
in Fig. 3 and Table 1. By definition,13,14 the BRE for any
�-bond that belongs only to a given ring can also be
interpreted as an indicator of local aromaticity for the
ring. The BRE decreasing order of aromaticity of the
DDP nuclei is then 1> 2> 4> 5> 7> 3> 6. Interest-
ingly, this order is slightly different from that predicted
from the NICS Av values.4 As suggested by Eqn (1),
magnetic properties, such as 1H chemical shifts, NICS
and IDDP, are strongly dependent on the areas of indivi-
dual rings,10–12 whereas energetic quantities, such as
TRE and BRE, are dependent solely on molecular topol-
ogy or connectivity of atoms.8–10,13,14 This may possibly
be the main origin of the small discrepancy found


Figure 2. NICS values at the ring centers of 1–7. Values in the DDP nuclei are the NICS Av values


Table 1. BREs, �-electron currents and NICS Av values for
seven DDP nuclei


Species BRE/j�ja IDDP/I0
b NICS Avb,c


1 0.113 (1) 1.651 (1) �18.65 (1)
2 0.089 (2) 1.499 (3) �6.38 (3)
3 0.060 (6) 1.176 (7) �0.83 (7)
4 0.086 (3) 1.565 (2) �17.71 (2)
5 0.069 (4) 1.316 (5) �2.65 (5)
6 0.058 (7) 1.199 (6) �1.07 (6)
7 0.069 (5) 1.437 (4) �3.50 (4)


a Values for the �-bonds that belong to the DDP nucleus but are not shared
by other rings.
b The order of magnitude is given in parentheses.
c Values at the GIAO-HF/6–31G*//B3LYP/6–31G* level of theory.4
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between the orders of local aromaticity determined using
IDDP and BREs. Our BRE scale of local aromaticity is
better suited as an index of aromaticity since it is
dependent solely on molecular topology.


Examination of Table 1 reveals that the NICS Av
values vary widely from molecule to molecule as com-
pared with IDDP and BREs. This must reflect the fact that
IDDP and BRE were calculated for �-systems in which all
CC bonds are equal in length. In contrast, all NICS values
employed in this study were calculated for realistic
molecular geometries.4 Wannere and Schleyer reported
that for large annulenes, bond length alternation only
reduces energetic stabilization somewhat but influences
the magnetic properties, such as NICS, proton chemical
shifts and ring-current magnetic susceptibilities, consid-
erably.24 This finding must apply to annelated DDPs.


NICS values at the centers of the benzene rings
appear to illustrate the general trend of increasing aro-
maticity in the annelating rings on going from benz- (2)
to naphth- (5) to anthrannelated (6) as the aromaticity of
the corresponding DDP nuclei decreases.4 However, this
order of aromaticity in the annelating rings is not com-
patible with the order based on the current intensities and
BREs for these rings, which is the benzene nucleus in
2> the naphthalene nucleus in 5> the anthracene nucleus
in 6. This order of local aromaticity is consistent with
the % TREs for benzene (3.53 j�j), naphthalene (2.92 j�j)
and anthracene (2.52 j�j).10,14 The % TREs decrease in
this order. We recently pointed out that relative NICS
values do not always represent relative degrees of local
aromaticity.25,26


Figure 3. Current density maps for 1–7, in which all current intensities are given in units of that for benzene. Values in
parentheses are the BREs in units of j�j


Figure 4. Isomers of 2, 4 and 5
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The chemical formulae presented in Fig. 1 are the best
Clar structures in which sextet rings are denoted by solid
circles.27,28 These sextet rings are the centers of high
local aromaticity. We were then tempted to associate a
strong current induced in the DDP nucleus of 4 with its
Clar structure.2 If all sextet rings are fixed somewhere in
the �-system as in 2, 3 and 7, the DDP nucleus will
sustain a relatively weak current. Strong �-electron
currents are induced at these sextet rings and then marked
bond length alternation is introduced into the DDP
nucleus. On the other hand, if sextet rings can migrate
into other benzene rings, marked bond length alternation
will never be preferred.27,28 This must be why 4 sustains a
strong current along the DDP periphery.2 In fact, the DDP
nuclei of 2, 3, 5, 6 and 7 undergo an appreciable degree of
bond localization.4,5,23 As for 5 and 6, the migration of a


sextet ring is confined to the naphthalene or anthracene
nucleus.


As shown in the form of Eqn (1), a �-electron current
induced in a polycyclic �-system can be partitioned
among all possible circuits.11,12 All circuits in 1–7 are
diatropic since they all are (4nþ 2)-membered conju-
gated circuits.10,29–31 For example, all non-identical cir-
cuits and circuit currents (i.e. currents induced in
individual circuits) for two isomeric species, 3 and 4,
are presented in Fig. 5. Each has four non-identical
circuits. It is noteworthy that 4 has a sextet ring that
can migrate to another benzene ring and so sustains large
induced currents in large 18- and 22-membered circuits.
Since each circuit current is dependent straightforwardly
on the area of the circuit, we might say that the NICS or
current intensity change in the DDP nucleus does not
always represent the order of aromaticity.25,26


An interesting comparison is that of the current density
patterns of 4 and 3 in Fig. 3 with those of anthracene (11)
and phenanthrene (12) in Fig. 6. The central benzene ring
of 11 sustains a larger current than that of 12. In the same
manner, the central ring of 4 sustains a larger current than
that of isomer 3. Such a trend in �-electron currents
obviously reflects the mobility of sextet rings. There is
one mobile sextet ring in the �-systems of 4 and 11,
whereas those of 3 and 12 have two fixed sextet rings.
BREs for edge benzene rings are larger for 4 and 11 than
for 3 and 12, respectively. Mitchell and co-workers
predicted on the basis of the relative energies that 4 is


Table 2. TREs, % TREs and �max values for seven DDP
derivatives


Species TRE/j�j % TREa �max=�
�1


1 0.113 0.63 (6) 1.560
2 0.260 1.11 (5) 1.467
3 0.428 1.47 (1) 1.299
4 0.390 1.34 (2) 1.449
5 0.361 1.24 (4) 1.417
6 0.445 1.29 (3) 1.396
7 0.245 0.63 (7) 1.504


a The order of magnitude is given in parentheses.


Figure 5. Non-identical circuits of 3 and 4. Values given at the centers of individual circuits are the intentisities of circuit
currents in units of that for benzene
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more aromatic than 3.4,5 In fact, the % TRE is larger for 4
than that for 3. In general, it is not easy to compare the
degrees of global aromaticity for other DDP derivatives
because they consist of highly aromatic benzenoid sub-
systems and a much less aromatic 14-membered ring.


CONCLUSION


NICS as a discriminator for aromaticity is qualitatively
effective within related sets of compounds. We have
shown that % TRE and BRE are very useful for readily
ordering the relative aromaticities of annelated DDPs and
their DDP nuclei. % TRE and BRE are independent of the
areas of individual rings and are only dependent on the
connectivity of conjugated atoms. Therefore, even
though BRE may not be the best indicator of local
aromaticity, it is free from errors of geometric origin.
Note that aromaticity in principle is a state of energy.
Various magnetic criteria of aromaticity must be more or
less ambiguous owing to their geometry dependence. It is
interesting that 4 sustains a large current along the 14-
membered ring although it is less aromatic than isomer 3.
It is 3 that can be considered as a true dibenzannulene.2
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epoc ABSTRACT: The interconversion and hydrolysis of (E)- and (Z)-oximes of p-methoxybenzaldehyde in aqueous
solutions of perchloric acid have been studied in the acid concentration range from pH 3 to 11 M. Kinetic
measurements confirm that isomerization and hydrolysis proceed through a common tetrahedral intermediate T0.
At low acid concentrations, attack of water on the protonated oxime is rate-determining in the hydrolysis reaction and
no separate isomerization is observable. However, as the acid concentration increases the attack of water becomes
faster than loss hydroxylamine from T0 and E to Z isomerization is observable as a faster reaction in competition with
hydrolysis. From kinetic and equilibrium measurements a comprehensive set of rate and equilibrium constants for
protonation, hydrolysis and hydration of (E)- and (Z)-oximes is derived. For the neutral oximes KT¼ [E]/[Z]¼ 8 and
for the protonated oximes pKa¼�0.55 and 0.80 for the E and Z isomers, respectively. By combining these values with
measurements of oxime formation from p-methoxybenzaldehyde and hydroxylamine, including Kadd¼ [T0]/
[aldehyde][NH2OH]¼ [T0]/[oxime]¼ 1.8, values of pKR¼�3.65 and �5.90 and KH2O ¼ 6.3� 10�5 and 7.9�
10�6 for (E)- and (Z)-oximes may also be derived. The values of pKa, pKR and KH2O for the oximes are compared with
corresponding values for p-methoxybenzaldehyde and its hydrate (� T0). Copyright # 2004 John Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience


KEYWORDS: methoxybenzaldehyde oximes; hydrolysis; E-Z isomerization; rate constant; equilibrium constants


INTRODUCTION


Jencks and co-workers have carried out many investiga-
tions of the formation and hydrolysis of carbon–nitrogen
double bonds and comprehensively reviewed the mechan-
isms of these reactions.1,2 Of particular interest for the
present paper are their studies of the conversion of aro-
matic aldehydes to oximes.2,3 These studies were extended
by Sayer and co-workers,4 and recently have provided a
stimulus for investigation by the present authors of the
hydrolysis of the oxime of 9-formylfluorene.5


One of the best known features of oximes and espe-
cially aldoximes is the existence of syn and anti (E and Z)
isomers.6 We were surprised, therefore, that kinetic
measurements of the hydrolysis of 9-formylfluorene
oxime revealed no evidence of an isomerization reaction.
The reactant was the E (syn) isomer and analogy with
structurally related oximes6 suggested that the
equilibrium ratio of syn to anti isomers should be 1:2.


Chemical intuition and available experimental evidence7


suggest that the hydrolysis reaction and interconversion
of E (1) and Z (3) isomers share a common carbinolamine
intermediate (2) formed by attack of water on the proto-
nated oximes, as shown in Scheme 1. It might have been
expected, therefore, that competing isomerization would
lead to detectable departures from first-order kinetics.
Despite kinetic measurements over a wide range of
acidity (from pH 4 to 11 M HClO4) covering changes in
rate-determining step and mechanism of hydrolysis, no
such departure was observed.


In so far as (E)- and (Z)-oximes of aromatic aldehydes
may be prepared independently,8 it seemed worthwhile to
study the hydrolysis of the two isomers and to attempt to
elucidate the interplay of hydrolysis and isomerization. In
this paper, we report measurements for the (E)- and (Z)-
oximes of p-methoxybenzaldehyde. These oximes were
chosen partly because the isomers differ significantly
in basicity and partly because the large spectral change
associated with protonation facilitates kinetic studies of
isomerization in acid ranges where one isomer is proto-
nated and the other not. Moreover, rate constants for the
reverse of the hydrolysis reaction, oxime formation, and
an equilibrium constant for the formation of the carbino-
lamine intermediate (2) have already been measured by
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Calzadilla et al.9 The analysis of kinetic measurements
was also considerably assisted by the previous study of
the hydrolysis of 9-formylfluorene oxime.5


There have been few systematic studies of syn–anti
isomerization of oximes. However, base- and buffer-
catalysed mechanisms have been reported for the oximes
of acetaldehyde10,11 and for the oximes of ring-opened
arabinose.7 Nucleophilic mechanisms have been as-
signed7 and the detection of general acid catalysis has
been interpreted in terms of general base-catalysed attack
of water on the protonated oxime to yield a carbinola-
mine intermediate (cf. Scheme 1). For stronger bases,
especially amines, the base itself may act as nucleophile,
directly attacking the protonated oxime.10 The situation
contrasts with E to Z isomerization of imidate esters
(4 and 5) studied by Jencks and Satterthwait where
nucleophilic mechanisms are precluded by the rapid
conversion of tetrahedral intermediates to ester or amide
products.12


Of interest is the H3Oþ-catalysed isomerization of (E)-
and (Z)-oximes of ring-opened arabinose.7 This reaction
might have been interpreted as nucleophilic attack by
water on the protonated oxime as in Scheme 1. However,
the high rate of reaction compared with other oximes7


suggests intramolecular attack by a hydroxyl group of the
open-chain sugar, presumably that on the 4- or 5-carbon
atom, as in 6.


In this paper, we confirm that hydrolysis and isomer-
ization of the p-methoxybenzaldehyde oximes in aqueous
acidic media occur by competing reactions consistent
with Scheme 1. Kinetic and equilibrium measurements
yield pKas for protonation of the isomers and rate con-
stants for attack of water on the protonated species.


Combination of these measurements with data from the
study of oxime formation by Calzadilla et al.9 yields a
‘complete’ set of rate and equilibrium constants for
hydration and hydrolysis of the (E)- and (Z)-oximes.


RESULTS


Measurements of pKa


The pKas of the E and Z isomers of p-methoxybenzalde-
hyde oxime were determined spectrophotometrically in
aqueous solutions of HClO4. The spectra of the neutral
forms were similar, with �max¼ 263 nm for the E- and
260 nm for the Z-isomer, the same was true of the
protonated forms, with �max¼ 305 nm for the E- and
302 nm for the Z-isomer. Both isomers underwent iso-
merization and hydrolysis, but the reactions were suffi-
ciently slow that absorbances at the beginning of the
reactions could be measured directly or extrapolated to
the time of mixing of the oximes with acid.


For the less basic (E)-oxime, measurements in the acid
concentration range 0.1–3 M HClO4 showed that the pKa


increased with increase in acid concentration. A value of
pKa¼�0.55 in water was extrapolated as the intercept of
a plot of pKa against Cox and Yates’s13 solvent acidity
parameter X,14 as shown in Fig. 1. The slope of this plot is
m*¼ 1.14, and it is used below for interpreting the
dependence of rates of hydrolysis and isomerization on
the acidity of the medium. For the more basic Z-isomer a
value of pKa¼ 0.80 was obtained. In this case measure-
ments were confined to the lower acid concentration
range 0.01–0.9 M and there was little systematic deviation
of Ka from its value in water.


E--Z isomerization


Equilibration of E- and Z-isomers of p-methoxybenzal-
dehyde oxime could be achieved in CDCl3 as solvent


Scheme 1


Figure 1. Plot of pKa against X for the dissociation of
protonated (E)-p-methoxybenzaldehyde oxime in solutions
of aqueous perchloric acid at 25 �C
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over a period of 8 days and gave a limiting ratio of E- to
Z-tautomers of 8:1, as judged by NMR measurements.


In aqueous acid solutions, rates of equilibration of E-
and Z-isomers, and also the rate of their hydrolysis, could
be monitored spectrophotometrically. Despite the simi-
larity of the spectra of the E- and Z-isomers (and of their
protonated forms), it was generally possible to observe
isomerization as a faster reaction than hydrolysis,
provided that the less stable isomer was the reactant.
Conveniently, the product of hydrolysis, p-methoxyben-
zaldehyde had a chromophore (�max¼ 285 nm) which
was easily distinguishable from that of the oximes and
could be used to monitor the hydrolysis independently.
Moreover, because of the difference in basicity of the (E)-
and (Z)-oximes and sharp differentiation of the spectra of
neutral and protonated forms over a range of acid con-
centrations, isomerization of the E- (especially) followed
by protonation of the Z-isomer is associated with parti-
cularly large spectral changes.


The latter point is illustrated by repetive scans of
spectra for reaction of the (Z)-oxime in 0.58 M HClO4


shown in Fig. 2(a). At this acid concentration the Z-
isomer (pKa¼ 0.80) is completely protonated whereas
the E-isomer (pKa¼�0.55) is substantially unproto-
nated. The figure shows a rapid decrease in the peak for
the protonated species at 305 nm and replacement by that
of the unprotonated species at 265 nm. In a slower
subsequent reaction (still incomplete) an equilibrium
mixture of unprotonated E- and protonated Z-isomers
undergoes hydrolysis to yield p-methoxybenzaldehyde
with �max¼ 285 nm.


The approach to an equilibrium mixture of protonated
and unprotonated isomers starting from the unprotonated
E-isomer (�max¼ 265 nm) at the same acid concentration
is shown in Fig. 2(b). The equilibrium composition of
isomers reflects the fact that for the unprotonated species
the equilibrium concentration of E-isomer is greater by
8-fold than that of the Z-isomer but for the protonated


species the relative stabilities are reversed so that now the
concentration of Z-isomer is 1.8-fold greater than that of
the E-isomer. This is considered in more detail below.


Except for a relatively small range of acid concentra-
tions (close to pH 1), the isomerization reaction was
either not observable (above that pH) or occurred more
than 10 times faster than hydrolysis (below pH 1). This
meant that kinetics for both reactions could be measured
independently with little interference of one with the
other.


Rate constants for isomerization and hydrolysis of (E)-
and (Z)-oximes at different acid concentrations are re-
corded in Tables S1–S4 in the supplementary material
(available in Wiley Interscience) and are shown in Fig. 3
plotted as logarithms of first-order rate constants against
pH�X, where X is Cox and Yates’s solvent acidity
parameter.13 The upper line and experimental points in
Fig. 3 refer to the isomerization reaction and the lower to
the (slower) hydrolysis. For both reactions the rate con-
stants are independent of the isomer taken as reactant.
This is as expected in so far as the isomerization involves
an equilibration of reactants and products and the hydro-
lysis, at least at low pHs where isomerization is a fast
reaction, involves reaction of an equilibrated mixture of
isomeric reactants. A further point of note is that at lower
acid concentrations, where no isomerization is observed,
the hydrolytic rate constants appear to be the same. The
explanation of this is considered below.


There is significant scatter of the experimental points
in Fig. 3, especially for the isomerization reactions, for
which the rate constants depend detectably on the wave-
length of measurement (cf Table S3). This is because
separation of the absorbance changes associated with
isomerization and the slower hydrolysis is imperfect
and tends to make the measured rate constants for
isomerization too low. However, the discrepancies are
systematic and not large enough to imply a serious


Figure 2. Repetitive scans of UV--visible spectra (time inter-
val 80 s) for the isomerization of E- and Z-isomers of p-
methoxybenzaldehyde oxime in 0.58M aqueous perchloric
acid at 25 �C: (a) Z-isomer and (b) E-isomer


Figure 3. Plot of logarithms of first-order rate constants
(kobs) against pH�X for isomerization (upper line) and
hydrolysis (lower line) of (*) (E )- and (&) (Z )p-methoxy-
benzaldehyde oximes in aqueous perchloric acid and chlor-
oacetic acid buffers at 25 �C
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deficiency in the quantitative fitting of the data described
below.


The lines drawn through the points in Fig. 3 are based
on microscopic rate constants chosen to provide a best fit
of experimental to calculated data. The microscopic rate
contants (and associated equilibrium constants) in turn
provide a comprehensive description of the isomerization
and hydrolysis reactions.


The isomerization reaction may be described by the
reaction steps and rate constants shown in Scheme 2,
which is an elaboration of Scheme 1; E and Z denote the
isomeric (E)- and (Z)-oximes, EHþ and ZHþ are their
conjugate acids and T0 is the hydroxylamine adduct of
the aldehyde. The ionization constants of the protonated
oximes are KE


a and KZ
a ; the rate constants kH2O


E and kH2O
Z


refer to the attack of water on the protonated oxime and
kE


H and kZ
H refer to the acid-catalysed dehydration of T0.


The observed rate constants for isomerization may be
expressed in terms of a sum of forward and reverse rate
constants kf


obs and kr
obs. The value of kf


obs is then given by


kf
obsð½E� þ ½EHþ�Þ ¼ xkE


H2O½EHþ� ð1Þ


where x ¼ kZ
H=ðkZ


H þ kE
HÞ. We then obtain for kf


obs


kf
obs ¼


xkE
H2O


1 þ KE
a =½Hþ� ð2Þ


and for kobs ¼ kf
obs þ kr


obs


kobs ¼
xkE


H2O


1 þ KE
a =½H�þ


þ
ð1 � xÞkZ


H2O


1 þ KZ
a =½Hþ� ð3Þ


To fit Eqn (3) to the kinetic data in Fig. 3, we need to
assign values of kH2O, Ka and x. Values of KE


a and KZ
a are


known. If we write x as 1/(1 þ kE
H=k


Z
H), it can be seen that


x is determined if we know kE
H=k


Z
H. To obtain kE


H=k
Z
H we


use (a) the value of the equilibrium constant K¼ 0.125
for interconversion of E- and Z-isomers, which is related
to kE


H=k
Z
H by the following relationship based on


Scheme 2:


½Z�
½E� ¼


kE
H2O


KE
a


KZ
a


kZ
H2O


kZ
H


kE
H


¼ 0:125 ð4Þ


and (b) the fact, noted above and evident from Fig. 3, that
at high pH the rates of reaction of both E- and Z-isomers
appear to merge with the rates of hydrolysis. This mer-
ging is consistent with the kH2O step being rate determin-
ing for both reactions. However, inspection of Fig. 3


reveals that the rate constants kobs¼ kH2O/Ka for the two
isomers in this pH range are indistinguishable. This
implies that kE


H2O=K
E
a ¼ kZ


H2O=K
Z
a . From this relationship


we obtain kZ
H=k


E
H ¼ 0:125 by substitution in Eqn (4).


To obtain kZ
H2O and kE


H2O, we take the measured
limiting acid-catalysed rate constant at high pH, 3.0�
10�2


M
�1 s�1. By identifying this with kE


H2O=K
E
a ¼


kZ
H2O =KZ


a we obtain kE
H2O ¼ 0.106 s�1 and kZ


H2O ¼ 4.75�
10�3 s�1 based on the values of pKE


a ¼�0.55 and pKZ
a ¼


0:80.
In principle, we can now calculate the pH dependence


of the isomerization reaction. First, however, we should
recognize that the change from a reaction which is first
order in acid concentration at high pH to one that is no
longer acid-catalysed at lower pH is a result of protona-
tion of the oxime reactant as expressed by the 1þ [Hþ]/
Ka term in the denominator of Eqn (3).


However, protonation of the oxime should according to
Eqn (3) lead to a pH-independent reaction. In practice, at
high acid concentrations, the rate of reaction decreases.
This is reasonably interpreted as a medium effect and
may be represented in the concentrated acid region by
Eqn (5), in which m�


2 is the limiting slope of a plot of
log kobs against X at high acid concentrations13,14 and
describes the acidity dependence for the equilibration of
tautomers in this acidity range.


kobs ¼ ½xkE
H2O þ ð1 � xÞkZ


H2O� � 10m
�
2 ð5Þ


If we now make the approximation that the protonation of
both oximes shows the same acidity dependence as
determined directly for the E-isomer (with m�


1 ¼ 1.14),
we can modify Eqn (3) to obtain Eqn (6), which is
applicable over the entire range of acid concentrations.


kobs ¼
�


xkE
H2O


1 þ KE
a � 10�m�


1
X=½Hþ�


þ
ð1 � xÞkZ


H2O


1 þ KZ
a � 10�m�


1
X=½Hþ�


�
� 10m


�
2
X


ð6Þ


The line drawn through the experimental points for the
isomerization reaction in Fig. 3 is based on Eqn (6) with
m�


2 ¼�0.58.


Hydrolysis


The hydrolysis reaction of the p-methoxybenzaldehyde
oximes may also be described by Scheme 2 if we extend
it to include uncatalysed and acid-catalysed reaction
paths with rate constants k2 and k3 respectively, leading
to expulsion of hydroxylamine and formation of aldehyde
product from the carbinolamine intermediate T0, as
shown in Scheme 3.


As for the isomerization reactions, we can achieve a
best fit of calculated to experimental values of kobs by


Scheme 2
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deriving a kinetic expression based on Schemes 2 and 3
and using the rate constants already assigned for the
isomerization reaction together with optimally adjusted
values of k2/k3 and k2/(kE


H þ kZ
H).


To obtain the appropriate rate expression we rely on the
analysis of Scheme 2 [Eqns (3) and (6)] and the previous
treatment of the hydrolysis reaction of 9-formylfluorene
oxime5 as guides.


Our starting expression for kobs is the following:


kobsð½E� þ ½EHþ� þ ½Z� þ ½ZHþ�Þ ¼ ðk2 þ k3½Hþ�Þ½T0�
ð7Þ


Applying the steady-state approximation to the carbino-
lamine adduct, we obtain the following expression for its
concentration:


½T0� ¼
kE


H2O½EHþ� þ kZ
H2O½ZHþ�


kE
H½Hþ� þ kZ


H½Hþ� þ k2 þ k3½Hþ� ð8Þ


Substitution for [T0] in Eqn (7) and rearrangement then
gives


kobs ¼
ðk2 þ k3½Hþ�ÞðkE


H2O þ akZ
H2OÞ


fðkE
H þ kZ


HÞ½Hþ� þ k2 þ k3½Hþ�gð1 þ aþ b=½Hþ�Þ
ð9Þ


where a and b are given by


a ¼ ½ZHþ�
½EHþ� ¼


KTK
E
a


KZ
a


ð10Þ


b ¼ ð½E� þ ½Z�Þ½Hþ�
½ZHþ� ¼ ð1 þ KTÞKE


a ð11Þ


By analogy with the hydrolysis of 9-formylfluorene
oxime, Eqn (9) can be expressed in several limiting
forms in different ranges of acid concentration. The first
of these is at low acid concentrations where k2� k3 [Hþ]
and ðkE


H þ kZ
HÞ½Hþ� and the oximes are unprotonated so


that b/[Hþ]� (1þ a). Under these conditions, attack of
H2O on the protonated oximes is rate determining and
kobs is given by


kobs ¼
ðkE


H2O þ akZ
H2OÞ½Hþ�


b
ð12Þ


In this range the reaction is first order in acid concentra-
tion. At higher acid concentrations, there is a change in
rate-determining step from attack of water on the proto-
nated oxime to reaction of T0 along the k2 reaction path of
Scheme 2. Then ðkE


H þ kZ
HÞ½Hþ� is � k2 and the reaction


becomes independent of pH with rate constant given by


kobs ¼
k2ðkH2O þ akH2OÞ


bðkE
H þ kZ


HÞ
ð13Þ


With a further increase in acid concentration, the
oximes become protonated and b/[Hþ] becomes much
smaller than 1þ a. Under these conditions, kobs is ex-
pressed by Eqn (14) and shows an inverse dependence on
acid concentration.


kobs ¼
k2ðkE


H2O þ akZ
H2OÞ


ðkE
H þ kZ


HÞð1 þ aÞ½Hþ� ð14Þ


Finally, at the highest acid concentrations, the acid-
catalysed reaction of T0 to form aldehyde becomes im-
portant so that k3[Hþ]� k2 and Eqn (14) is modified to
Eqn (15) with kobs again independent of acid concentration:


kobs ¼
k3ðkE


H2O þ akZ
H2OÞ


ðkE
H þ kZ


HÞð1 þ aÞ ð15Þ


The slopes of plots of kobs versus [Hþ] or 1/[Hþ], or
indeed pH-independent values of kobs, implied by Eqns
(12)–(15) yield further information on microscopic rate
constants which may be evaluated from a best fit of Eqn
(9) to the experimental measurements. Values of a and b
and kE


H2O and kZ
H2O are available from analysis of the


isomerization measurements. Combination of Eqns (13)
and (14) indicates that k2/(kH


E þ kZ
E) is accessible from


measurements of kobs at low acid concentrations, whereas
combination of Eqns (14) and (15) implies that k2/k3 is
determinable at higher acid concentrations.


As with the isomerization reactions, there is one further
requirement for fitting of calculated to experimental
measurements, namely a knowledge of the acidity depen-
dences of rate and equilibrium constants in concentrated
acid solutions. As explained above and in more detail for
the hydrolysis of the oxime of 9-formylfluorene,5 this may
be expressed by replacing rate and equilibrium constants
k and Ka by k� 10m


�X and Ka� 10�m�X, where X is Cox
and Yates’s acidity parameter.13,14 This is illustrated by
Scheme 4 and Eqn (16), which was previously employed
for 9-formylfluorene oxime, for which the E- and
Z-tautomerism however was not taken into account and
single values of kH2O, kH and Ka were used.


Scheme 3


kobs ¼
ðkE


H2O þ akZ
H2OÞ � 10m�


2
Xðk2 þ k3 � 10m


�
4
X½Hþ�Þ


fðkE
H þ kZ


HÞ � 10m
�
3
X½Hþ� þ ðk2 þ k3 � 10m


�
4
X½Hþ�Þg 1 þ aþ b�10


�m�
1
X


½Hþ�


� � ð16Þ
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Equation (16) may be modified for the presence of
equilibrated E- and Z-isomers by replacing kH2O by
kE


H2O þ akZ
H2O, kH by kE


H þ kZ
H and Ka by b. Factoring the


equation into two parts corresponding to low acid (k2


rate-determining) and high (k3 rate-determining) acid
concentrations gives


At the highest acidities b� 10�m�
1
X/[Hþ] becomes


much smaller than 1þ a, reflecting complete protona-
tion of the oximes, and a plot of log kobs against X
has a limiting slope m�


2 þ m�
4 � m�


3 and intercept
k3ðkE


H2O þ akZ
H2OÞ=½ðkE


H þ kZ
HÞð1 þ aÞ� at X¼ 0 [(cf. Eqn


(15)].
Additional assignments of m� can be made in the same


manner as for the oxime of 9-formylfluorene.5 Thus m�
1


for protonation of an equilibrium mixture of p-methoxy-
benzaldehyde oximes can be taken as 1.14 as pre-
viously determined for the protonation of the E-isomer.
Following the same reasoning as for 9-formylfluorene
oxime, m�


4 is also taken as 1.14. Since the measured value
of m� in Fig. 2 is m�


2 þm�
4 �m�


3 ¼�0.38, we obtain
m�


2 �m�
3 ¼ � 1.52. If we assign m�


2 as � 0.58, as deter-
mined for the isomerization reaction above, we can
derive m�


3 ¼ 0.94 and then adjust k2/k3 and k2/(kE
H þ kZ


H)
to achieve a best fit of calculated to observed values of
kobs (In Ref. 5 the wrong signs are reported for m� values;
these should be m�


1 ¼ 0.9, m�
2 ¼�0.4, m�


3 ¼ 0.8 and
m�


4 ¼ 0.9). It is worth noting that the values of m�
2


and m�
3 are similar to those assigned arbitrarily on the


basis of measurement of m�
2 �m�


3 for 9-formylfluorene
oxime.5


The parameters k2/k3 and k2/(kE
H þ kZ


H) determine the
concentration of acid at which the change in rate-
determining step (corresponding to the change from
acid-catalysed to uncatalysed reaction) and the change
from the uncatalysed k2 pathway from T0 to products to
the acid-catalysed k3 pathway occur. As explained in the
earlier paper,5 the results are relatively insensitive to the
chosen values of m� except at high acid concentrations
where the value corresponds to m�


2 �m�
3 þm�


4 and to a
lesser extent at intermediate acid concentration (when the
k2 step is rate-determining) where the value is m�


2 �m�
3.


The value of m�
1, which refers to protonation of the oxime,


is well-defined by equilibrium measurements.
The fit of calculated to measured rate constants is


shown in Fig. 3. The derived values of rate constant


ratios k2/k3 and k2/(kH
E þ kZ


E) are 1.9 and 0.014, respec-
tively.


Equilibrium constants


The kinetic and equilibrium data derived from studies of
the protonation, isomerization and hydrolysis of the (E)-
and (Z)-oximes may be extended by combining them
with rate and equilibrium constants for attack of NH2OH
upon p-methoxybenzaldehyde in the reverse of the hy-
drolysis reaction. The latter measurements have been
reported by Calzadilla et al.9 They provide the rate


constant k¼ 7.77� 103
M
�1 s�1 for the acid-catalysed


reaction of NH2OH with p-methoxybenzaldehyde at
high pH (2–7) and the equilibrium constant Kadd¼ [T0]/
[NH2OH][aldehyde]¼ 1.8.


The rate constant k corresponds to a reaction in which
the carbinolamine T0 is formed in a pre-equilibrium
and undergoes rate-determining acid-catalysed dehy-
dration as shown in Scheme 5. The dehydration of T0


yields both (E)- and (Z)-oximes and the measured
rate constant may be expressed in terms of a sum of
rate constants kE


H þ kZ
H leading to the two products,


i.e. k¼ (kE
H þ kZ


H)Kadd. Since, as was shown above,
kZ


H=k
E
H ¼ 0.125, it is possible to dissect k into contri-


butions for formation of the individual oximes,
kE ¼ kE


HKadd ¼ 6:91� 103 and kZ¼ kZ
HKadd ¼ 8.64�


102
M
�1 s�1.


The values of kE and kZ may now be combined with
corresponding rate constants for the reverse hydrolysis
reaction, kE


H2O=K
E
a and kZ


H2O=K
Z
a . The latter rate constants


correspond to the acid-catalysed reaction at high pH
involving rate-determining attack of water on the pro-
tonated oximes. As we have seen, the values for the
two oximes are indistinguishable with kE


H2O=K
E
a =


kZ
H2O=K


Z
a ¼ 3.0� 10�2


M
�1 s�1. The ratios of rate con-


stants for the oxime-forming and hydrolysis reactions
give the equilibrium constants KE


ox and KZ
ox for oxime


formation from the aldehyde and hydroxylamine
(Kox¼ kKa/kH2O) as shown for the (E)-oxime in
Scheme 6 (in which k is replaced by kHKadd). The values
obtained are KE


ox ¼ 3.0� 105
M
�1 and KZ


ox ¼ 2.88�
104


M
�1. Expressed as negative logarithms, these become


pKE
ox ¼�5.36 and pKZ


ox ¼�4.46.


kobs ¼
k2ðkE


H2O þ akZ
H2OÞ � 10m


�
2
X


fðkE
H þ kZ


HÞ � 10m�
3
X½Hþ� þ k2g 1 þ aþ b�10


�m�
1
X


½Hþ�


� �þ
k3ðkE


H2O þ akZ
H2OÞ � 10ðm


�
4
þm�


2
�m�


3
ÞX


ðkE
H þ kZ


HÞ 1 þ aþ b�10
�m�


1
X


½Hþ�


� � ð17Þ


Scheme 4


Scheme 5
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In a previous paper, equilibrium constants for adduct
formation between a number of aldehydes and hydro-
xylamine, and for hydration and protonation of the
corresponding oximes, were compared with equilibrium
constants for hydration and protonation of the parent
aldehydes.5 For p-methoxybenzaldehyde an equilibrium
constant for hydration has been estimated as 3.6� 10�4


by Fastrez,15 and this fits reasonably well with free
energy correlations between equilibrium constants for
hydration of substituted benzaldehydes16 and for adduct
formation with hydroxylamine9 or HCN17 based on data
from the literature.


A value of pKa¼�4.0 was estimated for protonated p-
methoxybenzaldehyde based on the correlation of pKas of
substituted benzaldehydes, pKa¼�1.39�� 4.41 reported
by Sharif and Zalewski.18


DISCUSSION


Acid--base and tautomeric equilibria


The E- and Z-isomers of p-methoxybenzaldehyde were
prepared in the manner described in standard laboratory
texts.8 The E-isomer was obtained from reaction of
p-methoxybenzaldehyde with hydroxylamine. The Z-
isomer was precipitated as its hydrochloride salt by
bubbling dry HCl gas through a solution of the E-isomer
in diethyl ether. Equilibration of the isomers over 15 days
in CDCl3 gave a limiting ratio of 8:1 in favour of the E-
isomer (Scheme 7). This corresponds to a tautomeric
constant (expressed as its negative logarithm) of
pKT¼�0.90.


Hydrolysis and isomerization of the (E)- and (Z)-
oximes occur sufficiently slowly in aqueous acid for
pKas to be determined spectrophotometrically prior to
reaction. The values obtained are �0.55 for the E-isomer
and 0.80 for the more basic Z-isomer. When these are
combined with pKT¼�0.90 for the E–Z equilibrium, a
value of pK 0


T ¼ 0:25 for equilibration of the protonated
E- and Z-isomers (K 0


T ¼ [EHþ]/[ZHþ]) is obtained based
on the thermodynamic cycle shown in Scheme 8. This


means that protonation reverses the relative stabilities of
the isomers from [E]/[Z]¼ 8 to [EHþ]/[ZHþ]¼ 0.6.


It is not obvious why the Z-isomer is more stable in the
protonated form. Possibly the hydrogen attached to the
positively charged nitrogen atom is more exposed to
solvation. However, preliminary measurements for other
benzaldehyde oximes yield approximate pKas for proto-
nated E- and Z-isomers of �0.6 and �1.0, respectively,
for the unsubstituted compound and �1.4 and �1.6
for the m-chloro-substituted compounds (R. A. More
O’Ferrall and D. M. O’Brien, unpublished measure-
ments). In these cases the Z-isomer is less basic than
the E-isomer. Possibly electron donation from the meth-
oxy group helps relieve steric interaction between the N-
OH group and aromatic ring in the protonated form of the
Z-isomer of the methoxy substituted oximes (7$ 8). This
is speculative, but Satterthwait and Jencks found that the
Z-form of the imidate esters 4 and 5 was more basic than
the E-isomer (pKa¼ 8.0 compared with 6.5).12 Here also
there is potential for resonance between the iminium ion
and an oxygen substituent.


It is worth noting that the preferential precipitation
of the (Z)-hydrochloride by passing HCl through what
is presumably an equilibrating mixture of E- and Z-
substituted benzaldehyde oximes must reflect a lower
solubility of this isomer, rather than a higher concentra-
tion at equilibrium. There seems no obvious reason why
this isomer should be less stable in solution and the most
likely explanation would seem to be a greater stability or
ease of formation of the crystalline state.


Isomerization and hydrolysis reactions


Except at relatively low acid concentrations, isomeriza-
tion of the E- or Z-isomers of p-methoxybenzaldehyde
oximes may be observed to occur in competition with
their hydrolysis reactions. Although there is little differ-
ence in UV spectra between the isomers, a change in
absorbance is easily measurable provided the less stable
isomer is the reactant. Particularly large absorbance
changes are observed in the acid range 0.1–2.5 M when
the unprotonated E-isomer is converted to the protonated


Scheme 6


Scheme 7


Scheme 8
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form of the more basic Z-isomer with a change in �max


from 265 to 305 nm (Fig. 1).
The most important evidence that isomerization and


hydrolysis reactions share a common tetrahedral inter-
mediate, as shown in Scheme 1, comes from measure-
ments at low acidites in the pH range 1.5–4. Under these
conditions, hydrolysis occurs with rate-determining at-
tack of water on a low concentration of protonated oxime
and the reaction is acid catalysed. In this pH range, in
contrast to measurements at higher acidities, no isomer-
ization is observable. This is consistent with a shared
tetrahedral intermediate T0 for the two reactions and a
faster reaction expelling hydroxylamine than water from
the intermediate in the hydrolysis.


If this interpretation is correct, the rate of isomerization
should become faster than hydrolysis when the acid
concentration is increased to the pH at which there is a
change in rate-determing step in the hydrolysis reaction
from water attack on the protonated oxime to expulsion
of hydroxylamine from T0. Below this pH the isomeriza-
tion reaction should continue to be acid-catalysed while
the hydrolysis becomes independent of pH. This indeed is
what is observed, as is apparent from the pH profile in
Fig. 1 at pH� 1.


At pHs above that corresponding to the change in rate-
determining step for the hydrolysis reaction, it is note-
worthy that the acid-catalysed attack of water upon the
two oximes occurs, apparently coincidentally, with the
same rate constant. As the acid concentration is increased,
at sufficiently high acid concentrations, the isomerization
reaction ceases to be acid-catalysed and in principle also
becomes independent of pH. This reflects a change of
reactant from neutral to protonated oxime. Although the
pKas for the two oxime isomers differ (0.80 and �0.55),
separate inflections in the pH profile are not observed
because the isomerization is reversible and a sum of rate
constants is measured irrespective of which isomer is the
reactant. Strictly, the isomerization does not become fully
independent of acid concentration for reaction of the
protonated oximes because, as discussed above, the reac-
tion is subject to a rate-depressing medium effect at the
highest acid concentrations.


The acidity dependence of the hydrolysis reaction
represented by the lower correlation line in Fig. 2 is
similar to that of the previously studied hydrolysis of the
oxime of 9-formylfluorene.5 Below pH 1, where formation
of the tetrahedral intermediate ceases to be rate-determing,
the E- and Z-isomers are equilibrated prior to hydrolysis
and the acidity dependence of the reaction is similar to that


of the 9-formylfluorene oxime, for which equilibration of
isomers was assumed rather than observed.


Equilibria for hydrolysis and hydration


The above measurements lead to evaluation of a com-
prehensive set of rate and equilibrium constants for E-
and Z-reactants. This is so because it is possible to
measure (a) the equilibrium constant KT for isomeriza-
tion, (b) pKas for the two isomers and (c) separate values
of the rate constants (kH2O/Ka) for attack of water on the
protonated oximes. The values of kH2O/Ka are measured at
high pH where isomerization is presumed not to compete
with hydrolysis.


The measurements may be combined with those of
Calzadilla et al. for the reverse oxime forming reaction.9


Thus combination of the values of kH2O/Ka with rate
constants for the reverse rate-determining dehydration
of the carbinolamine intermediate to form (E)- and (Z)-
oximes as described above yields equilibrium constants
KE


ox and KZ
ox for oxime formation (Scheme 9).


Moreover, Calzadilla et al.’s measurement of the equi-
librium constant Kadd¼ 1.8 for formation of the adduct T0


between p-methoxybenzaldehyde and hydroxylamine9


may be combined with Kox and Ka for the appropriate
(E)- or (Z)-oxime to provide a network of equilibrium
constants consisting of thermodynamic cycles associated
with the formation, ionization and hydration of the
oxime. This network is shown [for the (E)-oxime] in
Scheme 10 with the equilibrium constants expressed as
negative logarithms (pKs) and the equilibria denoted by
single rather than double arrows to show the direction of
reactions to which the pKs refer.


Most importantly, the network of Scheme 10 extends
the measurement of a pKa for the protonated oxime to
yield a value of pKR and, characteristically, as a third arm
of this cycle, pKH2O, the equilibrium constant for hydra-
tion of the oxime. Analogous cycles have been exten-
sively considered for deprotonation and hydration of
carbocations.19


The equilibrium constants from Scheme 10 are shown
as pKs for E- and Z-isomers in Table 1. Corresponding
values for 9-formylfluorene, p-chorobenzaldehyde and
acetone oximes,5 and indeed O-methyl oximes of sub-
stituted benzaldehydes,3 have been similarly tabulated
(without separation of E- and Z-isomers). The equili-
brium constants KE


R and KZ
R may be used to dissect rate


constants kH and kH2O for the acid-catalysed conversion


Scheme 9
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of T0 to the respective protonated oximes and the reverse
hydration reactions (Scheme 11). This is possible because
individual values of kE


H2O and kZ
H2O are accessible from the


measurements at high pH for the hydrolysis reactions
where there is no competing isomerization. Values of kH


can then be derived as shown in Scheme 11. It may be
noted that kH and kH2O are the only rate constants
associated with oxime formation or hydrolysis which
depend on the configuration of the oxime.


This completes the set of rate and equilibrium con-
stants for the E- and Z-isomers of p-methoxybenzalde-
hyde oxime in Table 1. However, also included in the
Table are equilibrium constants pKa, pKR and pKH2O for
the analogous protonation and hydration of the parent
aldehyde as described in the thermodynamic cycle of
Scheme 12, together with rate constants for attack of
hydroxylamine on the aldehyde and its conjugate acid,
kNH2OH and k


0


NH2OH respectively.
Previous measurements of rate and equilibrium con-


stant for oximes have normally provided apparent values,
usually corresponding to equilibrated isomers. For ex-
ample, Koehler et al. measured pKas of oximes of sub-
stituted benzaldehydes in the presence of excess


hydroxylamine.20 For the p-methoxybenzaldehyde oxime
they obtained a value of �0.25, which may be compared
with our values of 0.80 and �0.55 for E- and Z-isomers,
respectively. Their value is close to the calculated value
of pKapp¼�0.15 predicted for an equilibrated mixture of
isomers where (1/Kapp¼ 1/KZ


a þ 1/KE
a ). It is possible that


the excess hydroxylamine (hydrochloride) contributed to
the equilibration.


The analysis in this paper shows that in principle
existing measurements may be dissected into E- and Z-
values if a limited number of additional measurements
are undertaken. However, they also suggest that the
p-methoxybenzaldehyde oxime presents a case of ex-
treme difference of E- and Z-isomers. Normally, there-
fore, there may be little advantage in dealing with single
rather than equilibrated isomers.


On the other hand, it should be noted that the condi-
tions under which the isomers are equilibrated are limited
to fairly acidic media (at least in the absence of buffers).
Some care in the interpretation of results for mixtures of
isomers is therefore required. Synthesis will usually yield
a single E, syn) isomer, which is also predominant in the
solution equilibrium between neutral isomers of aldox-
imes. A pKa measurement will yield a value for this
isomer therefore unless care is taken to ensure equilibra-
tion. Moreover, the hydrolysis rate constant at high pH
corresponding to attack of water on the protonated oxime
(kH2O/Ka) will refer to this isomer. Only at higher acid
concentrations, where the protonated oximes are the
reactants, will the isomers be likely to be equilibrated.
Of course, at an intermediate acid concentration isomer
equilibration and hydrolysis will occur at comparable
rates and the assumption made here, that either isomer-
ization is much faster than hydrolysis or that it does not
occur at all, will break down.


These considerations apply to the only other kinetic
studies of the hydrolysis of oximes known to us, namely
the oximes of 9-formylfluorene5 and acetophenone.21 It
has been mentioned already that the former hydrolysis
revealed no evidence of competing E–Z isomerization.
This was at least in part because the reaction was
monitored from formation of the hydrolysis product
rather than disappearance of isomeric reactants. Only
where isomerization occurred at a rate comparable to
hydrolysis would its influence have been detectable.
Particularly if the reactant (E) isomer was faster reacting
this would easily have escaped detection. Minor discre-
pancies in fitting observed to calculated rate constants in


Scheme 10


Table 1. Rate and equilibrium constantsa for hydration and
protonation of p-methoxybenzaldehyde and its (E)- and (Z)-
oximes


Parameter (E)-Oxime (Z)-Oxime Aldehyde


pKH2O 4.20 5.10 3.4b


pKa �0.55 0.80 �4.0c


pKR 3.65 5.90 �0.6
pKox �4.46 �5.36
pKadd �0.26d


kH 3.8� 103 4.8� 102


kH2O(s� 1) 4.8� 10� 3 0.106
kNH2OH 7.76� 103


k0NH2OH 6.0� 105e


a Units of rate constants M
�1 s�1 except as indicated.


b Ref. 15.
c Extrapolated from data in Ref. 18.
d Ref. 9.
e Rate constant for attack of NH2OH on protonated aldehyde. An incorrect
value for the corresponding rate constant for NH2OMe was given as
1.1� 108 in Ref. 5 by not recognizing that kH2O was the rate-determining
step in the reaction considered.


Scheme 11


Scheme 12
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acetate and hydroxylamine buffers5 may, however, have
arisen from this source.


Despite the complexity of the above analysis, we
believe that the present paper clarifies the influence of
E–Z isomerization on the hydrolysis (and formation) of
oximes and offers a straightforward guide to analysing
when and how the existence of isomers may be taken into
account in the interpretation of existing or new kinetic
and equilibrium measurements.


EXPERIMENTAL


Spectrophotometric measurements made use of Phillips
PU8600, Perkin-Elmer Hitachi 124 and Genesys 2PC
UV–visible spectrophotometers. Measurements of pH
were made with a Metrohm 744 pH meter and NMR
spectra were recorded on a Jeol JNM-GX270 instrument.


The (E)- and (Z)-p-methoxybenzaldehyde oximes were
prepared as described previously and were recrystallized
from petroleum spirit (b.p. 40–60 �C) to give white,
needle-like crystals. They showed the characteristically
different chemical shifts for the CH hydrogen of the
oxime group, � 8.13 for the E-isomer and � 7.26 for the
Z-isomer.


Values of the pKas for the two isomers were based on
UV absorbance measurements at �max¼ 305 nm for the
E-isomer and �max¼ 302 nm for the Z-isomer. The ex-
tinction coefficients at these wavelengths were found to
be the same, with "¼ 1.6� 104. Measured absorbances at
the indicated concentrations of perchloric acid for the E-
isomer were as follows: 0.075, 0.061 M; 0.10, 0.122 M;
0.335, 0.451 M; 0.50, 0.722 M; 0.64, 0.902 M; 0.855,
1.13 M; 0.850, 1.22 M; 0.965, 1.32 M; 1.09, 1.50 M; 1.52,
2.23 M; 1.71, 2.63 M; 1.78, 3.01 M;1.87, 3.38 M. Corre-
sponding absorbances and acid concentrations for the Z-
isomer were as follows: 0.250, 0.01 M; 0.715, 0.059 M;
0.725, 0.075 M; 0.875, 0.104 M; 1.34, 0.232 M; 1.51,
0.293 M; 1.44, 0.301 M; 1.54, 0.383 M; 1.68, 0.439 M;
1.78, 0.754 M; 1.85, 0.928 M. For the E-isomer the pKa


was determined from a plot of calculated pKa values
(Ka¼ [Hþ](Aa�A)/(A�Ab), where A is the measured
absorbance at the appropriate value of [Hþ] and Aa¼ 2.0
and Ab¼ 0.22 are limiting absorbances at high and low
acidities for a substrate concentration of 1.3� 10�4


M)
against the solvent acidity parameter X as shown in Fig. 1.
The pKa¼�0.55 in water corresponds to the intercept of
the plot at X¼ 0; the slope of the plot m*¼ 1.14. For the
Z-isomer the pKa was determined in the same way with
Aa¼ 2.04 and Ab¼ 0.035, but in the dilute acid concen-
tration range studied (0.01–0.93 M) departures from the
aqueous value of the pKa (¼ 0.80) were small.


Kinetic measurements were carried out by conven-
tional methods. Stock solutions 	10�2


M in (Z)- or (E)-
oximes were prepared in acetonitrile or methanol and


kinetic measurements were initiated by injection of
20ml of stock solution into 2 ml of aqueous perchloric
acid or chloroacetic acid buffer contained in the thermo-
statted cell compartment of a spectrophotometer. Rate
constants for hydrolysis of the oxime were monitored
from the limiting rate of increase in absorbance of the p-
methoxybenzaldehyde product at 285 nm (�max). Rate
constants for isomerization were usually measured start-
ing with the E-isomer because in the acid concentration
range studied the Z-isomer (and usually the E-isomer)
was fully protonated and the protonated Z-isomer was the
most stable species. Because the spectra for the isomers-
were similar, it was important that measurements of rates
of isomerization should maximize the change in absor-
bance by starting with the less stable form.


Equilibration of (E)- and (Z)-oximes was carried out
over 8 days in CDCl3. The relative concentrations of the
two isomers was determined from the intensities of the
CH——N proton peaks as 8:1 in favour of the E-isomer. It
was assumed that this equilibrium was not significantly
affected by changing the solvent from chloroform to water.


REFERENCES


1. Jencks WP. Prog. Phys. Org. Chem. 1964; 2: 63–128; Jencks WP.
Catalysis in Chemistry and Enzymology. McGraw-Hill: New
York, 1969.


2. Reiman JE, Jencks WP. J. Am. Chem. Soc. 1966; 86: 3973–3982;
Jencks WP. J. Am. Chem. Soc. 1959; 81: 475–481.


3. Rosenberg S, Silver SM, Sayer JM, Jencks WP. J. Am. Chem. Soc.
1974; 96: 7986–7998.


4. Sayer JM, Pinsky B, Schonbrunn A, Washtien W. J. Am. Chem.
Soc. 1974; 96: 7998–8009; Sayer JM, Conlon P. J. Am. Chem. Soc.
1980; 102: 3592–3600.


5. More O’Ferrall RA, O’Brien DM, Murphy DG. Can. J. Chem.
2000; 78: 1594–1612.


6. Karabatsos GJ, Taller RA. Tetrahedron 1968; 24: 3347–3360.
7. Finch P, Merchant ZM. J. Chem. Soc., Perkin Trans 2 1982; 199–


203.
8. Vogel AI. Practical Organic Chemistry. Longman: London, 1961.
9. Calzadilla M, Malpica A, Cordova T. J. Phys. Org. Chem. 1999;


12: 708–712.
10. Holloway CE, Vuik CPJ. Tetrahedron Lett. 1979; 12: 1017–1020.
11. Cocivera M, Fyfe CA, Effio A, Vaish SP, Chen HE. J. Am. Chem.


Soc. 1976; 98: 1573–1578.
12. Satterthwait AC, Jencks WP. J. Am. Chem. Soc. 1974; 96: 7045–


7052.
13. Cox RA, Yates K. Can. J. Chem. 1981; 59: 2116–2124; Cox RA.


Adv. Phys. Org. Chem. 2000; 34: 1–66.
14. Bagno A, Scorrano G, More O’Ferrall RA. Rev. Chem. Intermed.


1987; 7: 313–352.
15. Fastrez J. J. Am. Chem. Soc. 1977; 99: 7004–7013.
16. Guthrie JP. J. Am. Chem. Soc. 2000; 122: 5529–5538.
17. Wei-Mei C, Kallen RG. J. Am. Chem. Soc. 1978; 100: 6119–6124.
18. Shariff MR, Zalewski RI. Bull. Acad. Pol. Sci. 1982; 29: 385–391.
19. Richard JP, Rothenburg MEE, Lin S-S, O’Donoghue AC, Toteva


MM, Tsuji Y, Williams KB. Adv. Phys. Org. Chem. 2000; 34: 67–
115; MacCormac AC, McDonnell CM, More O’Ferrall RA,
O’Donoghue AC, Rao SN. J. Am. Chem. Soc. 2002; 124: 8575–
8583.


20. Koehler K, Sandstrom W, Cordes EW. J. Am. Chem. Soc. 1964;
80: 2413–2419.


21. Gregory BJ, Moodie RB. J. Chem. Soc. B 1970; 862–866.


640 R. A. MORE O’FERRALL AND D. O’BRIEN


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 631–640








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2004; 17: 174–179
Published online in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/poc.710


Regio- and stereochemistry of Michael addition
of methanol to Thiele’s ester
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ABSTRACT: Acid-promoted esterification of Thiele’s acid with methanol was found to afford three products. In
addition to the expected major product (i.e. the corresponding dimethyl ester, 2a), two minor products are obtained,
one of which, 3, results from subsequent Michael addition of methanol to the norbornene C——C double bond in 2a.
Analysis of its one- and two-dimensional NMR spectra indicates that this minor product possesses structure 3a in
which the (C-5)—OCH3 and (C-6)—CO2CH3 bonds are exo and endo, respectively. This conclusion is reinforced by
the results of thermodynamics calculations and associated chemical shift calculations. In addition, theoretical analysis
of competing transition states for Michael addition of methanol to 2a suggests that exo approach of methanol towards
the (C-5)——(C-6) double bond in the substrate is preferred kinetically over the corresponding endo reaction pathway.
Copyright # 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


A century ago, Thiele reported that carbonation of
sodium cyclopentadiene affords a dicyclopentadienedi-
carboxylic acid, C14H16O4 (1, Scheme 1), which subse-
quently became widely known as ‘Thiele’s acid’.1


Esterification of this compound with methanol affords
the corresponding dimethyl ester, 2a, whose structure has
been established unequivocally via chemical2 and spec-
troscopic3 methods. In recent years, we have utilized
Thiele’s acid as a precursor to functionalized pentacy-
clo[5.3.0.02,5.03,9.05,8]decanes and related compounds.4


Recently, we observed that the formation of 2a via
acid-promoted esterification of 1 is accompanied by the
formation of two minor products in low yield. One of
these is a monoester, which possesses either structure 2b
or 2c (Scheme 1). Elucidation of the structure of this
compound was not pursued in the present study. The 1H
NMR spectrum of the other minor product, 3, indicates
that it contains three OCH3 groups (� 3.26, 3.64 and
3.74 ppm), a result which suggests that addition of
methanol to one of the two C——C double bonds in 1
and/or 2 may have occurred during esterification. This
conclusion is reinforced by the observation that the


product, 3, contains only one vinyl proton absorption (�
6.63 ppm, area 1H).


It seems likely that the formation of 3 might have
proceeded via conjugate addition of methanol to one of
the two C——C double bonds in protonated Thiele’s ester
(i.e. via Michael addition). A related observation has
been reported in the esterification of 1 using dimethyl
sulfate.5 However, the proposed product is invalid since
the correct structure for Thiele’s ester was unknown at the
time. Thus, compound 3 possesses either gross structure
3a or 3b (Scheme 1), with the stereochemistry of each of
the individual C—OCH3 and C—CO2CH3 bonds re-
maining to be determined in either case.


Here, we describe the results of 1H and 13C NMR
studies that permit the assignment of the detailed struc-
ture of compound 3 as being 3a rather than 3b. Analysis
of the NMR spectra of 3a permits the assignment of the
stereochemistry of each of the individual C—OCH3 and
C—CO2CH3 bonds to be made. In addition, the mechan-
ism of formation of 3a from 2a has been probed by
application of quantum chemical calculations, the results
of which are described in detail below.


COMPUTATIONAL METHODS


Density functional calculations (B3LYP/6–31G*) were
carried out with Gaussian 98.6 The structures and en-
ergies (Table 1) of the possible Michael addition products
were calculated with the molecular mechanics MMX
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force field (PCMODEL) (the MMX force field is a
modified version of the MM2 force field; Serena
Software, Bloomington, IN, USA). Earlier work has
established the suitability of this method for geometries
adequate for NMR shielding calculations.7


In modeling the acid-catalyzed addition of methanol,
Thiele’s ester was replaced by methyl 2-norbornene
carboxylate in the interest of conserving CPU time. At
the B3LYP/6–31 G* level, the QST3 method8 provided
satisfactory transition-state structures (TSs) for both the
exo and endo additions to the double bond. In order to
avoid contamination of the computational results by basis
set superposition error (BSSE),9 the total energy of the
combined reactants approaching one another in the man-
ner shown in 4 (Fig. 1) was optimized. The energy thus
determined was 1.9 kcal mol�1 (1 kcal¼ 4.184 kJ) below
that of the sum of the individual components.


Furthermore, the calculated C——C and C—CO2CH3


bond lengths were found to be the same as the corre-
sponding bond lengths in the isolated cation structure.
Since these bond lengths change with the approach of the


methanol molecule toward C-5 in the substrate, this result
suggests that there is little or no interaction between
reactants in the initial reaction geometry depicted as 4
(Fig. 1). Frequency calculations were carried out and the
energies for pertinent species were ascertained at 338 K,
the boiling-point of methanol. Solvent corrections to the
energies were carried out by the polarized continuum
model.10 The solvent dielectric constant was approxi-
mated from the values for methanol ("¼ 32.6 D) and
sulfuric acid ("¼ 100.0 D) on the assumption of a linear
relationship between " and the weight fractions of the
components. The result was "¼ 44.0 D.


Results of thermodynamic calculations


Michael addition of methanol to Thiele’s ester (2a)
potentially can produce as many as eight �-methoxy
ester products. These esters are represented in Table 1
along with their respective MMX-calculated heats of
formation (�Hf) in kcal mol�1.


By assuming that the acid-catalyzed Michael addition
is a reversible process, it is clear from the data in Table 1
that the addition across the C(5)—C(6) double bond
leads to the thermodynamically preferred set of isomers.
Furthermore, it is evident from these computational
results that 5-endo-6-endo-3a can be removed from
further consideration, as can the entire 3b series.


Table 1. MMX heats of formation for the eight possible
products that potentially can result via Michael addition of
methanol to 2a


�Hf �Hf


Structure (kcal mol�1) Structure (kcal mol�1)


5-exo-6-exo-3a �188.1 2-exo-3-exo-3b �160.7
5-exo-6-endo-3a �183.3 2-exo-3-endo-3b �171.5
5-endo-6-exo-3a �191.0 2-endo-3-exo-3b �169.6
5-endo-6-endo-3a �178.7 2-endo-3-endo-3b �162.6


Figure 1. Initial orientation of reactants, methanol and
methyl 2-norbornenecarboxylate (4). The transition state
formed via exo attack of methanol upon the substrate is
depicted in 5a; the corresponding transition state formed via
endo attack of methanol upon the substrate is depicted in
5b


Scheme 1
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NMR analysis of minor reaction product 3


NMR spectral characterization of 3 (numbering system
shown in Scheme 2) begins with a DEPT spectrum to
locate the two methylene carbons at � 30.8 and 40.1. The
former is clearly C-1, since the bridging methylene
carbons in substituted norbornanes are substantially
further downfield.11 A three-bond correlation between
C-1 and the proton at � 6.63 (H-3) in the HMBC spectrum
and the complementary correlation between C-3 at �
142.4 and the geminal protons at � 2.28 (H-1x) and
2.42 (H-1y) establish the allylic system in this ring.
HMBC correlations for the conjugated carbonyl carbon
at � 165.1 with both H-3 and the methyl protons at � 3.74
confirm the chemical shifts for the carbomethoxy sub-
stituent.


Scheme 2


Analysis of the COSY spectrum allows the assign-
ments of H-3a at � 3.30 through its vicinal coupling with
H-3 and of H-1a at � 2.70 through its vicinal couplings
with H-1x and H-1y. These assignments are supported by
HMBC correlations between the carbon at � 136.4 (C-2)
and both H-1a and H-3a. The chemical shifts for C-1a
(� 41.3), C-3a (� 51.46) and C2—CO2CH3 (� 51.42)
follow from the HMQC spectrum. Comparing the carbon
chemical shifts for the cyclopentene ring and the attached
carbomethoxy group in 3a with the corresponding carbon
chemical shifts in Thiele’s ester3 reveals an agreement
within 2 ppm at every position. Clearly, the attack by
methanol occurs at C-5 rather than C-3 of Thiele’s ester.


The bridging methylene carbon at � 40.1 and the
attached protons H-8s and H-8a are easily identified
using the HMQC spectrum. Three-bond correlations of
the proton at � 1.79 with both C-1a and C-3a (but not C-5
or C-6) identify this absorption as H-8s, as observed
previously in the long-range HETCOR spectrum of
Thiele’s ester.3 On the same basis, three-bond correlations
of the proton at � 1.46 (H-8a) with the carbons absorbing
at � 80.2 and 53.8 serve to identify C-5 and C-6,
respectively, with the former at lower field owing to the
deshielding effect of the attached methoxy substituent.


Assignments of H-5 at � 3.75 and H-6 at � 2.58 follow
from analysis of the HMQC spectrum. HMBC correla-
tions for the non-conjugated carbonyl carbon at � 172.8
with both H-5 and the methyl protons at � 3.64 confirm
the carbomethoxy group attached at C-6. The ether
function attached at C-5 is assigned from the HMBC


correlation of H-5 with the methyl carbon at � 56.1 and
the complementary correlation of the methyl protons at �
3.26 with C-5.


The only remaining unidentified positions are the
bridgehead carbons and protons. These are distinguished
by a vicinal coupling between H-1a and the proton at �
2.78 (H-7) and also a vicinal coupling between H-3a and
the proton at � 2.61 (H-4). The associated carbons absorb
at � 43.6 (C-7) and 44.9 (C-4). The assignments are
supported by three-bond HMBC correlations of H-7 with
C-5, C-4 and C-3a and of H-4 with C-6, C-7 and C-1a.


Stereochemistry at the C5—C6 bond is evidenced
clearly by the presence of ‘W-coupling’12 between H-5
and H-8a and the absence of a ‘W-coupling’ of H-5 with
H-3a. These observations require that H-5 be situated
endo. Similarly, the exo stereochemistry of H-6 is estab-
lished by its ‘W-coupling’ with H-1a and the absence of a
‘W-coupling’ with H-8a. Additional support is provided
by the HMBC spectrum, which exhibits a three-bond
cross peak for C-8 and H-5 but not for C-8 and H-6. The
trans relationship between H-5 and H-6 is also evident
from the magnitude of the vicinal coupling constant, i.e.
3.4 Hz. Hence the methoxy group at C-5 is exo and the
carbomethoxy group at C-6 is endo. Tables 2 and 3 give a


Table 2. Proton and carbon chemical shifts for a 5% (v/v)
solution, CDCl3 solvent, in ppm vs internal tetramethylsilane


Proton Chemical shift Carbon Chemical
position (multiplicity) position shift


1a 2.70 (ddddd) 1a 41.3
1x 2.28 (dddd) 1 30.8
1y 2.42 (dddd) 2 136.4
3 6.63 (multiplet) 3 142.4
3a 3.30 (multiplet) 3a 51.46
4 2.61 (broad d) 4 44.9
5 3.75 (dd) 5 80.2
6 2.58 (broad t) 6 53.8
7 2.78 (multiplet) 7 43.6
8a 1.46 (dddd) 8 40.1
8s 1.79 (ddd) C2—CO2CH3 165.1
C2—CO2CH3 3.74 (s) C2—CO2CH3 51.42
C6—CO2CH3 3.64 (s) C6—CO2CH3 172.8
C5—OCH3 3.26 (s) C6—CO2CH3 51.56


C5—OCH3 56.1


Table 3. Proton–proton coupling constants


Coupling |J| (Hz) Coupling |J| (Hz)


1a–1x 2.9 3a–4 5.8
1a–1y 10.3 4–8a 1.3
1a–3a 10.3 4–8s 1.6
1a–6 0.9 5–6 3.4
1a–7 4.3 5–8a 1.7
1x–1y 18.3 6–7 4.4
1x–3 1.7 7–8a 1.3
1x–3a 3.5 7–8s 1.6
1y–3 2.6 8a–8s 10.0
1y–3a 2.6
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summary of the chemical shifts and coupling constants
discussed above.


Confirming the above results, the three structures of
lowest energy in Table 1 were used to calculate the
isotopic magnetic shielding (GIAO method13) deter-
mined at the BPW91/6–311þþG**8c//MMX level of
theory. The same calculation was carried out for Thiele’s
ester. The values obtained for Thiele’s ester were plotted
against the experimental carbon chemical shift values3


following the procedure of Forsyth and Sebag.14 Exam-
ination of the linear least-squares plot revealed a correla-
tion coefficient of 1.000. Comparison of the calculated
carbon chemical shifts for the 5-exo-6-exo-3a and 5-
endo-6-exo-3a isomers with the experimental values for
the observed reaction product (3) gave average deviations
of �3.7 and �2.9 ppm, respectively, and correlation
coefficients of 0.9955 and 0.901, respectively. Both plots
showed several carbons well removed from the least-
squares correlation line. In contrast, the average chemical
shift deviation for the 5-exo-6-endo-3a gave a correlation
coefficient of 0.9990 and an average deviation of
�2.0 ppm, confirming the experimental analysis as cor-
rect. A comparison of the experimental and calculated
chemical shifts is given in Fig. 2.


RESULTS AND DISCUSSION


The starting point for the TS calculations is shown as 4 in
Fig. 1; the TS for exo attack is given as 5a and for endo
attack as 5b. The sense of the imaginary vibrations is
shown as double-headed arrows in Fig. 1 and correspond to


the expected bond-making process. The energies for all
pertinent structures corrected to the dielectric constant of
methanol–sulfuric acid solvent mixture are given in Table 4.


The overall reaction was assumed to form the �-
methoxy ester 3. The calculated activation enthalpies
corrected for temperature and solvent effects for the
formation of 5-exo-6-endo-3a and 5-endo-6-exo-3a are
4.5 and 9.4 kcal mol�1, respectively. The calculated
energy difference, 4.9 kcal mol�1, is consistent with the
structure for the product formed via Michael addition of
methanol to 2a, as arrived at by detailed consideration of
the NMR spectra of the isolated product (see above).


CONCLUSION


In addition to Thiele’s ester (2a), acid-promoted
esterification of Thiele’s acid with methanol has been
found to afford a minor reaction product, 3, which results
from subsequent Michael addition of methanol to the
norbornene C——C double bond in 2a. Analysis of the
one- and two-dimensional NMR spectra of this minor
product suggests that its structure is 3a, i.e. the isomer in
which the (C-5)—OCH3 and (C-6)—CO2CO3 bonds are
exo and endo, respectively. This conclusion receives
strong support from the results of 13C chemical shift
calculations and also from an evaluation of competing
transition states for Michael addition of methanol to
methyl 2-norbornencarboxylate.


EXPERIMENTAL


Melting-points are uncorrected. High-resolution mass
spectral data reported here were obtained by Professor
J. S. Brodbelt at the Mass Spectrometry Facility at the
Department of Chemistry and Biochemistry, University
of Texas at Austin, by using a ZAB-E double-sector high-
resolution mass spectrometer (Micromass, Manchester,
UK) that was operated in the chemical ionization (CI)
mode. Elemental microanalytical data were determined
at M-H-W Laboratories, Phoenix, AZ, USA.


Figure 2. Experimental and (calculated) C-13 chemical
shifts for 5-exo-6-endo-3a


Table 4. B3LYP/6–31G* energies corrected to the solvent
dielectric constant and temperature of the solvent


Compound B3LYP/6–31G*
energy (hartree)


Methyl 2-norbornenecarboxylate
reactants (4, Fig. 1) �616.474824
Transition state for exo approach �616.467647
by methanol (5a, Fig. 1)
Transition state for endo approach �616.459820
by methanol (5b, Fig. 1)
5-exo-6-endo-3a (Michael addition product) �616.097964
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Carbonation of sodium cyclopentadienide.1,15 Sodium
sand was prepared by refluxing a suspension of Na
(28.0 g, 1.2 mol) in toluene under argon for 1.5 h. The
reaction vessel was cooled rapidly to 0 �C via immersion
in an ice–water bath. Toluene was decanted under argon
and was replaced with dry THF (250 ml). To the reaction
vessel maintained at 0 �C was added dropwise with
stirring under argon freshly cracked cyclopentadiene16


(80.0 g, 1.3 mol) over 1 h. After addition of cyclopenta-
diene had been completed, the external ice–water bath
was removed and the reaction mixture was allowed to
warm gradually to ambient temperature while stirring
overnight. The reaction mixture then was poured rapidly
over crushed dry-ice (500 g, 11.3 mol), and the resulting
mixture was allowed to stand at ambient temperature for
3 h. The reaction mixture was diluted with water (150 ml)
and the resulting mixture was acidified by addition of 6 N


H2SO4 (180 ml). The precipitated reaction product (crude
Thiele’s acid)1,15 was collected by suction filtration and
then air-dried. The crude product, a tan solid (65.0 g,
58%), was used as obtained, without additional purifica-
tion or characterization.


Esterification of the crude reaction product obtained via
carbonation of sodium cyclopentadienide. A solution of
crude Thiele’s acid (20.0 g, 102 mmol), prepared as
described above, in MeOH (100 ml) was placed in a
250 ml round-bottomed flask. This solution was heated
to 50 �C, then concentrated H2SO4 (8 ml) was added
dropwise. After the addition of H2SO4 had been com-
pleted, the resulting mixture was refluxed overnight. The
reaction mixture was concentrated in vacuo, and the
residue was neutralized via careful addition of saturated
aqueous NaHCO3 (50 ml). The resulting aqueous suspen-
sion was extracted with EtOAc (2� 100 ml). The com-
bined organic extracts were dried (Na2SO4) and filtered,
and the filtrate was concentrated in vacuo. The residue
was purified via column chromatography on silica gel by
eluting with 25% EtOAc–hexane. Workup of the first
chromatographic fraction thereby obtained afforded pure
Thiele’s ester (2a, 8.0 g, 46%) as a colorless microcrystal-
line solid: m.p. 85 �C (lit.1b,17 m.p. 85 �C); IR (KBr) 2980
(s), 2953 (s), 2872 (m), 2672 (w), 2573 (w), 1714 (s),
1437 (s), 1277 (s), 1250 (m), 1082 (s), 733 cm�1 (s). The
1H and 13C NMR spectra of the material thereby obtained
were essentially identical with the corresponding spectra
reported previously for Thiele’s ester.3


Continued elution of the chromatographic column
afforded a second fraction. Workup of this fraction
afforded 3a (1.0 g, 4%) as a colorless microcrystalline
solid: m.p. 106–107 �C; IR (KBr) 2953 (m), 2361 (w),
1720 (s), 1629 (w), 1437 (m), 1273 (s), 1094 cm�1 (s).
Proton and 13C NMR data for 3a are given in Tables 1 and
2. Exact mass (CI HRMS): calcd for C15H20O5, [MrþH]þ


m/z 281.1389; found, [MrþH]þ m/z 281.1391.
Continued elution of the chromatographic column


afforded a third fraction. Workup of this fraction afforded


2 (i.e. either 2b or 2c, 200 mg, 1%) as a colorless
microcrystalline solid: m.p. 120–121 �C; IR (KBr) 2980
(m), 2953 (m), 2872 (sh, m), 1714 (vs), 1699 (vs), 1437
(s), 1277 (vs), 1082 (s), 733 cm�1 (s); 1H NMR (CDCl3),
� 1.40 (AB, JAB¼ 11.2 Hz, 1 H), 1.65 (AB, JAB¼ 11.2 Hz,
1 H), 1.90–2.10 (m, 1 H), 2.40–2.60 (m, 1 H), 2.90–3.10
(m, 1 H), 3.10–3.20 (m, 1 H), 3.30–3.40 (br s, 1 H), 3.40–
3.60 (m, 1 H), 3.70 (s, 3 H), 6.45–6.55 (m, 1 H), 6.80–
6.90 (m, 1 H); 13C NMR (CDCl3), � 33.1 (t), 41.5 (d),
47.1 (d), 47.8 (d), 51.3 (t), 52.0 (q), 54.9 (d), 138.1 (s),
139.3 (s), 145.8 (d), 147.7 (d), 165.9 (s), 170.3 (s). Exact
mass (CI HRMS): calcd for C13H14O4, [MrþH]þ m/z
235.0970; found, [MrþH]þ m/z 235.0968.


NMR spectra. NMR spectra were acquired by using a 5%
solution in CDCl3 at 25 �C with a Varian INOVA 400
spectrometer operating at 399.968 MHz for 1H and
100.581 MHz for 13C. Chemical shifts were referenced
to 0.1% internal TMS. In the 1H NMR experiments, the
spectral width was 3200 Hz, number of data points 38 400
with zero-filling to 64 K, acquisition time 6.0 s, relaxation
delay 5.0 s and number of transients¼ 8. In the 13C NMR
experiments, the spectral width was 25 000 Hz, number of
data points 60 000 with zero-filling to 64 K, acquisition
time 1.2 s, relaxation delay 2.0 s and number of transients
10 000. In the COSY experiment, the spectral range was
3200 Hz in both directions, acquisition time 0.32 s, re-
laxation delay 3.0 s. A total of 533 increments were
collected with 32 transients per increment and processed
as a 2 K� 2 K matrix. In the HMQC18 experiment, the
spectral ranges were 3200 Hz (1H axis) and 15 000 Hz
(13C axis), acquisition time 0.32 s, relaxation delay 0.9 s.
A total of 2� 373 increments were collected with 16
transients per increment and processed as a 2 K� 2 K
matrix. In the gradient HMBC19 experiment, the spectral
ranges were 3200 Hz (1H axis) and 15 000 (13C axis),
acquisition time 0.32 s, relaxation delay 1.4 s. A total of
373 increments were collected with 16 transients per
increment and processed as a 2 K� 2 K matrix.
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ABSTRACT: Conformational equilibria of N,N-diethyl-�-alanine were estimated from vicinal proton–proton
coupling constants between the —CH2—CH2— group in protic and aprotic solvents of different polarities.
�-Alanine was similarly studied in dimethyl sulfoxide (DMSO). In general, the results for both substances correspond
fairly well with those reported earlier for �-alanine in neutral and acidic aqueous solutions. There appeared to be little
conformational preference for N,N-diethyl-�-alanine in any of the solvents used, ranging from water to dichloro-
methane. The exception was a moderate preference (66–73%) for the trans conformer displayed by the conjugate base
of N,N-diethyl-�-alanine in all of the solvents studied. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: N,N-diethyl-�-alanine; �-alanine; conformation; solvent


INTRODUCTION


In research reported earlier, it was found that �-alanine
(1a–c as the dipolar ion) and many of its derivatives and
analogs showed little preference beyond the statistical
proportions in water solution for the gauche or the trans
conformation, whether as conjugate acids, dipolar ions or
conjugate bases as measured by NMR vicinal couplings.1


Even such compounds as N,N,N-trimethyl-�-alanine 2 (as
the dipolar ion) appear to exist fairly close to statistical
conformational equilibrium, despite the fact that N,N,N-
trimethylammonium group might be regarded as a rela-
tively large group with respect to steric hindrance.1


Indeed, 1-(N,N,N-trimethylammonium)-3,3-dimethylbu-
tane is regarded as being essentially the standard for
favorableness of trans conformations.2 This behavior of
2 was rationalized by recalling that the rotational barrier
of nitromethane is much lower than that of ethane
[0.8 kcal mol�1 (1 kcal¼ 4.184 kJ)3,4], most likely be-
cause, in nitromethane, there is a threefold CH3 substi-
tuent rotating opposite to a twofold NO2 substituent,
corresponding to the substitution pattern for 2.1 Although
the situation for 2 does not involve rotation about directly
attached substituents, one can expect generally that
bringing a planar carboxylic acid group up edgewise to
a tetrahedral trimethylammonium group will not be as


likely to have the same direct eclipsed interactions at
close distances as would be the case for two staggered
tetrahedral groups.


A further point with �-alanine is that the change in the
conformational equilibrium was found to be small both
with temperature and with solvent dielectric constant.1


A serious problem with 1 is that it has low solubility in
non-polar solvents and we have been unable to extend the
measurements of the conformational equilibria of this
substance to less polar solvents than methanol or di-
methyl sulfoxide and, in the latter solvent, concentrations
of only about 0.004 M could be attained at ambient
temperatures. Scouting experiments showed that N,N-


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 418–422


*Correspondence to: J. D. Roberts, Gates and Crellin Laboratories of
Chemistry, California Institute of Technology, Pasadena, California
91125, USA.
E-mail: robertsj@caltech.edu
Contract/grant sponsors: Petroleum Research Fund; Summer Under-
graduate Research Fellowship Program; E. I. Du Pont Company;
Merck and Company; Dr & Mrs Chester M. McCloskey; Camille
and Henry Dreyfus Foundation.







diethyl-�-alanine (3a–c as the dipolar ion) had little
conformational preference in water and, because this
substance is soluble in many non-polar solvents, we have
surveyed its conformational preferences in several less
polar, protic and non-protic solvents.


EXPERIMENTAL


N,N-Diethyl-�-alanine was purchased as the hydrochlor-
ide and converted to the neutral dipolar form by shaking
an aqueous solution with a suspension of Amberlite
IRA-440C and then removing the water under reduced
pressure. �-Alanine was commercial material and used
without further purification.


The 1H NMR spectra were taken of �0.05 M solu-
tions of 3 and �0.04 M solutions of 1 with 300 and
500 MHz spectrometers at ambient temperature. Many of
the 300 MHz spectra of 3 had overlapping lines and
500 MHz spectra were required to measure or confirm
the shifts and couplings obtained, or that were unattain-
able, at 300 MHz. In many solvents, the hydrogen on
nitrogen of the dipolar form of 3 did not often give a
recognizable signal, because of (1) rapid intermolecular
proton exchange, (2) proton–deuterium exchange with
the solvent, (3) rapid quadrupolar relaxation induced by
14N or (4) complex splitting of the proton resonance with
the three adjacent CH2 groups. The presence of this
proton on nitrogen, when exchange was slow (whether
deuteriated or not), was easily visible by display of
diastereotopic shifts and splittings of the N,N-diethyl
methylene protons but not, of course, those of the �-
methylene group of 3.


Spectra of 3 were taken at the ambient acidity gener-
ated when the substance was dissolved in the various
solvents. Solutions of the conjugate acids of 3 were
obtained by adding excess trifluroacetic acid, and the
conjugate bases were generated by adding a 2 : 1 excess
of tetrabutylammonium cyanide,5 except in water where
excess NaOD or DCl was added to solutions of 3 in D2O.


DISCUSSION


Spectra of the very dilute solutions of neutral 1 in DMSO
displayed some unexpected complexations, there being
two sets of —CH2—CH2— protons with different che-
mical shifts and with different intensities. Each set was a
pair of triplets and the relative intensities were variable,
but appeared to depend on the concentrations of 1 and
adventitious water. Addition of small amounts of water
caused the smaller set of triplets to diminish in intensity
and it is assumed that the larger triplets are those of
uncomplexed 1. Because DMSO is not a good solvent for
anions, we believe that the unassigned peaks may arise
from some variety of dimer complex such as 4 or 5. For 5,
it probably would be necessary for proton exchange to
occur between the amino groups to have equivalent pairs
of methylene groups.6 In any case, all of the observed
triplets were typical A2B2 patterns.


When trifluoroacetic acid was added to the very dilute
solutions of 1 in DMSO, the resonances of the CH2 at-
tached to nitrogen were split into six lines, as expected
for additional couplings with a directly attached, non-
exchanging ammonium group. Surprisingly, in one case,
the smaller triplets we ascribed above to dimer formation
did not disappear on adding acid. When tetrabutylammo-
nium cyanide was added as a base to dipolar 1 in DMSO,
there was exchange broadening of the lines arising from
the CH2 attached to nitrogen and disappearance of the
smaller triplet and substantial changes in chemical shifts.
The data for 1 in DMSO are summarized in Table 1.


The chemical shifts and couplings between the vicinal
�- and �-methylene protons and those of the N-ethyl
groups of 3 were extracted from the observed spectra,
when necessary, with the aid of a True BASIC version of
LCN3 written by Bothner-By and Castellano,7 and are
listed in Tables 2–4. Many of the spectra of the vicinal


Table 1. Chemical shifts and 3JHH couplings for �-alanine in DMSO


N—CH2— protons —CH2—CO2 protons


Solution Shift (ppm) 3JHH coupling (Hz) Shift (ppm) 3JHH coupling (Hz) Fractiona


Acidic, (lg)b,c 2.97 6.3� 0.3d 2.57 6.9� 0.4 5 : 1
(sm)e 3.14 6.5� 0.5f 2.64 6.8� 0.3f


Neutral (lg)c 2.87 6.0� 0.1 2.30 6.3� 0.4 2–3 : 1
(sm)e 2.83 �6.0 2.15 6.3� 0.3
Basic (lg)c,g 2.5h —h 1.83 6.3� 0.4 —


a Strong : weak triplets as measured by integrations.
b Trifluoroacetic acid was the added acid.
c Shifts and couplings of larger triplets.
d Sextet.
e Shifts and couplings of smaller triplets.
f Broad peaks.
g Tetrabutylammonium cyanide added.
h Broad resonance with no fine structure; no smaller triplets.
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�- and �-methylene protons were simple triplets with J13


equal to J14, with only small variations in coupling
constants. To calculate the positions of the conforma-
tional equilibria, we assumed that the rotational angle �
between the N,N-diethylamino (or ammonium) group and
carboxyl (or carboxylate) group is 60� for the gauche
conformer and 180� for the trans conformer. The validity
of this assumption is questionable, but at present we


have nothing much better to go on.8,9 On the basis of this
assumption, we use the procedures of Haasnoot et al.10


and Altona and co-workers11,12 to estimate the appro-
priate H–H coupling constants of the respective 60�


gauche and 180� trans conformers. The estimated equili-
brium proportions so calculated of the conformers are
also listed in Table 1. We should mentions, at least
parenthetically, that equal vicinal coupling constants of


Table 2. Chemical shifts (ppm) and 3JHH couplings (Hz) for neutral N,N-diethyl-�-alanine in various solvents


Solvent �CH3 (Et) �CH2 (Et) 3JHH (Et) �H3,H4
a �H1,H2


b 3JH1,2H3,4
c


D2O 1.30 3.23 7.31 3.34 2.61 7.01
CD3OD 1.32 3.21 7.32 3.28 2.53 6.59
CD3CD2OD 1.31 3.21 7.23 3.26 2.50 6.59
(CD3)3COD 1.31 3.13 7.28 3.18 2.50 6.47
DMSO-d6 1.01 2.65 7.18 2.77 2.28 6.78
CD3CN 1.13 2.82 7.18 2.89 2.35 6.41
CD3(CO)CD3 1.11 2.75 7.18 2.85 2.40 6.47
CD2Cl2 1.18 2.82 7.25 2.88 2.43 6.46
CDCl3 1.23 2.91 7.31 2.98 2.52 6.39
THF-d8 1.02 2.56 7.14 2.72 2.33 6.94


a Protons of NCH2—.
b Protons of —CH2CO2.
c The protons on C1 were equally coupled to those of C2, which corresponds to 66% gauche.


Table 3. Chemical shifts (ppm) and 3JHH couplings (Hz) for N,N-diethyl-�-alanine in various solvents with added trifluoracetic
acid


Solvent �CH3 (Et) �CH2 (Et) 3JHH (Et) �H3,H4
a �H1,H2


b 3JH1,2H3,4
c


D2O 1.33 3.27 7.31 3.45 2.91 6.96
CD3OD 1.33 3.27 7.31 3.42 2.81 6.87
CD3CD2OD 1.33 3.25 7.31 3.42 2.82 7.07
DMSO-d6 1.20 3.15 7.32 3.28d 2.73 7.33
CD3CN 1.26 3.18d 7.33 3.32d 2.77 6.72
CD3(CO)CD3 1.45 3.54d 7.32 3.66 3.02 6.78
CD2Cl2 1.37 3.27e 7.33 3.40 2.93 6.23
THF-d8 1.31 3.25 7.25 3.40 2.83 7.35


a Protons of NCH2—.
b Protons of —CH2CO2.
c The protons on C1 were equally coupled to those of C2, which corresponds to 66% gauche.
d Broad line,� 0.01 ppm.
e Broad line,� 0.03 ppm.


Table 4. Chemical shifts (ppm) and 3JHH couplings (Hz) for N,N-diethyl-�-alanine in various solvents with excess added base


Solvent �CH3 (Et) �CH2 (Et) 3JHH (Et) �H3,H4
a �H1,H2


b 3J13
3J14 %Tc


D2O 0.82 2.32 7.23 2.55 2.13 5.52 10.59 68
CD3OD 1.09 2.63 7.23 2.88 2.35 5.51 10.56 68
(CD3)3COD 1.17 2.50 7.16 2.82 2.24 5.28 11.01 73
DMSO-d6 0.92 2.39 7.12 2.54 1.94 5.55 10.15 66
THF-d8 —d —d 7.12 —d —d 5.35 10.76 71


a Protons of NCH2—.
b Protons of —CH2CO2.
c Percentage of trans conformer.
d Not referenced.
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about 7 Hz, which are assumed here to arise from �¼ 60�


gauche and 180� trans in 2/3 to 1/3 respective propor-
tions, could also be the result of having one conformer
with � being about 45� as a possibility for the dianion of
1,4-butanedioate in THF.5 However, while in the case of
the dianion, this possibility is supported by quantum
calculations, that is not true of corresponding calculations
for 1.1


Even a cursory inspection of the data for 3 in Table 2
reveals much that is unexpected on the basis of what we
might call conventional wisdom. For example, in the
conformational distributions of the dianion of 1,4-buta-
nedioic acid, in an ROH series ranging from water to tert-
butyl alcohol, the proportion of trans increased steadily,
just as would be expected for increasingly strong elec-
trostatic repulsions between the negative carboxylate
charges as the dielectric constant decreased from 78 to
11.13 However, when the solvent was changed to be
aprotic dimethyl sulfoxide (DMSO) or tetrahydrofuran
(THF), very substantial amounts of the gauche dianion
conformer were present.5,13


One might expect that something akin to these changes
might, or should, take place with 3 as a function of solvent
polarity through electrostatic interactions, but there is
a major difference in that 3 is overall neutral and the
requirements for solvation by the solvents should be
much less rigid than for a dianion. Another factor is
the state of ionization of 3 in aprotic solvents. The fact
is that, in less polar solvents, ammonium ions become
better proton donors and carboxylate ions become stron-
ger bases, so that there is a strong tendency for the dipolar
forms of �-amino acids to be converted to the non-polar
forms. This can be seen in the proton chemical shifts of
the methylene groups connected to the nitrogen and the
carboxylate group. Those protons closest to nitrogen
move upfield �0.6 ppm for the change from D2O to
THF, while the �-methylene protons move upfield by
�0.3 ppm. Interestingly, in CDCl3, surely expected to be
a better hydrogen-bonding solvent than THF, the shift
changes are smaller. We conclude, therefore, that 3 exists,
in the aprotic solvents we have used, as the non-polar
form unless extra acid is added. The shift trends of 3 in
tert-butyl alcohol suggest that, even though this solvent is
protic, a substantial fraction of the non-polar form could
be present.


For 1 and many of its analogs or substitution products
in water, the conformational preferences are small, which
suggests that electrostatic, hydrogen bonding and steric
effects are all unimportant, unless these effects operate in
opposite directions to average to produce essentially null
resultants. With 3 as its conjugate base, irrespective of
the solvent being protic, aprotic, polar or non-polar, the
situation is different, in that now trans is favored, there
being 27–32% of the gauche form present. Why is that?
This question is especially relevant when we see that in
acidic solutions in the same solvents, the conjugate acid
shows no obvious conformational preferences.


When we look at the spectra of the conjugate acid of
3 in the solvents in which it has been studied, we know
that the nitrogen is protonated, because there are extra
splittings of the �-methylene protons, the �-methylene
protons of the ethyl groups are now diastereotopic and
more splittings are observed than expected for that struc-
tural feature alone, which arises from the presence of the
proton on nitrogen. The latter feature disappeared slowly
with acetone-d6 as solvent because the trifluoroacetic
acid present caused H–D exchange with the solvent so
that the nitrogen proton became deuteriated.


We are still left with the question as to why the con-
jugate acid of 3 shows little conformational preference
but the corresponding conjugate base has substantially
different preferences. One possibility is steric hindrance
involving the ethyl groups of the conjugate base of 3,
even though 2, with N-methyl groups, does not show the
same effects. The late Frank C. Whitmore had an adage
that ‘ethyl groups can flap more asymmetrically than
methyl groups’ and that seems likely to be the situation
here. But is a protonated N,N-diethylammonium group
likely to have less of a steric effect than an unprotonated
N,N-diethylamino group? Our conjecture at this point is
that the protonated group will be conformationally more
rigid than the unprotonated group, which can undergo
rapid inversion at its unprotonated nitrogen. The more
rigid protonated diethylammonium group might be able
to find steric accommodation with a carboxyl group
more easily than a floppy, rapidly inverting, unprotonated
N,N-diethylamino group.


It appears for 3 that one can rationalize the observed
conformational preferences as a function of solvent and
protonation, even though the reasoning required to do this
may not be very obvious from an initial encounter with
the data sets in Tables 2–4.
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ABSTRACT: In this review is given a detailed account of the mechanistic elucidation of the unique stereochemical
double inversion observed in the nitrogen extrusion of bicyclic azoalkanes. It is shown that the judicious choice of
experimental tools and theoretical approaches provides insight into and understanding of this perplexing stereo-
selectivity. This long-standing mechanistic query serves as an example par excellence of harnessing the structural
variation of the DBH-type substrate (internal effects) and the change of medium properties (external effects) to
diagnose a complex reaction mechanism. The particular case reviewed here is specific, but the focus in resolving its
mechanistic complexities is general and, thus, may be applied to the elucidation of other intricate reaction
mechanisms, primarily stereoselective and product-selective organic transformations. Copyright # 2004 John Wiley
& Sons, Ltd.


KEYWORDS: bicyclic azoalkane denitrogenation; stereochemical double inversion; diazenyl diradicals; free-volume


model of viscosity; polarity effects; pressure dependence; substituent effects


INTRODUCTION


The recent definition of physical organic chemistry1 as
‘ . . . the application of synthetic methodology to prepare
compounds with structures designed to test critical con-
cepts of physical theory . . . ’ fits well to the present model
study of the unusual mechanism of the double inversion
that is observed in the denitrogenation of DBH-type
azoalkanes (1) (Scheme 1); this intriguing stereochemical
process is exhibited for the parent 2,3-diazabicy-
clo[2.2.1]heptene, DBH (1a). Besides varying the struc-
tural features of the bicyclic azoalkane to probe the
intrinsic complexities of the molecular dynamics for
this remarkable stereoselectivity, the external influence
of the medium (viscosity and polarity) is examined to


acquire a detailed picture of the transition structures and
the intermediates involved in this prototypal process. It is
the aim of this review to demonstrate by means of a
model study that it is precisely such a combined scrutiny
of the internal (substrate structural effects) and external
(medium influence) factors which allows us to elucidate
complex stereochemical reaction coordinates.


The double inversion of the molecular skeleton upon
nitrogen extrusion, first observed for the parent 2,3-
diazabicyclo[2.2.1]hept-2-ene, DBH (1a), constitutes a
unique stereoselective process, much under mechanistic
dispute for almost four decades.2 Preferable formation of
the inverted [2a(inv)] over retained [2a(ret)] housane
represents a general feature for both the photolytic and
thermal denitrogenation modes. This stereoselective pre-
ference does not change on substitution in the DBH
molecule, as is seen from Table 1, which compiles the
product distributions for the substituted DBH derivatives
studied so far; in most cases the inverted product is
favored. This observation qualifies stereochemical double
inversion as a general phenomenon with regard to
activation modes and conditions. Here we review recent
experimental data on the denitrogenation of various
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substituted azoalkanes and discuss the mechanistic alter-
natives for this intriguing stereoselective process.


A long-standing mechanistic dichotomy on the nitro-
gen-extrusion process under present consideration con-
cerns stepwise versus concerted breakage of the two CN
bonds in DBH (1a): the stepwise CN bond rupture neces-
sarily implicates a nitrogen-containing intermediate,
namely the diazenyl diradical DZ, whereas the concerted
process passes through the nitrogen-free DR species.
Nitrogen loss from the singlet 1DZ diradical along the
SH2 trajectory8 leads to the inverted housane 2a(inv);
the N2 molecule is displaced homolytically through
backside attack by the radical center.2,4 Alternatively,
the nitrogen-free singlet 1DR diradical affords both the
inverted and the retained housanes 2a(inv) and 2a(ret). To
account for the loss of stereoselectivity of the 1DZ inter-
mediate, a bifurcation in the product-forming step has
been proposed, in which nitrogen extrusion to the singlet
1DR diradical competes with the inversion process.


A recent computational study on the thermolysis of the
parent DBH concluded that the lower energy pathway of
deazetation is the concerted expulsion of N2 directly to
the 1DR species.9 The observed stereoselection, namely
more 2(inv) than 2(ret), was interpreted in terms of
dynamic effects of the non-statistical 1DR diradical
intermediate.


Computational10 and experimental4,11,12 evidence ex-
ists in favor of the stepwise nitrogen elimination in the
photolysis of azoalkanes, which implicate the interven-
tion of a diazenyl radical species. Thus, a recent theore-
tical study on the parent DBH discloses the singlet
diazenyl diradical 1DZ as the lowest-energy transient
on n,�* excitation.10 Similarly, computational results on
the photolysis of azomethane suggest a stepwise mechan-
ism for the denitrogenation.13 Indeed, simple symmetry
considerations in terms of the Dauben–Salem–Turro
theory on photochemical transformations14 predict a
stepwise process on n,�* excitation.4


The most recent computational studies on the parent
DBH (1) provided a detailed mechanistic scenario for the
photochemical evolution of the 1DZ diradical and its
subsequent chemical transformation to the inverted hou-
sane 2; the salient features are displayed in Scheme 2.15


On n,�* excitation, the DBH (1) generates initially the
exo-axial 1DZ by passage through a conical intersection.
Thereafter, the 1DZ species carries sufficient momentum
to convert the exo-axial to the exo-equatorial conformer
along pathway A (major route); the latter conformer is
predestined for N2 loss to afford the inverted housane
2(inv) along the SH2 trajectory. Alternatively, pathway B
competes to generate the C2-symmetric 1DR diradical on


Scheme 1


Table 1. Product distributions in the denitrogenation of the
DBH-type azoalkanes


Inversion: retention


Singlet Triplet
Entry Azoalkane Ref. conditionsa conditionsb


1 2, 3 75:25 50:50


2 3 67:30 44:56


3 3 74:25 56:44


4 3 80:17 77:23


5 4 70:30 —c


6 5 81:19 —c


7 6 55:45 22:78


8 6 84:16 21:79


9 7 85:15 —c


a Direct photolysis, �> 300 nm.
b Triplet-sensitized (benzophenone) photolysis.
c Not determined.
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denitrogenation, which cyclizes in equal amounts to the
2(inv) and 2(ret) housanes. The third pathway C entails
the rotational change of exo-axial to the endo-axial 1DZ
diradical, with subsequent reclosure to the azoalkane 1
along step D. For the parent DBH (1), pathway D may be
neglected, since the experimentally determined quantum
yield of DBH consumption is unity.16


Experimentally, the pertinent query is posed as to
whether medium (viscosity and polarity)17 and substitu-
ent (bridgehead and methano bridge)15 effects allow one
to clarify the mechanism of the photodenitrogenation. As
will become apparent, the choice of the bicyclic (1) and
tricyclic (3) azoalkanes has been most fortunate in this
mechanistic elucidation.


Here we present the new developments in this context
and offer a contemporary view on the long-standing but
fascinating double-inversion phenomenon.


VISCOSITY EFFECTS


The utility of viscosity as a medium parameter has been
of prime importance in understanding the nature of
solvent–solute interactions.18 In this context, the diversity
of physical models that have been developed to rationa-
lize the viscosity dependence of molecular transforma-
tions is impressive.19 For example, viscosity has played a
definitive role in the detection of reaction intermediates
and the elucidation of their chemical behavior. The
classical cage-effect studies20 in radical reactions con-


stitute an example par excellence of solvent viscosity as a
powerful mechanistic tool in understanding complex
chemical events. Also major unimolecular structural
rearrangement, e.g. the skeletal inversion during nitrogen
extrusion from the DBH-type azoalkanes, should experi-
ence frictional effects and thereby depend on viscosity.
Hence the solvent viscosity may be an informative
medium variable for the exploration of mechanistic
aspects of molecular transformation, as was recently
demonstrated for a number of cases.17


Here, we address two facets of harnessing viscosity for
mechanistic studies on the denitrogenation process.
These refer to the viscosity effects on (i) the photodeni-
trogenation quantum yield and (ii) the stereoselectivity
expressed in terms of the kinv/kret ratio for the inversion
(kinv) and retention (kret) channels.


The strategy behind viscosity studies on the denitro-
genation quantum yield is based on the fact that the
concerted nitrogen extrusion from azoalkane 1 to afford
nitrogen-free 1DR diradical should not depend on visc-
osity, while the stepwise process through the intermedi-
acy of the nitrogen-containing 1DZ species may exhibit
frictional impositions on the denitrogenation quantum
yield. Indeed, the recapture of the released nitrogen by
the 1DR intermediate is unlikely; conversely, the retarda-
tion of the flap motion of the methylene bridge in the
diazenyl diradical 1DZ (inversion process) in viscous
medium may result in the regeneration of 1, which should
reduce the quantum yield.


The incentive for the viscosity studies on the stereo-
selectivity (kinv/kret ratio) rests on the fact that computa-
tionally the putative 1DR species of the parent DBH is
predicted to possess a C2-symmetric conformation.21


This implies identical displacements of the atoms that
are involved in the ring closure of the thermally equili-
brated, nitrogen-free diradical 1DR to the inverted 2(inv)
and retained 2(ret) housanes. The consequence of this is
that no different viscosity dependence should operate on
the kinv versus kret steps of the parent DBH. In contrast, a
viscosity dependence of the kinv/kret ratio is expected for
the diazenyl diradical (1DZ). Since during the inversion
process 1 ! 2(inv) the methylene bridge suffers a
major spatial displacement, it is subject to more
pronounced frictional interactions with the medium com-
pared with the retention mode. Therefore, we anticipate


Scheme 2
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that viscosity studies may serve as an effective experi-
mental tool to scrutinize the various mechanistic alter-
natives for the denitrogenation process.


The free-volume model of viscosity for
unimolecular transformations


Our approach is based on the simple free-volume model
of viscosity, developed by Doolitle,22 who intuitively
pointed out that the translational motion of a molecule
in a liquid medium is only possible when sufficient free
volume (Vf) is available, i.e. when the free volume Vf per
molecule is larger than some ‘critical’ value V0. The
critical volume (V0) in the translational diffusion may be
considered as the van der Waals volume of the molecule.
The fluidity, which is the inverse of viscosity ð��1Þ, is
proportional to the probability factor ½expð�V0=VfÞ� for
the translational motion of an ensemble of molecules in
the liquid medium. Hence the free-volume dependence of
the viscosity may be expressed by the equation


� ¼ Aexp ðV0=VfÞ ð1Þ


where A is a proportionality factor.
In contrast to translational diffusion, molecular rearran-


gements involve only a portion of the molecule. Thus, only
a fraction �V0 (�< 1) of the critical volume V0 is required
to execute the internal molecular motion, for which the rate
constant k of the molecular rearrangement is given by


k ¼ k0exp ð��V0=VfÞ ð2Þ


Substitution of Eqn (1) into Eqn (2) affords


k ¼ k0ðA=�Þ� ð3Þ


for the viscosity dependence of the molecular transfor-
mation. This simple expression was first applied to
rationalize the viscosity behavior of isomerizations.23


As expected, the � parameter depends decisively on
the substituents in the transforming molecule, which
suffer major displacements during the reaction; conver-
sely, the � value experiences a nominal effect for remote
substituents. Hence the structural dependence of � on
strategically placed substituents in the reacting molecule
should disclose valuable mechanistic ‘fine structure’ on
the motion of the molecular fragments involved in
unimolecular chemical transformations.


VISCOSITY DEPENDENCE OF THE QUANTUM
YIELD FOR THE NITROGEN LOSS IN
AZOALKANE PHOTOLYSIS: EXPERIMENTAL
EVIDENCE FOR REVERSIBLE FORMATION
OF THE DIAZENYL DIRADICAL


In a liquid medium, frictional forces should oppose the
conformational motion necessary for pathway A in


Scheme 2 and diminish the population of the exo-
equatorial 1DZ species so that other pathways may
compete. Thus, if denitrogenation of the exo-axial 1DZ
is enhanced along pathway B versus pathway A to
generate the C2-symmetric 1DR, diminution of the dia-
stereoselectivity is expected. Should pathway C be more
populated, the consequences would be reclosure of the
endo-axial 1DZ to the azoalkane along pathway D, which
should manifest itself in a lower quantum yield for the
photodenitrogenation in more viscous solvents. Although
formation of the diazenyl radical intermediate has been
reported for both the photolysis11 and thermolysis24,25 of
acyclic azoalkanes through traditional cage-effect studies
on the intermolecular process, it had to be yet documen-
ted for the intramolecular case of cyclic azoalkanes. Such
a study of the dependence of the quantum yield of
azoalkane disappearance on solvent viscosity has re-
cently been conducted, through which ring closure of
the 1DZ diradical to its azoalkane was unequivocally
demonstrated.26 In this work, the photodenitrogenation
efficiency (�) as a function of viscosity (�) in Nujol–
isooctane mixtures for the structurally elaborate tricyclic
azoalkane 3b was examined, which affords the anti-4b
(retention) and syn-4b (inversion) housanes (Scheme 3).
Figure 1 displays a definite decrease in � as the viscosity
increases. To rationalize this viscosity behavior of the
photodenitrogenation efficiency (�), the equation


� ¼ kr=ðkr þ kf þ kICÞ ð4Þ


needs to be considered, expressed in terms of the rate
constants of the denitrogenation reaction (kr), fluores-
cence (kf) and internal conversion (kIC). [As for possible
singlet-to-triplet intersystem crossing (kISC) in azoalkane
3, recent studies15 have disclosed that at room tempera-
ture this deactivation pathway does not compete with the
photodenitrogenation and, therefore, need not to
be considered in Eqn (4).] In Eqn (4), the fluorescence
rate constant (kf), an intrinsic photophysical property of
the excited molecule, should be relatively independent of
the medium. Moreover, comparison of the quantum
yields of photodenitrogenation (�¼ 0.61)26 and fluores-
cence (�f< 0.05)15 of the azoalkane 3b under similar
experimental conditions (isooctane at ca 20 �C) reveals
that kf is more than an order of magnitude lower than kr


(�/�f¼ kr/kf> 0.61/0.05> 10) and may be neglected in


Scheme 3
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Eqn (4). With regard to the internal conversion (kIC), it is
expected that a more viscous medium (less mobility)
should decrease this radiationless deactivation (kIC).26 As
becomes apparent from Eqn (4), a decrease in kIC should
increase the quantum yield, contrary to what has been
obtained experimentally (Fig. 1). Thus, the observed
viscosity dependence of the photodenitrogenation quan-
tum yield stems mainly from the changes of the photo-
denitrogenation rate constant kr in Eqn (4).


In analogy to Scheme 2 for the parent DBH (1a), the
denitrogenation mechanism for the structurally elaborate
azoalkane 3b may be sketched as in Scheme 4. In this
mechanism, the retardation of the photochemical deni-


trogenation (kr) by the viscosity increase may be ac-
counted for by depreciation of the pathway A through
frictional impediments by the medium. This should en-
hance the lifetime of the photochemically generated exo-
axial 1DZ species and promote the conformational
change to the endo-axial 1DZ (pathway C) and subse-
quent reclosure to the starting azoalkane 3b (pathway D).


For liquid-phase photodenitrogenations of azoalkanes,
kr decreases with viscosity (�); this decrease obeys the
fractional-power dependence kr � ���, as expressed by
Eqn (3) based on the free-volume model. With the neglect
of kf, Eqn (4) relates kr to the experimental � data in the
rearranged form of Eqn (5). Substitution of the viscosity
relation of Eqn (3) into


��1 � 1 ¼ kIC=kr ð5Þ


and on taking logarithms leads to


lnð��1 � 1Þ ¼ constant � �ln� ð6Þ


in which kIC¼ constant, as explained above. The double-
logarithmic plot of the function ��1 � 1 versus viscosity
gives a straight line (R2¼ 0.987), the slope of which takes
the value �¼ 0.140� 0.007 (cf. inset in Fig. 1).


Hence the choice of the structurally more elaborate
azoalkane 3 for this study has been most fortunate in that
a definite viscosity dependence of the photodenitrogena-
tion quantum yield has become observable (Fig. 1).26


Thereby, it has been experimentally confirmed that the
exo-axial 1DZ diradical is a bona fide intermediate in the
photolysis, which may revert to the starting azoalkane (an
energy-dissipating process), provided that the appropriate
azoalkane is selected. For example, the parent DBH does
not display such a viscosity behavior on its quantum yield
of denitrogenation.26


Figure 1. Viscosity dependence of the denitrogenation
quantum yield in the photolysis of azoalkane 3b. The inset
displays the linearity of the experimental data according to
Eqn (6)


Scheme 4
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VISCOSITY DEPENDENCE OF
DIASTEREOSELECTIVITY


Liquid-phase DBH photolysis: solvent
dependence and polarity effects


The stepwise mechanism, with the unsymmetrical singlet
diazenyl diradical 1DZ as pivotal intermediate in the
DBH photolysis, is also corroborated by the viscosity
effects observed for the inversion (kinv) and retention
(kret) channels in the liquid-phase DBH photolysis.27–30


In a more viscous solvent, the inversion process along the
SH2 trajectory is slowed owing to frictional impediments
on the inversion motion (flap mode) of the methylene
bridge, which is manifested by a decrease in the diaster-
eoselectivity, i.e. the kinv/kret ratio (cf. Fig. 2). In contrast,
as explained in the Introduction, for the concerted deni-
trogenation process, no viscosity effect on the kinv/kret


ratio should operate.
As is evident from Fig. 2, the kinv/kret ratio exhibits the


same viscosity profiles in polar protic (alcohols and diols)
and non-polar aprotic (isooctane–Nujol mixtures) media,
but the two curves are shifted relative to one another by a
constant factor of ca 1.3. This becomes especially appar-
ent from the linear double-logarithmic plots of ln(kinv/
kret) versus ln� (cf. inset in Fig. 2). In both cases, the kinv/
kret ratio depends on the viscosity to the same fractional
power, i.e. � takes the value 0.050� 0.003 for both
solvent series (cf. inset in Fig. 2).28


The fact that the same � values have been obtained for
alcohols and isooctane–Nujol mixtures (Fig. 2) is


mechanistically most significant, since it manifests that
the same free volume is required for the inversion process
in both sets of solvents. We conclude that it is the
frictional (viscosity) imposition on the inversion process
that controls the stereoselectivity (kinv/kret) in the liquid-
phase photochemical deazetation process within each
solvent series.28 If hydrogen bonding with the surround-
ing solvent molecules were significant, it would be
difficult to conceive that the same frictional effects
(same � values) would operate in the alcohol and in the
hydrocarbon media.


While the � values in aprotic isooctane–Nujol mixtures
and alcohols match perfectly, the viscosity profile of the
kinv/kret ratio in alcohols and diols is shifted downwards
by a factor of ca 1.3. Clearly, the inversion process is
obstructed more effectively (ca 30%) in the polar (alco-
hols) than in the non-polar (hydrocarbon) medium. The
origin of this decrease of the kinv/kret ratio may be
understood in terms of solvent polarity effects on the
intermediary 1DZ species. Such polarity effects of alco-
hols may result from specific (hydrogen bonding) and/or
non-specific (bulk dielectric properties) solvent–solute
interactions. Since hydrogen bonding is unlikely, we
have suggested28 that bulk polarity is responsible for
the observed 1.3-fold shift of the viscosity profiles in
the protic versus aprotic solvent series (Fig. 2). Presum-
ably, the lower kinv/kret ratio in polar versus non-polar
solvents manifests better stabilization of the dipole mo-
ment for the diazenyl diradical 1DZ in a polar environ-
ment, which should retard the inversion process during
the denitrogenation.28


To rationalize the observed polarity behavior of the
stereoselectivity (Fig. 2), Onsager’s reaction-field
model31 was helpful.28 Indeed, with the help of this
model, we have found a good correlation of the kinv/kret


data (normalized to a constant viscosity) with the Onsa-
ger polarity parameter ("� 1)/(2"þ 1). It is noteworthy
that the observed polarity effect levels off at "> 10, a
behavior which agrees with the Onsager model.28


Structural dependence of stereoselectivity
in viscosity-controlled denitrogenation


To convey how impressively the � parameter reflects
structural effects on the denitrogenation coordinate
through appropriate substitution of the DBH skeleton,
in Table 2 are compiled the experimental � data for the
photolysis of azoalkanes 1. As expected, the lowest �
value is observed for the parent DBH (1a), while di-
methyl substitution in the methylene bridge (azoalkane
1b) increases the � value by a factor of three. This is
consistent with the inversion process (kinv) along the SH2
trajectory, which should be slowed owing to the frictional
retardation of the methylene-bridge inversion motion. For
the spirocyclic azoalkane 1d, the � value is ca 1.4 times
lower than for 1b. This diminution of the � value may be


Figure 2. Viscosity dependence of the kinv/kret ratio in the
DBH (1a) photolysis as a function of solvent for alcohols and
diols (*), isooctane–Nujol mixtures (^) and aprotic solvents
of different polarity (*). The inset displays the double-
logarithmic plots of the viscosity versus kinv/kret data (�
expressed in cP)
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accounted for by a smaller substituent size of the methy-
lene bridge in azoalkane 1d.


The data in Table 2 reveal another mechanistically
important fact: the bridgehead substitution in the azoalk-
ane 1c further increases the � parameter. Its value is
about twice as high as that of the merely methylene
bridge-substituted azoalkane 1b and about five times
higher than the parent DBH 1a. This observation indi-
cates that in addition to the flap motion of the methylene
bridge, the displacement of the bridgehead substituents is
also significant in the skeletal inversion during nitrogen
extrusion.


In contrast, the cyclopentene annelation in azoalkane
1e, which is distant from the reaction site, does not cause
a large effect, as the comparison of the � values with 1c
reveals (cf. Table 2). Hence our comparative analysis of
the viscosity dependence as a function of the azoalkane
structure (Table 2) reveals that not only the flap motion of
the methylene bridge but also the bridgehead substitu-
tents participate in the double-inversion process, as
required for the SH2 trajectory. This novel mechanistic
feature, recognized through viscosity effects, is in accord
with recent work in which the importance of bridgehead
substitution has been demonstrated for the stereoselective
inversion in the temperature-dependent photolysis of
DBH-type azoalkanes;15 later (see the section Substitu-
tion Effects) this mechanistic feature is addressed in more
detail.


Temperature-controlled viscosity dependence
in DBH photolysis


The variation of temperature may impose a composite
effect on chemical transformations: besides altering the
solvent viscosity and thereby modifying the external
frictional effects on the molecular rearrangement in a
condensed medium, the temperature change may also
exert an internal influence on the chemical process, if the
latter possesses a noticeable activation energy. The DBH
photolysis definitively exemplifies such a case. Figure 3
displays the viscosity dependence of the stereoselectivity
(kinv/kret ratio) in the DBH photolysis as a function of
temperature. Clearly, the temperature-controlled viscos-
ity profile (Fig. 3) is steeper than that under isothermal
conditions (Fig. 2);27 this is particularly evident from the
higher � value (0.14, cf. inset in Fig. 3). We have
attributed the observed deviation in the solvent- and
temperature-varied viscosity profiles of the kinv/kret ratio
(Figs 2 and 3) for the parent DBH to the difference
ð�Ei ¼ Ei


inv � Ei
retÞ in the internal activation energies of


the inversion ðEi
invÞ and retention ðEi


retÞ channels,27 which
is superimposed on the external energy difference (�Ee)
due to the viscosity dependence. Hence the complete
energy difference (�E¼�Eiþ�Ee) is the sum of the
internal (�Ei) and the external (�Ee) energy terms.
Whereas the former term represents the inherent differ-
ence in the activation energies for the inversion and
retention processes, the latter corresponds to the energy
required to overcome the frictional impediment provided
by the medium for the inversion mode.27


The �Ee term is linearly proportional to the activation
energy ðE�Þ of the solvent fluidity ð��1Þ, i.e. �Ee ¼
�E� (cf. Ref. 27a). Thus, the difference in the total
energy change is �E ¼ �Ei þ �E�, for which the


Table 2. The � values for the photochemical skeletal
inversiona


Reactant �


0.050� 0.003


0.105� 0.005


0.146� 0.005


0.20� 0.01


0.27� 0.01


a See Refs 27–30.


Figure 3. Viscosity dependence of the kinv/kret ratio in the
DBH (1a) photolysis (�¼ 333nm) as a function of tempera-
ture in n-butanol (cf. Ref. 27). The inset displays the double-
logarithmic plots (� in cP)
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values �E¼ 0.62� 0.03 kcal mol�1 and �E�¼ 0.23
� 0.01 kcal mol�1 (1 kcal¼ 4.184 kJ) have been obtained
from the Arrhenius plots of the kinv/kret ratio and n-
butanol viscosity; from these data the internal contribu-
tion is calculated to be �Ei¼ 0.39� 0.03 kcal mol�1.
Hence the superimposed internal temperature effect
(�Ei¼ 0.39 kcal mol�1) outweighs the external viscosity
dependence (�Ee¼ 0.23� kcal mol�1), but what should
be stressed is that both energy terms may be assessed
through such a composite temperature–viscosity study.
Moreover, although the value �Ei¼ 0.39 kcal mol�1 is
small, it accounts adequately for the difference in the
viscosity behavior of the kinv/kret ratio for the thermal
(Fig. 3) and constant-temperature (Fig. 2) viscosity
variations.


The featured example demonstrates how sensitive the
viscosity probe is for determining experimentally small
energy differences in the activation barriers for competi-
tive processes. This constitutes an additional advantage
of harnessing viscosity as a powerful mechanistic tool. It
should be mentioned, however, that on substitution of the
DBH molecule, the external frictional effects begin to
dominate the internal contributions, and it becomes
difficult to acquire the internal energy (�Ei) term through
the viscosity assay. Indeed, for the substituted derivative
1c, the isothermal and thermally controlled viscosity
profiles coincide,5 which implies that the �Ei term is
negligible compared with �Ee.


Viscosity dependence of azoalkane photolysis
versus thermal syn-to-anti housane
isomerization


To validate the viscosity control in the azoalkane photo-
lysis, the thermal syn-to-anti isomerization of the corre-
sponding housane was examined, since both molecular
rearrangements involve a similar spatial transposition of
the dimethyl-substituted methano bridge during the in-
version process. For this purpose, the tricyclic azoalkane
3b and its housane product 4b were chosen (Scheme 5).29


The reason for having selected the structurally more
elaborate housane syn-4b to probe viscosity effects in
the thermal isomerization rests on the practical fact that
for the parent housane 2a too high temperatures
(>200 �C) are required and the rate constants (kiso) are
not sufficiently accurate.29


The viscosity profiles for the kinv/kret ratio in the
azoalkane 3b photolysis and the isomerization rate con-
stant kiso were found to superimpose reasonably well and
both quantities depend on viscosity to a similar fractional
power. For the azoalkane photolysis we obtained
�¼ 0.20� 0.01 and for the housane isomerization
�¼ 0.16� 0.03; within the experimental error, these
are about the same.


The mechanistically significant feature of the photo-
lysis27 of the azoalkanes and the thermal isomerization32


of their housane products resides in the intermediacy of
the nitrogen-free cyclopentanediyl 1DR species, common
to both processes (Scheme 6). As is evident from the
composite mechanism in Scheme 6, the substituted
methylene bridge in the inversion processes 1DZ !
syn-4b and syn-4b ! anti-4b experiences flap motions
of similar amplitudes. Hence one may expect the same
viscosity effects for these reactions, as is manifested by
the nearly equal � values for the photolysis of the


Scheme 5


Scheme 6
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azoalkane 3b and the thermolysis of the housane syn-4b.
The inverted housane is formed from the azoalkane
through the intramolecular homolytic displacement of
the nitrogen molecule by backside attack (SH2 process) in
the diazenyl diradical 1DZ, whereas loss of the inversion
selectivity derives from the common 1DR species, ex-
perimentally assessed for the first time through the facile
thermal syn-to-anti isomerization of the housane 4b.


DBH photolysis in supercritical fluids: pressure
dependence of diastereoselectivity


As seen from Fig. 4, the diastereoselectivity in the DBH
photolysis in supercritical fluids (sc-CO2 and sc-C2H6)
depends on pressure.33 An increase in pressure up to 200
bar leads to a ca 2.3-fold decrease of the stereoselectivity
(kinv/kret ratio) in sc-CO2 and sc-C2H6. Analysis of the
observed pressure dependence in terms of collisional
(self-diffusion coefficient) and frictional (viscosity) ef-
fects discloses that frictional impositions by the fluid
medium account best for the experimental observations.
Hence the supercritical-phase results are consistent with
the already presented experimental data on the liquid-
phase DBH photolysis.27


SUBSTITUENT EFFECTS


The dependence of the diastereoselectivity on substitu-
ents in the azoalkanes 3 has helped to consolidate the
photochemical denitrogenation mechanism in Scheme 4,
and has provided valuable details on the reaction coordi-
nate for the inversion versus retention processes. Whereas
the syn/anti ratios stayed relatively constant in the triplet
photodenitrogenation for the medium effects presented in
the previous sections, it will now be seen that also for the
triplet mode profound changes in the diastereoselectivity


are caused by the type of substituent that is placed at the
bridgehead positions. For this reason, we shall view the
substituent effects also as a function of spin multiplicity
and gain further mechanistic insight into the intermedi-
ates involved in the photodeazetation.


To understand the substituent effects, it is necessary to
classify them as rotationally symmetric (azoalkanes 3a–
c) and rotationally unsymmetric (azoalkanes 3d,e) at the
bridgehead positions (Scheme 7).15,34,35 The bridgehead
substituents in the azoalkanes 3a–c are rotationally sym-
metric in the sense that both sides of the incipient 1,3-
cyclopentanediyl ring are equally sterically shielded on
rotation of the substituents about the bridgehead position
and, therefore, no side preference is expressed. In con-
trast, the rotationally unsymmetric n-propyl and the
acetoxymethyl groups in the azoalkanes 3d and 3e act
like a windshield wiper, in that their respective ethyl and
acetoxy rests encounter distinct steric interactions with
the gem-dimethyl-substituted methylene bridge or the
annelated cyclopentene ring as they sweep across the
two sides of the incipient cyclopentanediyl ring during
their rotation about the bridgehead position. Clearly, for
these substituents both sides are sterically differentiated
and preferred conformations may be acquired. Addition-
ally, we shall see that the long-range steric interactions
between the annellated ring and the gem-dimethyl-sub-
stituted methylene bridge affect the diastereoselectivity
for both the singlet and triplet photodenitrogenation.34,35


Rotationally symmetric bridgehead substitution


For the rotationally symmetric derivatives 3a–c, the
temperature dependence of the diastereoselectivity


Figure 4. Pressure dependence of the kinv/kret ratio (data
taken from Ref. 33) for the photolysis (�¼333 nm) of DBH
(1a) in supercritical carbon dioxide (^) and ethane (*) at
50 �C


Scheme 7
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(syn/anti ratio) in their photodenitrogenation (cf. Scheme
7) manifests a competition between the singlet (high-
temperature) and triplet (low-temperature) reaction chan-
nels in the direct photolysis.15 More explicitly, the
observed change-over in the reaction path with tempera-
ture stems from the temperature dependence of the �-CN
bond cleavage in the singlet-excited azoalkanes 3: at
higher temperatures (20–40 �C) the � scission is efficient,
whereas at lower temperatures (�20 to �75 �C) it no
longer competes effectively with the essentially tempera-
ture-independent (barrierless) intersystem crossing
(Scheme 7).15,34,35 The triplet pathway of the photodeni-
trogenation at low temperatures is evidenced by the same
product distribution for the direct and benzophenone-
sensitized photolysis under the same temperature
conditions.15,34,35


Scheme 8 summarizes the results on the product
distribution for the triplet and singlet photolysis channels
of the azoalkanes 3a–c. For the triplet reaction path, two
characteristic features are evident from Scheme 8,
namely the low diastereoselectivity and the small sub-
stituent effect on the latter; thus, for 3a merely a small
preference for the retained product has been found,
whereas for 3c an inverted housane is slightly favored
(Scheme 8). The low stereoselectivity suggests the inter-
vention of a thermally equilibrated planar diradical DR in
the triplet process, which affords similar amounts of the
inverted (syn) and retained (anti) housanes 5 upon ring
closure.15,34,35 As expected, for the planar DR intermedi-
ate the substituent effects on the inversion and retention
channels are similar. In contrast, the singlet reaction
channel exhibits a pronounced dependence on bridgehead
substitution. In the latter case, the amount of the anti
diastereomer (retention) follows the order Ph>Me>H
(Scheme 8), i.e. the larger the substituent, the more
retained housane is formed. This increased retention is
interpreted in terms of the inertia (mass) effect of the
substituents and steric interaction (size) between the
substituents at the bridgehead and the methylene bridge
during the deazetation step of the exo-axial conforma-
tion [1DZ(exo-ax)] of the diazenyl diradical DZ


(Scheme 9).15,34,35 The larger mass imparts a drag (in-
ertia) on the bridgehead substituent during the inversion,
whereas the larger size imposes a higher steric barrier in
moving the bridgehead substituents past the gem-di-
methyl bridge. Both as expected slow the conformational
changes and promote nitrogen loss from the initial
geometry.


To rationalize qualitatively the bridgehead-substituent
effect, it suffices to consider the two extreme cases, the
unsubstituted derivative 3a(H/H) and the diphenyl case
3c(Ph/Ph). Scheme 9 displays two bifurcation steps,
namely paths a-1/a-2 and paths b-1/b-2. For 3a(H/H),
both the mass drag and the steric hindrance are minimal
on the conformational change along path a-1 and most of
the singlet-state denitrogenation proceeds by the SH2
mechanism to afford mainly inverted housane syn-
5a(inv). Since substantial amounts of retained housane
anti-5a(ret) are produced, denitrogenation along path a-2
must compete, but beyond this point it is difficult to assess
even qualitatively what happens stereochemically, because
no information is available on the relative importance of the
path b-1 versus path b-2 in the subsequent bifurcation step.


Scheme 8


Scheme 9
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If one assumes, however, that all of the 1DR(puckered)
relaxes to 1DR(planar) along path b-2, on the basis of the
observed product ratios,15 about one-third of the direct
photolysis goes through the SH2 process and the remaining
two-thirds through the thermally equilibrated 1DR(planar)
diradical.


In contrast, the stereochemical analysis of the 3c(Ph/
Ph) case is straightforward, since only the retained
housane anti-5c(ret) is obtained, i.e. complete retention
is observed for the first time in the singlet photodenitro-
genation. In this case, both the mass and steric factors
operate so efficiently that only the a-2 and b-1 paths are
pursued by the respective diradicals 1DZ(exo-ax) and
1DR(puckered); the conformational changes in the a-1
and b-2 steps are too slow to compete with the a-2 and b-1
paths and no inverted housane is formed.


Rotationally unsymmetric bridgehead
substitution


In contrast to the rotationally symmetric bridgehead sub-
stituents (azoalkanes 3a–c), which engage an unselective
triplet reaction channel and selective formation of anti-
configured (retained) housanes in the singlet process
(Scheme 8), the rotationally unsymmetric bridgehead-sub-
stituted azoalkanes 3d,e are moderately diastereoselective
for both the singlet and triplet modes of photolysis
(Scheme 10), as evidenced by the syn/anti (inversion/
retention) ratio.34,35 Thus, the photolysis of 3d,e affords
under singlet conditions (high-temperature direct photoly-
sis) predominantly the retained housanes anti-5d,e (syn/
anti 21:79 for housane 5d and 33:67 for 5e), whereas under
triplet conditions (low-temperature direct or benzophe-


none-sensitized photolysis) the inverted diastereomer
syn-5d,e is favored (syn/anti 61:39 for 5d and 70:30 5e).


This unprecedented inversion for the triplet pathway is
rationalized in terms of the unsymmetric nature of the n-
propyl and acetoxymethyl substituents in regard to
rotation about the bridgehead position of the planar
cyclopentane-1,3-diyl triplet diradicals 3DR(d,e), cf.
Scheme 10. For the lower-energy conformation of the
3DR(d,e) diradical, the X fragments (CH3CH2, OAc) of
the bridgehead substituents point for steric reasons away
from the annellated cyclopentene ring and are preferably
located on the upper side of the diyl ring. After inter-
system crossing (isc) of the triplet diradicals 3DR(d,e) to
the singlet diradicals 1DR(d,e), the gem-dimethyl-sub-
stituted methylene bridge may tilt either downward or
upward, to close to the respective syn and anti housanes
(Scheme 10). The preference for the syn housane comes
from the steric interactions of the upper methyl group on
the methylene bridge with the two bridgehead substitu-
ents in their lower energy conformation (located above
the diyl plane), which directs the tilting motion of the
methylene bridge downwards in favor of the syn housane.


Long-range steric effects


Usually the triplet photolysis of azoalkanes 3a–c displays
a low diastereoselectivity, with a slight preference for the
retained housane anti-5a (H/H at the bridgehead posi-
tions), for which the syn/anti ratio is 38:62. This slight
preference for retention has recently31 been mechanisti-
cally attributed to the steric interactions between the
annellated cyclopentene ring and the gem-dimethyl-
substituted methylene bridge during the ring closure of
the planar nitrogen-free triplet diradical 3DR. It may be


Scheme 10
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anticipated that an increase in the steric interactions
between the remote annellated ring and the gem-di-
methyl-substituted methylene bridge should raise the
energy barrier of the 3DR ! syn-5a cyclization and,
consequently, the formation of anti housane should be
enhanced. That this is actually the case, has been demon-
strated34,35 for the photodenitrogenation of the azoalkane
derivative 6 with the annelated cyclopentane ring
(Scheme 11). Whereas in the direct photolysis (singlet
process) the syn/anti-7 housane ratio (syn/anti 53:47 for
734,35 versus 62:38 for 5a15) is nominally affected by this
structural change, for the benzophenone-sensitized
photolysis (triplet-excited process) essentially exclu-
sively (syn/anti 6:94 for 734,35 versus 38:62 for 5a15)
the anti-7 housane is observed.


Scheme 11 provides a pictorial rationale for the essen-
tially exclusive anti stereoselectivity in the photolysis of
azoalkane 6 under triplet conditions. After intersystem
crossing (isc) to the singlet diradical 1DR, the direction of
the ring closure to the diastereomeric housanes 7 is
controlled by the remote steric effects between the gem-
dimethyl-substituted methylene bridge with the cyclo-
pentane-annellated ring. This steric interaction is more
effective for the bulkier annellated cyclopentane versus
cyclopentene rings during the puckering motion of the
ring closure in the resulting 1DR(6) diradical, such that
the anti-7 (path a) rather than syn-7 (path b) is produced
in high preference (Scheme 11).


CONCLUSIONS


The present review reveals that the puzzling phenomenon
of double inversion in the denitrogenation of azoalkanes,
discovered by Roth and Martin in 1967,2 still attracts
much attention of mechanistic and physical organic
chemists, most prominently during the last 5 years. The
lion’s share of recent experimental material refers to the
photochemical nitrogen-extrusion process. This is be-
cause the thermal denitrogenation usually requires high


temperatures, which restricts severely the variation of
experimental conditions, i.e. the choice of temperature
and solvent, to examine medium effects such as those of
viscosity and polarity. Unfortunately, the use of more
readily thermolyzed azoalkanes through appropriate sub-
stitution also enhances the ease of housane isomerization
during their generation, such that the stereochemical
information is erased and mechanistic conclusions are
obviated. These disadvantages are avoided in the photo-
denitrogenation, for which a wide range of temperature
and a large number of solvents of varying viscosity and
polarity may be employed. Through these studies, espe-
cially the viscosity effects on the inversion versus reten-
tion of stereoselectivity, a detailed mechanistic picture on
the photochemical deazetation was acquired. Thus, the
diazenyl diradical DZ figures as a pivotal intermediate in
the singlet photolysis, to account for the high degree of
inversion, whereas the nitrogen-free cyclopentanediyl
species DR serves as precursor for the essentially iso-
merized mixture of housanes in the triplet process of the
parent DBH and simply substituted derivatives. Valuable
fine structure on the denitrogenation coordinate was
assessed through substituent effects, which have helped
to consolidate this complex mechanism. Although inver-
sion usually prevails in the singlet-state photodenitro-
genation, through appropriate bridgehead substitution the
process may be steered entirely towards retention. Simi-
larly, the unselective triplet-state mode may be channeled
exclusively along retention by means of long-range steric
effects through proper substitution. On the basis of the
combined experimental and computational efforts during
the last few years, the mechanism of the perplexing
photochemical denitrogenation of DBH-type azoalkanes
is now well understood.
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ABSTRACT: First hyperpolarizabilities (�) of triazine derivatives were studied by the ab initio method (HF/6–31G).
The � values of these molecules increase with a stronger donor and as the conjugation length increases, probably
because the electronic charge becomes more delocalized and the HOMO–LUMO energy gap (�E) and the bond
length alternation (BLA) decrease with variation of the chromophore structure. Also, the susceptibility of � to the
donor strength is found to be larger for a more elongated substrate. Noteworthy is the excellent linear relationship
between � and BLA and also the gas-phase substituent constants (�þ


gas ). This result may serve as a useful guideline
for the design of two-dimensional octupoles with large first hyperpolarizabilities. Copyright # 2004 John Wiley &
Sons, Ltd.


KEYWORDS: non-linear optical materials; octupole; triazine; first hyperpolarizability; ab initio; Hammett correlation


INTRODUCTION


There is much interest in non-linear optical (NLO)
materials owing to their potential application in various
photonic technologies.1 To develop useful NLO materi-
als, it is important to synthesize efficient NLO molecules
with large first hyperpolarizabilities and assemble them
non-cetrosymmetrically in the solid state to achieve
significant second harmonic generation. The most exten-
sively investigated NLO molecules are donor–acceptor
substituted dipolar compounds. One of the most impor-
tant achievements in this area is the development of opto-
electronic devices with large electro-optic coefficients.1b


Recently, octupolar molecules with threefold symmetry
have received much attention as alternative NLO mole-
cules.2–5 Advantages of such molecules over more con-
ventional dipolar molecules include the following: (i) the
second harmonic responses of octupolar molecules do not
depend the polarization of the incident light because they
are more isotropic than the dipolar NLO molecules;2d (ii)
the coupling of excited states can lead to enhanced non-
linearity at virtually no cost of transparency;2f and (iii)
owing to the lack of ground-state dipole moment, two-
dimensional octupoles may favor the formation of
non-centrosymmetriccrystals, which is important for


practical applications.3 Various derivatives of subph-
thaocyanine, 1,3,5-trinitro-2,4,6-tristyrylbenzene, 1,3,
5-tricyano-2,4,6-tristyrylbenzene, 1,3,5-tricyano-2,4,6-
triethynylbenzene, triphenylamine and truxenone have
been synthesized and structure–property relationship stu-
dies have been reported.2–5


In this work, we studied the first hyperpolarizabilities of
triazine derivatives 1–3 by the ab initio method. The
results show that 1–3 exhibit significant first hyperpolar-
izabilities and that their � values show a linear relationship
with both bond length alternation (BLA) and gas-phase
substituent constants (�þgas). In this series, the acceptor is
the central triazine and the donors are the para-substituted
phenyl group (Ph—R) at the periphery, which are con-
nected by conjugation bridges. The conjugation length
varied from n¼ 0 to 2, where n is the number of C——C
bonds between the triazine and Ph—R.


RESULTS AND DISCUSSION


Structures of 1–3


The structures of 1–3 were fully optimized at the Hartree-
Fock level using the 6–31G basis set in the g98 program.6


The bond length, dihedral angle and charge density of
1–3 are summarized in Table 1. For all derivatives, the
dihedral angles between the central triazine moiety and
the peripheral phenyl groups are <7.3� indicating that 1–
3 are nearly planar. The length of the single bond (r1, r3,
r5) decreases and that of double bond (r2, r4) increases
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monotonically with a stronger donor and as the number of
conjugated double bond increases (Table 1). Conse-
quently, the BLA, calculated by subtracting the average
double bond length from that of single bond, i.e.
(r1þ r3)/2� r2 for 2 and (r1þ r3þ r5)/3� (r2þ r4)/2
for 3, decreases in the same order (Table 2).


Table 1 gives the Mulliken charge densities of 1–3. In
1a, the negative charge is delocalized on the nitrogen
atoms of the triazine (z1) and phenyl (ZPh) groups,
whereas the positive charge is on the carbon atoms of
triazine (z2) and para-H (ZR). When the donor is changed
to a stronger one, z1 decreases and z2 increases gradually.
The sum of 3(z1þ z2) is the total charge density at the
triazine (Ztriazine), which decreases in the same order,
indicating a gradual increase in the electron density at
triazine as the donor is changed to a stronger one. On the
other hand, the positive charge at Ph—R is delocalized
between Ph and R. When R is changed from H (1a) to Me
(1b), ZPh increases, i.e. the charge density at Ph de-
creases, and ZR decreases, i.e. that on the donor increases,
probably because the carbon atom in Me is more electro-
negative than H. A further change to 1c–f slightly
increases ZPh and decreases ZR. Note that ZR of 1c and
d is more negative than that of 1e and f, i.e. the more
electronegative the atom is, the higher the charge density
at R becomes. However, the total charge density at Ph—
R decreases with a stronger donor, indicating a gradual
increase in the electronic shift from Ph—R to triazine
(see above).


When the conjugation length is increased from n¼ 0
(1) to n¼ 1 (2), both Ztriazine and ZPh—R decrease without
affecting ZR, and the electronic charge on the spacer
(Zspacer) has a large positive value. This indicates that the
charge density is shifted primarily from the spacer to
triazine and Ph, triazine and Ph have more negative
charge and the electron is more delocalized. A further
increase in the conjugation length to n¼ 2 (3) increases
Zspacer slightly without affecting Ztriazine, and shifts a
small amount of negative charge to Ph—R. Since the
number of carbons in the spacer increases from 2 to 3, the
average charge density on each carbon atom in the spacer
is much smaller in 3 than 2. This indicates a greater


electron delocalization in 3. Similarly, when the donor is
changed to a stronger one, Zspacer decreases and ZPh—R


increases, as observed in 1. Here again, a stronger donor
induces a greater charge delocalization. These results
reveal that the electronic charge is more delocalized as
the donor strength and the conjugation length increase.


Finally, the HOMO–LUMO energy gap (�E) and the
BLA, defined by the difference between the single and
double bond lengths, decrease with variation of the
chromophore structure (Table 2). Therefore, it may be
concluded that the more delocalized the electronic charge
is, the smaller �E and BLA become in this series of
compounds.


First hyperpolarizability


The first hyperpolarizabilities of the triazine derivatives
were calculated using the following relationships:7


k�jj ¼ ½k�J¼1k2 þ k�J¼3k2�1=2


k�J¼1k2 ¼ 3=5½ð�XXX þ �XYYÞ2 þ ð�YYY þ �YXXÞ2�
k�J¼3k2 ¼ 2=5ð�2


XXX þ �2
YYY þ 6�YXX þ 6�2


XYY


� 3�YXX�YYY � 3�XYY�XXXÞ


The tensor components of the static first hyperpolariz-
abilities were calculated analytically by using the
coupled perturbed Hartree–Fock (CPHF) method.8 The
calculated k�k values of the triazine derivatives are
summarized in Table 2 along with the Hammett substi-
tuent constants ð�þÞ:9


The first hyperpolarizability of a D3 symmetric mole-
cule can be expressed by a three-level model:


�YYY ¼ 1


h- 2
� �2


01�12


!2
01


� !4
01


ð!2
01 � 4!2Þð!2


01 � !2Þ ð1Þ


where �01 is the transition moment between the ground
and degenerate first excited charge-transfer (CT) state,
�12 is the transition moment connecting these degenerate
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excited states, !01 is the CT energy and ! is the energy of
the incident laser light.2a


Table 2 shows that the first hyperpolarizability values
of 1–3 are in the range (14–143)� 10�30 esu. The �
values of 1–3 increase with a stronger donor and in-
creased conjugation length. Figure 1 shows that the plots
of � of 1–3 against 1/�E2 are linear, as predicted by
Eqn (1). The excellent linearity in these plots indicates
that �01, �12 and the resonance correction term in Eqn (1)
are more or less the same in this series of compounds. In
addition, the slope of the plot increases with the conjuga-
tion length, apparently because of the smaller �E for
more extended molecule (Table 2). Similar straight lines
are also obtained when the � values of 2 and 3 are plotted
against BLA (Fig. 2). It is well established that the �
value of a dipolar molecule increases until it reaches a
maximum value and then decreases as the BLA decreases
from a large positive value towards a negative value.10 On
the other hand, the � values of octupolar molecules have
been shown to increase gradually with change in the
BLA.4a Hence the linear relationship between � and BLA
observed for triazine derivatives is not without precedent.
Moreover, the slope of this plot is much steeper when
n¼ 2 than when n¼ 1, owing to the smaller differences
between the BLA of 3a–f than of 2a–f (Table 2). This
result underlines the importance of increasing the con-
jugation length to design two-dimensional octupoles with
large � values in this series of compounds.


Recently, we reported4b that the � values of crystal
violet derivatives could be correlated with the Hammett
equation by using the Brown–Okamoto constants (�þ).9a


Similarly, excellent linearity is observed in the plots of �
against gas-phase substituent constants (�þgas) for 1–3
(Fig. 3). Interestingly, the �þgas values show a better
correlation with the � values than the Brown–Okamoto
constants in the Hammett plots (plots not shown). As
stated above, the first hyperpolarizability of the
two-dimensional octupole is inversely proportional to
the CT energy [Eqn (1)].2a It is also found that the CT


Table 2. Hammett �þ, ||�||, HOMO–LUMO energy gap (�E) and BLA of triazine derivatives


1 (n¼ 0) 2 (n¼ 1) 3 (n¼ 2)


R �þa
gas ||�||b �Ec ||�||b BLAd �Ec ||�||b BLAd �Ec


a H 0.00 14.3 0.39042 33.0 0.13189 0.35607 59.3 0.12534 0.33210
b CH3 0.33 21.3 0.38404 43.6 0.13040 0.35193 74.1 0.12434 0.32869
c OH �0.55 25.9 0.37889 50.1 0.12922 0.34836 82.4 0.12388 0.32618
d OCH3 �0.80 29.6 0.38192 56.1 0.12877 0.35034 91.0 0.12354 0.32769
e NH2 �1.19 41.1 0.36653 75.6 0.12538 0.33739 120 0.12127 0.31653
f N(CH3)2 �1.73 53.6 0.35779 93.3 0.12508 0.33091 143 0.12099 0.31186


a Substituent constants in gas phase.9b


b 10�30 esu.
c �E¼ELumo�EHomo (a.u.).
d (r1þ r3)=2� r2 for 2, (r1þ r3þ r5)=3� (r2þ r4)=2 for 3.


Figure 1. Plots of � against 1/�E2: (�) 1; (*) 2; (!) 3 Figure 2. Plots of � against BLA: (�) 2; (*) 3


Figure 3. Plots of � against gas-phase substituent
constants (�þgas) (�) 1; (*) 2; (!) 3
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energy decreases gradually with a stronger donor (Table
2). Since the �þgas values are a measure of the electron-
donating ability of the aryl substituent, the linear relation-
ship between � and �þgas is not unexpected. Moreover, the
slope of the plot increases with the conjugation length
(1< 2< 3), as observed in Figs 1 and 2, i.e. the longer the
conjugation length, the more pronounced the substituent
effect becomes.


As stated above, BLA has been extensively employed
to explain the structure–NLO property relationship, be-
cause it is a qualitative measure of the extent of charge
transfer. Also, BLA can be quantitatively determined by
x-ray crystallography or calculated by using the ab initio
method. However, both methods require significant ef-
fort. On the other hand, �þgas values are readily available
in the literature and familiar to most chemists.9b The
results presented in this paper provide additional evi-
dence that �þgas values can be used in place of BLA to
explain the structure–NLO property relationship.


CONCLUSION


We have studied the first hyperpolarizability of the triazine
derivatives by the ab initio method. All of the derivatives
are planar and show significant � values. The first hyper-
polarizabilities of these molecules increase with a stronger
donor and increased conjugation length. The susceptibility
of � to the donor strength is larger for a more elongated
substrate. Noteworthy is the excellent linear relationship
between � and BLA and also �þgas. This result may serve
as a useful guideline for the design of two-dimensional
octupoles with large first hyperpolarizability.
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G, Schämlzlin E, Meerholz K, Bräuchle C. Chem. Eur. J. 1998; 4:
2129–2135.


6. Frisch MJ, Trucks GW, Schlegel HB, Scuseria GE, Robb MA,
Cheeseman JR, Zakrzewski VG, Montgomery JA, Stratmann RE,
Burant JC, Dapprich S, Millam JM, Daniels AD, Kudin KN,
Strain MC, Frakas O, Tomasi J, Barone V, Cossi M, Cammi R,
Mennucci B, Pommeli C, Adamo C, Clifford S, Ochterski J,
Petersson GA, Ayala PY, Cui Q, Morokuma K, Rega N, Salvador
P, Dannenberg JJ, Malick DK, Rabuck AD, Raghavachari K,
Foresman JB, Cioslowski J, Ortiz JV, Baboul AG, Stefanov BB,
Liu G, Liashenko A, Piskorz P, Komaromi I, Gomperts R, Martin
RL, Fox DJ, Keith T, Al-Laham MA, Pent CY, Nanayakkara A,
Challacombe M, Gill PMW, Johnson B, Chen W, Wong MW,
Andres JL, Gonzalez C, Head-Gordon M, Replogle ES, Pople JA.
Gaussian 98, Revision A.11.3. Gaussian, Inc.: Pittsburgh PA,
2002.


7. (a) Zyss J. J. Chem. Phys. 1993; 98: 6583–6599; (b) Zyss J,
Ledoux I. Chem. Rev. 1994; 94: 77–105; (c) Zhu W, Wu G-S. J.
Phys. Chem. 2001; 105: 9568–9574.


8. (a) Pulay P. J. Chem. Phys. 1983; 78: 5043–5051; (b) Dykstra CE,
Jasien PG. Chem. Phys. Lett. 1984; 109: 388–393.


9. (a) Brown HC, Okamoto Y. J. Am. Chem. Soc. 1958; 80: 4979–
4987. (b) Mishima M, Mustanir; Fujio M, Tsuno Y. Bull. Chem.
Soc. Jpn. 1996; 69: 2009–2018.


10. Marder SR, Beretan DN, Cheng L-T. Science 1991; 252: 103–
106.


FIRST HYPERPOLARIZABILITIES OF TRIAZINE DERIVATIVES 173


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 169–173








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2004; 17: 656–664
Published online in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/poc.801


298K enthalpies of formation of monofluorinated
alkanes: theoretical predictions for methyl, ethyl,
isopropyl and tert-butyl fluoride


Bethany L. Kormos,1 Joel F. Liebman2 and Christopher J. Cramer1*
1Department of Chemistry and Supercomputing Institute, University of Minnesota, 207 Pleasant Street SE,
Minneapolis, Minnesota 55455, USA
2Department of Chemistry and Biochemistry, University of Maryland, Baltimore County, 1000 Hilltop Circle, Baltimore,
Maryland 21250, USA


Received 18 December 2003; revised 9 February 2004; accepted 11 February 2004


epoc ABSTRACT: Experimentally measured 298 K enthalpies of formation are not well established for monofluoroalk-
anes. To supplement available experimental data, the multi-coefficient G3 (MCG3) quantum mechanical model has
been applied to estimate this thermochemical quantity for methyl fluoride, ethyl fluoride, 2-fluoropropane (isopropyl
fluoride) and 2-fluoro-2-methylpropane (tert-butyl fluoride). The following 298 K standard enthalpies of formation
are suggested for these monofluoroalkanes: �H�


f;298 (MeF)¼�57.1� 0.2 kcal mol�1, �H�
f;298 (EtF)¼�66.5�


0.4 kcal mol�1, �H�
f;298 (i-PrF)¼�75.4� 0.5 kcal mol�1, and �H�


f;298 (t-BuF)¼�86.0� 2.0 kcal mol�1 (1 kcal¼
4.184 kJ). Copyright # 2004 John Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience


KEYWORDS: enthalpy of formation; fluoroalkanes; methyl fluoride; ethyl fluoride; isopropyl fluoride; tert-butyl fluoride


INTRODUCTION


Owing to their unique properties, interest in fluorinated
compounds continues unabated. Their thermochemical
properties, and in particular their standard enthalpies of
formation, have been of key importance. However, as
perusal of relevant review articles and book chapters
shows,1–4 the majority of research has been focused
on species characterized by a very high degree of
fluorination.


By contrast, very few contemporaneous experimental
thermochemical studies address monofluorinated spe-
cies.5 Insofar as the effects of fluorine substitution are
manifestly non-additive, we are thus missing key data for
furthering our understanding of the energetics of organic
compounds. For example, it is well accepted that the
following reaction is significantly exothermic:1–4


4CH3F ! 3CH4 þ CF4


However, we are thwarted from knowing the exothermi-
city quantitatively because of the absence of enthalpy of


formation data for methyl fluoride from the experimental
calorimetric literature.


Even in those instances where the experimental litera-
ture has addressed monofluorinated alkanes, the results
have been open to question with respect to their accu-
racy.6–8 For example, there is only one measured enthalpy
of formation for a sec-alkyl fluoride, that of isopropyl
fluoride.9 The value reported differs from that for the iso-
meric n-propyl fluoride by 1.8� 0.3 kcal mol�1 (1 kcal¼
4.184 kJ).10 This difference is substantially smaller than
that observed for the corresponding isomeric amines
(3.3� 0.1 kcal mol�1), alcohols (4.2� 0.1 kcal mol�1)
and the other halides (Cl, 3.1� 0.3; Br, 3.0� 0.7; I,
2.4� 0.9 kcal mol�1).10


Not only are enthalpies of formation rather rare in the
literature for alkyl fluorides, but so too are enthalpies of
reaction. Again, for those cases where data are available,
there are troubling issues. For example, from an analysis
of measured gas-phase dissociative protonation attach-
ment reactions, Abboud et al.11 asserted the halogen
exchange reaction


1-AdF þ HCl ! HF þ 1-AdCl


(Ad¼ adamantyl) to have a Gibbs free energy change
of �6.4� 2.8 kcal mol�1. If we assume that the entropy
change is negligible, the enthalpy of reaction is the same
value (this entropy assumption seems reasonable, insofar
as the entropy change for MeFþHCl!HFþMeCl
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is �0.36 e.u.12). By contrast, using computationally
derived enthalpies of formation for t-butyl fluoride (as
discussed below) and archival values for the remaining
species,10 the related halogen exchange reaction


t-BuF þ HCl ! HF þ t-BuCl


is predicted to be essentially thermoneutral, with an
enthalpy change of 0.2� 1.9 kcal mol�1. Why might
these results be so discrepant? Perhaps t-butyl and
1-adamantyl are profoundly different in their response
to fluorine substitution versus chlorine substitution. This
seems unlikely, however. The ionization enthalpies for t-
butyl fluoride and chloride and 1-adamantyl fluoride and
chloride are known,13 and the differences in ionization
enthalpies for the two t-butyl and two 1-adamantyl
halides are the same, within experimental error. Further-
more, if we accept that there might be expected to be a
constant enthalpy change associated with replacing F by
OH in a given monosubstituted fluoride, then we may
also consider the reaction


1-AdOH þ t-BuCl ! 1-AdCl þ t-BuOH


Experiment10,14 indicates this reaction also to be essen-
tially thermoneutral (�H298¼ 0.6� 1.3 kcal mol�1), sug-
gesting that the proton-mediated fluoride–chloride
exchange in the adamantyl system should be thermoneu-
tral in spite of the analysis of Abboud et al.11


When experimental data are equivocal, estimation/
correlation methods5,7,15 and contemporary high-level
quantum chemical calculations8 can guide further
analysis. We here apply such techniques with the specific
goal of providing improved estimates of the 298 K
standard enthalpies of formation for the four paradig-
matic monofluoroalkanes, methyl fluoride, ethyl fluoride,
2-fluoropropane (isopropyl fluoride) and 2-fluoro-2-
methylpropane (tert-butyl fluoride).


COMPUTATIONAL METHODS


Thermochemistry


The molecular geometries of all reactants (methyl fluor-
ide 1, ethyl fluoride 3, isopropyl fluoride 5 and tert-butyl
fluoride 7), all heterolytic dissociation products derived
therefrom (methyl cation 2a, ethyl cation 4a, isopropyl
cation 6a and tert-butyl cation 8a), and all homolytic
dissociation products derived therefrom (methyl radical
2b, ethyl radical 4b, isopropyl radical 6b and tert-butyl
radical 8b) were optimized at the multi-coefficient
quadratic configuration interaction including singles
and doubles (MCQCISD)16 level of theory. Vibrational
frequency calculations at this same level were performed
on 1–8 in order to assess the nature of various stationary
points and to compute unscaled thermal contributions to


the 298 K enthalpy.17 The energies of 1–8, the fluoride
anion 9a and fluorine atom 9b and also the carbon 10 and
hydrogen 11 atoms, were then computed at the multi-
coefficient G3 (MCG3)18,19 level, which has been demon-
strated to predict enthalpies of activation, reaction and
formation over large sets of molecules to a typical
accuracy of 1 kcal mol�1.20 The MCG3 level of theory
includes electron correlation effects through quadratic
configuration interaction including singles, doubles and a
perturbative estimate for triples [QCISD(T)]21,22 and
employs basis sets of size up to an improved version of
the 6–311þþG(3d2f,2df,2p) basis set.16,23


R��F �! Rþ þ F�


A B C
ð1Þ


R��F �! R� þ F �


A D E
ð2Þ


CmHnF �! F þ mC þ nH


A E F G
ð3Þ


The 298 K enthalpies of formation of the monofluorinated
alkanes 1, 3, 5 and 7 were computed by three different
approaches. These approaches differ primarily in the
experimental data that are used as a foundation for the
computational procedure. In each case, we compute
298 K enthalpies of reaction �H�


r;298 for fragmentation
of the alkyl fluorides into products for which experimen-
tal heats of formation have been reported. In the case of
Eqn (1), the fragmentation is heterolytic and generates
the fluoride anion and the alkyl cation. In the case of
Eqn (2), the fragmentation is homolytic and generates the
fluorine atom and the alkyl radical. Finally, in the case of
Eqn (3), the fragmentation is the atomization reaction.
With MCG3//MCQCISD computed enthalpies of reac-
tion in hand, we may compute the heats of formation of
the alkyl fluorides for the three cases by the following
equations:


�H�
f;298 Að Þ ¼ �H�


f;298 Bð Þ þ�H�
f;298 Cð Þ ��H�


r;298ð1Þ ð4Þ


�H�
f;298 Að Þ ¼ �H�


f;298 Dð Þ þ�H�
f;298 Eð Þ ��H�


r;298ð2Þ ð5Þ


�H�
f;298 Að Þ ¼ �H�


f;298 Eð Þ þ m�H�
f;298 Fð Þ


þ n�H�
f;298 Gð Þ ��H�


r;298ð3Þ ð6Þ


where all heats of formation on the right-hand side of
Eqns (4)–(6) are taken from experiment and can be found
in Table 1.


In addition to the MCG3//MCQCISD level of theory,
density functional theory (DFT) calculations were carried


ENTHALPIES OF FORMATION OF MONOFLUOROALKANES 657


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 656–664







out for all of the alkyl fluorides 1, 3, 5 and 7, their
respective alkyl cations 2a, 4a, 6a and 8a, the fluoride
anion 9a, isobutane 12 and propane 13. Functionals
employed were the gradient-corrected Hartree–Fock
including24 exchange functional of Becke25 with the
gradient-corrected correlation functional of Lee, Yang
and Parr26 (B3LYP) and the gradient-corrected Hartree–
Fock including exchange and correlation functionals of
Perdew and co-workers27–29 as modified by Adamo and
Barone30 (mPW1PW91). For 1–9a the mPW1N func-
tional was also employed, this being a modification of
mPW1PW91 that incorporates 40.6% Hartree–Fock ex-
change in place of the usual 25%.8 All DFT calculations
employed the 6–31þG(d) basis set.31 Vibrational fre-
quency calculations at both levels were performed to
confirm all stationary points as minima and to compute
unscaled thermal contributions to the 298 K enthalpy.17


ð7Þ


One goal of the DFT equations was to use the
isodesmic Eqn (7) to assess better the 298 K enthalpy
of formation of 8a, which was computed using the
equation


�H�
f;298 8að Þ ¼ �H�


r;298ð7Þ þ�H�
f;298 12ð Þ


þ�H�
f;298 6að Þ ��H�


f;298 13ð Þ ð8Þ


where experimental values for the 298 K standard enthal-
pies of formation of 12 and 13 were taken as�32.25� 0.14
and �24.92� 0.13 kcal mol�1, respectively (each value is
an average of two reported numbers32).


Software


MO and DFT calculations were carried out with the
Gaussian 98 program suite.33 Multicoefficient calcula-
tions employed the MULTILEVEL code.34


RESULTS AND DISCUSSION


Reactions


Heterolytic dissociation. At the MCQCISD level,
geometry optimization proceeds by minimization of the
gradient to the nearest stationary point.17,35 For the
majority of the species in this study, this process pro-
ceeded uneventfully, resulting in stationary point struc-
tures having all real vibrational frequencies (structures for
all MCQCISD-optimized species may be found in the
supplementary material). However, optimization of tert-
butyl cation 8a led to three different stationary points
depending on the nature of the starting geometry. The
lowest in energy at the MCG3 level, 8a1, hasCs symmetry,
the next lowest, 8a2, has C3h symmetry, and the highest in
energy, 8a3, has C3v symmetry (Fig 1; note that symmetry
was not imposed in any of the optimizations).


Energies of all species involved in heterolytic reactions
at the MCQCISD and MCG3//MCQCISD levels are
given in Table 2. Another level of theory is also pre-
sented, namely mPW1N,8 which is a modification of the
mPW1PW91 formalism that uses 40.6% Hartree–Fock
exchange in place of the usual value of 25%; mPW1N is
also defined to imply use of the 6–31þG(d) basis set. The
mPW1N model was designed specifically for use in
modeling halohydrocarbons and their nucleophilic sub-
stitution reactions. This level was examined to help
resolve the issue of which one of the structures 8a1–3 is
the correct local minimum. At the MCQCISD level, all
three structures are predicted to have one imaginary
frequency each, of magnitudes 12, 62 and 193 cm�1,
respectively. The multilevel character of the model,
however, makes it subject to some numerical noise, and
thus the small magnitudes of the imaginary frequencies
for 8a1 and 8a2 cannot be regarded as definitive. At the
mPW1N level, 8a1 is predicted to have zero imaginary
frequencies (the frequency of lowest magnitude is
56 cm�1), whereas 8a2 and 8a3 are predicted to have
imaginary frequencies of magnitudes 37 and 192 cm�1,
respectively.


Table 1. Experimental 298K standard enthalpies of forma-
tion for heterolysis, homolysis and atomization products
found in Eqns (1)–(6)


Species �H�
f;298 Ref.


CH3
þ 2a 261.8� 0.2 44


CH3
. 2b 35.1� 0.2 51


C2H5
þ 4a 215.2� 0.5 45


C2H5
. 4b 28.9� 0.4 52


iso-C3H7
þ 6a 191.5� 0.9 44


iso-C3H7
. 6b 22.0� 0.5 51


tert-C4H9
þ 8a 167.3� 0.9 This study


tert-C4H9
. 8b 12.8� 2 49


F� 9a �61.0� 1.3 See 8
F 9b 18.97� 0.072 50
C 10 171.29� 0.11 50
H 11 52.1� 0.001 50


Figure 1. Ball-and-stick stereostructures for 8a1–3 optimi-
zed at the MCQCISD level of theory
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The mPW1N vibrational frequencies support assign-
ment of 8a1 as the local minimum and 8a2 and 8a3 as
rotational transition-state structures for switching the
identity of the unique methyl group in the Cs structure,
in agreement with a previous study.36 This vibrational
analysis is curiously contrary to the energetic situation,


where mPW1N predicts structure 8a2 to be lower in
298 K enthalpy than 8a1. However, at the much more
complete MCQCISD and MCG3//MCQCISD levels, 8a1
and 8a2 are predicted to be essentially degenerate,
whereas 8a3 is predicted to be 1.5 kcal mol�1 higher in
energy. Taking all of these data together, it is clear that


Table 2. Absolute (Eh) [and relative (kcalmol�1)] energies, zero-point vibrational energies, and 298K thermal contributions for
1–11 at various levels of theory


Property


mPW1N Eel ZPVE H298�H0 H298
a


1 �139.712 68 0.039 81 0.003 85 �139.669 02
2a �39.463 85 0.031 88 0.003 80 �39.428 18
3 �179.025 84 0.068 84 0.004 78 �178.952 23
4a �78.837 11 0.061 82 0.004 09 �78.771 21
5 �218.338 52 0.097 09 0.005 97 �218.235 47
6a �118.178 75 0.089 31 0.005 81 �118.083 63
7 �257.649 81 0.124 90 0.011 53 �257.517 62
8a1 �157.513 22 [0.0] 0.117 99 [0.0] 0.007 25 [0.0] �157.387 97 [0.0]
8a2 �157.513 21 [0.0] 0.117 75 [�0.2] 0.006 51 [�0.5] �157.388 96 [�0.6]
8a3 �157.510 72 [1.6] 0.117 47 [�0.3] 0.005 94 [�0.8] �157.387 31 [0.4]
9a �99.827 66 0.000 00 0.002 36 �99.825 30


MCQCISD Eel ZPVE H298�H0 H298
a


1 �140.132 30 0.039 27 0.003 86 �140.089 17
2a �39.563 53 0.031 36 0.003 80 �39.528 37
2b �39.924 61 0.029 72 0.003 97 �39.890 92
3 �179.538 96 0.066 80 0.004 93 �179.467 23
4a �79.028 60 0.060 83 0.004 07 �78.963 70
4b �79.327 28 0.059 27 0.004 86 �79.263 15
5 �218.946 98 0.095 57 0.005 98 �218.845 43
6a �118.457 76 0.088 18 0.005 75 �118.363 83
6b �118.732 21 0.087 92 0.005 96 �118.638 33
7 �258.355 51 0.122 84 0.007 37 �258.225 30
8a1 �157.886 60 [0.0] 0.116 34 [0.0] 0.006 42 [0.0] �157.763 84 [0.0]
8a2 �157.886 38 [0.1] 0.115 91 [�0.3] 0.006 64 [0.1] �157.763 83 [0.0]
8a3 �157.884 03 [1.6] 0.115 83 [�0.3] 0.006 83 [0.3] �157.761 36 [1.5]
8b �158.138 41 0.116 20 0.007 12 �158.015 09
9a �100.162 72 0.000 00 0.002 36 �100.160 36
9b �100.021 58 0.000 00 0.002 36 �100.019 22


MCG3//MCQCISD Eel H298
b


1 �141.277 61 �141.234 48
2a �39.890 20 �39.855 04
2b �40.253 03 �40.219 34
3 �181.008 28 �180.936 55
4a �79.680 61 �79.615 71
4b �79.979 52 �79.915 39
5 �220.740 51 �220.638 96
6a �119.433 88 �119.339 96
6b �119.708 52 �119.614 64
7 �260.473 40 �260.343 19
8a1 �159.186 88 [0.0] �159.064 12 [0.0]
8a2 �159.186 71 [0.1] �159.064 16 [0.0]
8a3 �159.184 37 [1.6] �159.061 70 [1.5]
8b �159.439 05 �159.315 73
9a �100.975 19 �100.972 83
9b �100.840 45 �100.838 09
10 �38.087 47 �38.085 11
11 �0.506 17 �0.503 81


a Sum of Eel, ZPVE and H298�H0.
b Sum of MCG3 Eel and MCQCISD ZPVE and H298�H0.
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the potential energy surface for 8a is fairly flat along the
various rotational coordinates. In any case, from this
point forward we will employ the data for 8a1 in any
calculation involving the tert-butyl cation.


A separate point meriting digression is the larger zero-
point vibrational energy (ZPVE) computed for all struc-
tures at the mPW1N level compared with the MCQCISD.
The vibrational frequencies for 7 and 8a1 are listed in
Tables 3 and 4, respectively. The larger frequencies
predicted at the mPW1N level are consistent with it being
a DFT level of theory incorporating a substantial fraction
of Hartree–Fock exchange—such levels of theory typi-
cally require that their predicted frequencies be scaled by
a factor somewhat less than 1.0 to bring them into better
agreement with experiment.17 Tables 3 and 4 also list the
mPW1N scaled frequencies, using a scale factor of
0.9846. This factor minimizes the root mean square
(r.m.s.) difference between the scaled frequencies and
the MCQCISD frequencies for 7. Note that in Table 4,
this results in a lowest predicted frequency of 54.6 cm�1


for 8a1. This value has been used in place of the
corresponding near-zero imaginary frequency computed
at the MCQCISD level in computing the MCQCISD
ZPVE and thermal enthalpic contributions listed in
Table 2.


Whereas the values in Table 2 permit computation of
the 298 K enthalpies of reaction for Eqn (1), in order to
proceed to compute the 298 K enthalpies of formation for
the alkyl fluorides 1, 3, 5 and 7 using Eqn (4), we must
identify 298 K enthalpies of formation for the respective
alkyl cations (2a, 4a, 6a and 8a) and fluoride anion (9a).
With respect to 9a, the enthalpy of formation adopted
(�61� 1.3 kcal mol�1) is an average of seven experi-
mental values listed in the NIST WebBook.37–43 The
error assigned to this value (determined as the r.m.s. of
all reported experimental errors) is in excess of
1 kcal mol�1, but this estimate would appear to be the
best available.


As for the enthalpies of formation of the alkyl cations,
the experimental values of 261.8� 0.2 and 191.5�
0.9 kcal mol�1 used for the methyl cation 2a and the


Table 3. Vibrational frequencies (cm�1) for 7 computed at
various levels of theory


Normal mode MC-QCISD mPW1N Scaled mPW1Na


36 3127.5 3168.7 3119.8
35 3127.2 3168.7 3119.7
34 3126.4 3167.1 3118.3
33 3122.5 3164.3 3115.5
32 3118.6 3159.6 3110.9
31 3118.2 3159.6 3110.8
30 3043.0 3086.6 3038.9
29 3037.4 3079.1 3031.6
28 3037.0 3079.0 3031.5
27 1505.2 1545.4 1521.5
26 1483.8 1523.3 1499.8
25 1483.8 1522.8 1499.3
24 1471.6 1509.8 1486.5
23 1471.6 1509.5 1486.2
22 1454.2 1493.8 1470.7
21 1408.6 1450.8 1428.4
20 1390.8 1429.3 1407.3
19 1390.7 1428.6 1406.5
18 1285.9 1301.5 1281.5
17 1285.9 1301.2 1281.1
16 1219.0 1239.8 1220.6
15 1039.5 1058.8 1042.5
14 1039.4 1058.7 1042.4
13 952.0 971.8 956.8
12 921.3 935.6 921.2
11 921.2 934.3 919.9
10 917.2 912.6 898.6
9 763.2 765.0 753.2
8 453.5 459.5 452.4
7 453.3 458.8 451.7
6 397.4 409.5 403.2
5 330.7 334.5 329.4
4 330.6 334.0 328.9
3 256.3 256.8 252.9
2 255.7 255.1 251.1
1 181.1 189.3 186.3


a Scale factor¼ 0.9846.


Table 4. Vibrational frequencies (cm�1) for 8a1 computed
at various levels of theory


Normal mode MC-QCISD mPW1N scaled mPW1Na


33 3183.8 3216.4 3166.7
32 3177.6 3210.0 3160.4
31 3177.5 3209.0 3159.5
30 3098.7 3115.3 3067.3
29 3096.0 3114.4 3066.3
28 3083.1 3094.3 3046.5
27 2981.4 3027.0 2980.3
26 2959.7 3005.7 2959.3
25 2952.1 2999.4 2953.1
24 1506.3 1528.5 1504.9
23 1497.5 1523.7 1500.1
22 1490.1 1519.6 1496.1
21 1434.0 1461.8 1439.2
20 1418.9 1445.2 1422.9
19 1397.3 1435.0 1412.9
18 1360.8 1383.6 1362.3
17 1337.7 1372.1 1350.9
16 1328.6 1365.5 1344.4
15 1303.9 1326.6 1306.1
14 1295.3 1319.9 1299.5
13 1103.4 1125.9 1108.5
12 1014.3 1013.8 998.2
11 990.2 1001.9 986.4
10 974.4 990.5 975.3
9 838.7 842.0 829.0
8 748.3 786.2 774.0
7 707.7 761.9 750.1
6 435.8 451.3 444.3
5 400.1 407.2 400.9
4 396.4 406.2 400.0
3 205.4 189.8 186.9
2 119.3 87.7 86.4
1 11.8i 55.5 54.6


a Scale factor¼ 0.9846.
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isopropyl cation 6a, respectively, were taken directly
from the NIST website44 and are presumably calculated
using the experimental enthalpies of formation of the
appropriate alkyl radicals and their corresponding ioniza-
tion energies, whereas the enthalpy of formation of
215.2� 0.5 kcal mol�1 applied for the ethyl cation 4a
comes from a recent measurement by Baer et al.45 Some
ambiguity exists in the literature for the enthalpy of
formation of the tert-butyl cation 8a, with reported
values spanning a range from 165.8 to 171.0 kcal mol�1


and having typical error bars of the order of 1–


2 kcal mol�1.46–48 In order to have a more precise value,
we evaluated Eqn (7) at the B3LYP/6–31þG(d) and
mPW1PW91/6–31þG(d) levels of theory, since trust-
worthy values for the 298 K enthalpies of formation for
molecules 6–8 are available.32,44 As Eqn (7) is an
isodesmic equation, lower levels of theory are expected
to benefit from substantial cancellation of errors in
predicting the enthalpy of reaction. Absolute energies at
both levels of theory for 6a, 8a, 12 and 13 are listed in
Table 5. The 298 K enthalpy of reaction for Eqn (7) is
predicted to be 16.8 and 16.9 kcal mol�1 at the B3LYP
and mPW1PW91 levels, respectively. Employing either
of these two closely agreeing numbers with the experi-
mental 298 K enthalpies of formation for the remaining
species according to Eqn (8) gives a predicted enthalpy of
formation for 8a of 167.3� 0.9 kcal mol�1. This value is
lower than estimates derived from the most recent work of
Smith and Radom48 (171� 2.4 kcal mol�1) and Traeger
and Kompe47 (170.0� 0.6 kcal mol�1). However, when
our 167.3� 0.9 value for the enthalpy of formation of 8a
is used with the accepted ionization energy of 6.70 eV,47 a
value of 12.8 kcal mol�1 is obtained for the enthalpy of
formation of the tert-butyl radical 8b, and this is precisely
in accordance with the most recent experimental mea-
surement.49


Having established 298 K enthalpies of formation for
the alkyl cations and fluoride anion, when Eqn (4) is used
to compute the 298 K enthalpies of formation of the alkyl
fluorides for the mPW1N, MCQCISD and MCG3//
MCQCISD levels, the results for methyl fluoride 1 are
�60.0, �50.5 and �54.4 kcal mol�1, respectively, with
an error of �1.3 kcal mol�1; the results for ethyl fluoride
3 are �69.0, �61.1 and �64.2� 1.4 kcal mol�1; the
results for isopropyl fluoride 5 are �74.2, �71.1 and
�74.4� 1.6 kcal mol�1; and the results for tert-butyl


fluoride 7 are �84.7, �82.6 and �85.9� 1.6 kcal mol�1


(all errors are computed simply as the r.m.s. error in the
experimental values for the relevant alkyl cation and the
fluoride anion). Only the MCG3 level is specifically
designed for high accuracy in thermochemical predic-
tions, so the other two values are listed simply to provide
an indication of how useful (or not) the other two levels
may be considered to be for this purpose.


Homolytic dissociation. At the MCQCISD level,
optimization of each of the alkyl radicals 2b, 4b, 6b
and 8b led to a single stationary point with zero imagin-
ary frequencies. The starting geometry of 8b was similar
to the tert-butyl cation 8a1 structure having Cs symmetry,
but optimized to a structure resembling the tert-butyl
cation 8a3 structure having C3v symmetry. Energies of the
homolytic reaction products 2b, 4b, 6b and 8b and the
fluorine atom 9b at the MCQCISD and MCG3//
MCQCISD levels are given in Table 2.


In contrast to the heterolytic reaction products, fairly
reliable experimental 298 K enthalpies of formation are
available for the homolytic reaction products. These
values may be used to compute the 298 K enthalpies of
formation for the alkyl fluorides 1, 3, 5 and 7 using Eqn
(5), along with the values in Table 2 that permit computa-
tion of the 298 K enthalpies of reaction for Eqn (2). The
enthalpy of formation used for the fluorine atom 9b
was obtained from the NIST–JANAF thermochemical
tables.50 As for the enthalpies of formation of the alkyl
radicals, the experimental values of 35.1� 0.2 and
22.0� 0.5 kcal mol�1 used for the methyl radical 2b
and the isopropyl radical 6b, respectively, were taken
from a compilation by Tsang,51 the enthalpy of formation
of 28.9� 0.4 kcal mol�1 for the ethyl radical 4b comes
from a measurement by Seakins et al.52 and the enthalpy
of formation of 12.8� 2 kcal mol�1 applied for the tert-
butyl radical 8b comes from a recent measurement by
Srinivasan et al.49


When Eqn (5) is used to compute the 298 K enthalpies
of formation of the alkyl fluorides for the MCQCISD,
and MCG3//MCQCISD levels, the results for methyl
fluoride 1 are �58.2 and �57.0 kcal mol�1, respectively,
with an error of � 0.2 kcal mol�1; the results for ethyl
fluoride 3 are �68.1 and �67.0� 0.4 kcal mol�1; the
results for isopropyl fluoride 5 are �76.9 and �75.9�
0.5 kcal mol�1; and the results for tert-butyl fluoride 7 are
�88.0 and �87.0� 2.0 kcal mol�1.


Atomization energies. Energies and 298 K enthalpies
of the atomization reaction products fluorine (2P) 9b,
carbon (3P) 10 and hydrogen (2S) 11 computed at the
MCG3 level are given in Table 2. These enthalpies were
used to compute 298 K enthalpies of reaction for
Eqn (3), which were subsequently used to compute
the 298 K enthalpies of formation for the alkyl
fluorides 1, 3, 5 and 7 using Eqn (6). The enthalpies of
formation used in Eqn (6) for atomic fluorine 9b,


Table 5. 298K enthalpies for 6a, 8a, 12 and 13 (absolute,
Eh) and Eqn (7) (reaction, kcal mol�1) at the B3LYP/6–
31þG(d) and mPW1PW91/6–31þG(d) levels of theory


Target B3LYP mPW1PW91


6a �118.118 25 �118.083 63
8a �157.431 29 �157.388 00
12 �158.325 58 �158.282 88
13 �119.039 24 �119.005 43
Eqn (7) 16.8 16.9
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carbon 10 (171.29� 0.11 kcal mol�1) and hydrogen 11
(52.103� 0.001 kcal mol�1) were obtained from the
NIST–JANAF thermochemical tables.50


When Eqn (6) is used to compute the 298 K entha-
lpies of formation of the alkyl fluorides for the
MCG3 level of theory, the result for methyl fluoride 1
is �57.2 kcal mol�1, the result for ethyl fluoride 3 is
�65.9 kcal mol�1, the result for isopropyl fluoride 5
is �74.9 kcal mol�1 and the result for tert-butyl fluoride
7 is �84.9 kcal mol�1, each of which has an associated
error of � 0.13 kcal mol�1.


Enthalpies of formation. In all cases except tert-
butyl, the enthalpies of formation computed from homo-
lytic dissociation and atomization [Eqns (5) and (6)]
agree with one another to within about 1 kcal mol�1.
The agreement in the case of tert-butyl fluoride is within
2 kcal mol�1, which is within the experimental error
associated with the heat of formation of 8b. Heats of
formation computed from heterolysis [Eqn (4)] are in
reasonably good agreement with the other two values for
fluorides 5 and 7, but fail to agree as closely for 1 and 3.
The disagreement for the last two cases may be asso-
ciated with difficulties in accurately measuring (or com-
puting) heats of formation for the highly unstable
carbocations 2a and 4a compared with the more highly
substituted and stable cations 6a and 8a. In any case, we
consider the optimal estimates for the alkyl fluoride heats
of formation to derive from taking an average of the
values computed at the MCG3//MCQCISD level for only
the homolytic and atomization processes, and the hetero-
lytic results are provided here simply for comparison. On
that basis, we recommend the following values for
the enthalpies of formation of the monofluoroalkanes
investigated in this study: �H�


f;298 (1)¼�57.1�
0.2 kcal mol�1, �H�


f;298 (3)¼�66.5� 0.4 kcal mol�1,
�H�


f;298 (5)¼�75.4� 0.5 kcal mol�1 and �H�
f;298 (7)¼


�86.0� 2.0 kcal mol�1 (the uncertainties are taken to be
the largest r.m.s. error computed for either process).


Comparison of results. Our recommended enthalpies
of formation for methyl, ethyl, isopropyl and tert-butyl
fluoride are in reasonably good agreement with values
recently suggested by Luo and Benson7 and Smith15 from
an electronegativity-based analysis and with values ob-
tained from the group additivity method of Schaffer5


(Table 6). None of these values, however, are compatible
with the values that would be estimated by use of the
well-established corresponding alcohol enthalpies of for-
mation10 and the Benson53/Woolf54–57/Liebman3,58 iso-
thermal pair/thermochemical mimicry analysis, i.e. the
assertion that there is a roughly constant 6 kcal mol�1


enthalpy of formation difference between a gas-phase
species with a C—F bond and the isoelectronic, isosteric
analog with a C—OH bond. That analysis would
yield �48� 6¼�54 kcal mol�1 for 1,32 �56� 6¼
�62 kcal mol�1 for 3,32 �65� 6¼�71 kcal mol�1 for


532 and �75� 6¼�81 kcal mol�1 for 7.32 Of course,
key to this analysis was the difference in the isomeric n-
and isopropyl fluorides, which, as discussed earlier, are
suspect. Using the values for the enthalpy of formation of
the alkyl fluorides computed here and estimated from the
other analyses noted above results in an average differ-
ence of ca 10 kcal mol�1 between the alkyl fluorides and
the corresponding alcohols.


Is the rule suspect, or is it perchance valid but with a
different roughly constant difference? Schaffer et al.5


reported the enthalpies of formation of 1-fluorononane,
-dodecane and -tetradecane to be �101.2� 0.5,
�116.9� 0.1 and �127.4� 0.2 kcal mol�1, respectively.
These three values are roughly internally consistent in
terms of the ‘universal methylene increment’ of ca
�4.9 kcal mol�1 per —CH2— (see, for example, Ref.
59). The enthalpies of formation for the related alcohols
are �90.0� 0.3 kcal mol�1 (summing the liquid enthalpy
of formation60 and the enthalpy of vaporization61),
�104.3� 0.4 kcal mol�1 (summing the liquid enthalpy
of formation60 and the enthalpy of vaporization61,62) and
�113.5� 0.6 kcal mol�1.63 It would appear that the
difference in the enthalpy of formation of fluorides and
the corresponding alcohol is closer to ca 12 than
6 kcal mol�1. Moreover, it should be remembered that
the 6 kcal mol�1 was generally derived by reference to
C—F bonds involving carbons bonded to electronegative
groups and/or sp2 carbons, features that are expected to
decrease the C—F/C—OH enthalpy of formation differ-
ence using the logic suggested by Kunkel et al.58


If we assert that there is essentially a constant differ-
ence for the enthalpies of formation of arbitrary alkyl
fluorides and their corresponding alcohols, we can derive
the following relationship:


�H�
f;298ðR0FÞ ¼ �H�


f;298ðRFÞ
þ
�
�H�


f;298ðR0OHÞ ��H�
f;298ðROHÞ


�


ð9Þ


for all alkyl groups R and R0. Letting R¼ i-Pr and R0 ¼ n-
Pr, we can derive the enthalpy of formation of n-propyl
fluoride to be �71.2� 0.5 kcal mol�1 from our calculated
enthalpy of formation of isopropyl fluoride, �75.4� 0.5
kcal mol�1, and the archival enthalpies of formation of


Table 6. Calculated 298K enthalpies of formation for
methyl fluoride (1), ethyl fluoride (3), isopropyl fluoride (5)
and tert-butyl fluoride (7)


��Hf
� (kcal mol�1)


Alkyl This work Luo and Smith15 Schaffer
fluoride Benson7 et al.5


1 57.1� 0.2 55.9� 1
3 66.5� 0.4 66.3� 1 65.1 65.7
5 75.4� 0.5 76.2� 1 75.5 75.4
7 86.0� 2.0 86.9� 1 87.5 86.4
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n-and isopropyl alcohol, �61.0� 0.1 and �65.2�
0.1 kcal mol�1. Likewise, letting R¼ t-Bu and R0 ¼ n-
Bu, we can derive the enthalpy of formation of n-butyl
fluoride to be �77.0� 2.0 kcal mol�1 from our calculated
enthalpy of formation of tert-butyl fluoride, �86.0�
2.0 kcal mol�1, and the archival enthalpies of formation
of n- and tert-butyl alcohol, �65.7� 0.1 and �74.7�
0.2 kcal mol�1. The resultant difference between n-
propyl and n-butyl fluoride is �5.8� 2.1 kcal mol�1,
slightly larger than the �4.9 kcal mol�1 value associated
with the ‘universal methylene increment’, but within the
experimental error associated with our values.


Interestingly, there is a measurement in the literature
for the enthalpy of ionization of tert-butyl fluoride,
�27.3� 0.6 kcal mol�1, that refers to the solution-phase
value from reaction with SbF5 in SO2ClF at low tem-
perature.13 In the same paper, the corresponding values
are available for some other alkyl fluorides and chlorides.
Based on these data, and assuming complete ionization
and cancellation of solvation effects for the organic
halides, we would conclude that the difference in the
heterolysis energies for any fluoride and the correspond-
ing chloride would be roughly independent of the affixed
alkyl group: for the isopropyl case the difference is
�1.5� 1.1, for tert-butyl �1.9� 1.0, for 1-adamantyl
�1.3� 1.2 and for exo-norbornyl �2.2� 1.1 kcal mol�1.
The same difference is also found for the sec-butyl case,
at both �75 and �25 �C, corresponding to the cases
where there is not and where there is rearrangement of
the resulting sec-butyl carbocation to its tert-butyl iso-
mer, namely �1.7� 1.2 and �2.0� 1.1 kcal mol�1, re-
spectively. This constancy suggests that there is
essentially a constant difference between the enthalpy
of formation of an arbitrary alkyl fluoride and the
corresponding chloride and, in turn (and extrapolating
further), between an alkyl fluoride and the corresponding
alcohol.


There is an additional check of this analysis. A cor-
ollary of our analysis is that the difference in the ioniza-
tion enthalpies of sec-butyl chloride at �25 �C (when it
rearranges) and of tert-butyl chloride should be the
difference of the enthalpy of formation of the two
(liquid-phase) chlorides since the final product after
ionization is the same. The difference in the reaction
enthalpies is 4.6� 1.1 kcal mol�1.13 The difference in the
enthalpies of formation of the two condensed-phase alkyl
chlorides is 3.1� 0.7 kcal mol�1,64 which is in acceptable
agreement with our analysis. By the identical argument,
the difference between the ionization enthalpies of sec-
butyl fluoride at �25 �C (where it rearranges) and tert-
butyl fluoride should be equal to the difference in the
enthalpy of formation of the two (liquid-phase) fluorides.
The difference of the reaction enthalpies is
�4.7� 1.0 kcal mol�1.13 Making plausible estimates for
the enthalpies of vaporization of the two species65 results
in the prediction that the difference of the gas-phase
enthalpies should be �3.9� 1.0 kcal mol�1. The same


difference would be deduced for the corresponding alco-
hols under our assumption that the C—F/C—OH heat of
formation difference is constant for all aliphatic fluorides
and corresponding alcohols. Experimentally, the differ-
ence between the gas-phase enthalpies of formation of
sec- and tert-butyl alcohol is �4.7� 1.2 kcal mol�1,
again in satisfactory agreement.


If on this basis we accept an �12 kcal mol�1 differ-
ence between the enthalpy of formation for n-alkyl
fluorides and their corresponding primary alcohols,
and we apply it to all alkyl fluorides and their corres-
ponding alcohols, we deduce enthalpies of forma-
tion of �48� 12¼�60 kcal mol�1 for methyl fluoride
1, �56� 12¼�68 kcal mol�1 for ethyl fluoride 3,
� 65� 12¼�77 kcal mol�1 for isopropyl fluoride 5
and � 75� 12¼�87 kcal mol�1 for tert-butyl fluoride,
results that are similar to those from our quantum
chemical calculations but slightly more negative in
every case, with the magnitude of the difference being
1–3 kcal mol�1.


CONCLUSIONS


MCG3//MCQCISD quantum chemical calculations lend
support to electronegativity-based and group additivity
methods in predicting 298 K standard enthalpies of for-
mation for monofluoroalkanes. Our predicted values of
�H�


f;298 (1)¼�57.1� 0.2, �H�
f;298 (3)¼�66.5� 0.4,


�H�
f;298 (5)¼�75.4� 0.5 kcal mol�1 and �H�


f;298


(7)¼�86.0� 2.0 kcal mol�1 assist in evaluating the uti-
lity of other predicted values [a referee, for instance,
reports having used Eqn (6) to compute �H�


f;298 values
for 1, 3, 5 and 7 of �56.4� 1.3, �65.0� 1.3, �74.8
� 1.3 and �85.1� 1.3 kcal mol�1, respectively, at the
G3MP2B3 level.66 The generally good agreement be-
tween these data and our benchmark values suggests that
the less expensive G3MP2B3 level may prove useful for
the prediction of enthalpies of formation for larger alkyl
fluorides, where MCG3 calculations might become pro-
hibitively demanding in terms of resources] and have also
led to the conclusion that there is an empirical 10–
12 kcal mol�1 difference between the computed enthal-
pies of formation of these monofluoroalkanes and their
respective alcohols.


Supplementary material


MCQCISD optimized cartesian coordinates (Å) for 1–8
are available in Wiley Interscience.
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ABSTRACT: A comparative study of specific acid catalysis and Lewis acid catalysis of Diels–Alder reactions between
dienophiles (1, 4 and 6) and cyclopentadiene (2) in water and mixed aqueous media is reported. The reactions were
performed in water with copper(II) nitrate as the Lewis acid catalyst whereas hydrochloric acid was employed for
specific acid catalysis. At equimolar amounts of copper(II) nitrate and hydrochloric acid (0.01 M, for example) and
under the same reaction conditions, the reaction rate for 1awith 2 is about 40 times faster with copper catalysis than with
specific acid catalysis. Moreover, at 32 �C and 0.01 M HCl, the reaction of1bwith2 is about 21 times faster than the same
uncatalyzed reaction in pure water under the same reaction conditions. The inverse solvent kinetic isotope effect shows
that these Diels–Alder reactions undergo specific acid catalysis. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: Diels–Alder; catalysis; specific acid catalysis; Lewis acid catalysis; kinetics


INTRODUCTION


The Diels–Alder reaction is a stereospecific [4þ 2]
cycloaddition of a dienophile and a conjugated diene
to form a six-membered ring. It is one of the most
important and fundamental stereoselective reactions in
the synthesis of six-membered ring compounds, includ-
ing natural products. The reaction is thermally reversible
and the reverse process is referred to as the retro-Diels–
Alder reaction. A critical survey of reactivity, selectivity
and mechanistic aspects of this reaction in various
organic solvents has been reported.1 After a long, heated
debate on the mechanism of Diels–Alder reactions, there
is now a consensus that bond breaking and bond making
in Diels–Alder cycloaddition is predominantly con-
certed2,3 although not necessarily synchronous.4,5 The
reaction being concerted implies that Diels–Alder reac-
tions undergo only a small charge separation on going
from the initial state to the activated complex. This
means that the rates of Diels–Alder reactions are not
strongly influenced by the nature of the solvent em-
ployed for the reaction. Interestingly, however, there is a
substantial rate acceleration when Diels–Alder reactions
are performed in water.6,7 It is interesting that Diels–
Alder reactions were also performed in water by


Diels and Alder themselves8 and other workers.9 The
breakthrough came, however, with a paper by Rideout
and Breslow in 1980.10 In their study, they observed
that the Diels–Alder reaction of cyclopentadiene
with methyl vinyl ketone in water is about 700 times
faster than the same reaction in isooctane.10 Today,
many organic reactions that are traditionally performed
in organic solvents have successfully been performed in
water or aqueous systems.11 Diels–Alder reactions in
water benefit not only from the increase in reaction rates
but also from the increased endo/exo selectivity.12–15


Although Diels–Alder reactions can proceed without
the need for catalysts, the reactions are sometimes slow
and need to be accelerated by physical methods such as
high pressure, high temperature or ultrasound irradition.
However, the acceleration of the reactions through cata-
lysis is more attractive as it avoids high temperature and
pressure. The most effective catalysts for Diels–Alder
reactions are Lewis acids. Lewis acid-catalysed Diels–
Alder reactions were first reported in the 1960s by Yates
and Eaton.16 Lewis acids catalyse Diels–Alder reactions
by coordinating to the activating group of the dienophile
(for normal electron demand Diels–Alder reactions) and
in this way lower the LUMOdienophile–HOMOdiene energy
gap, accelerating the reaction. Even if Lewis acid cata-
lysis proceeds at room temperature with an excellent
yield and turnover numbers, these reactions are faced
with the problem of the excess amounts of Lewis acids
employed. Normally, an excess of up to 2 molar Lewis
acid catalysts is required to activate a carbonyl group-
containing dienophile. In larger scale production, this
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excess Lewis acid poses an environmental problem. The
problem may be overcome by the use of solid protic
acids17 and surfactant-assisted Brønsted acids.18


Brønsted acid catalysis of Diels–Alder reactions was
reported19 almost two decades before Lewis acid cataly-
sis was performed by Yates and Eaton.16 Wassermann
and co-workers reported the reaction rates of Brønsted
acid-catalyzed Diels–Alder reactions of cyclopentadiene
with several dienophiles in both polar and nonpolar
organic solvents.19,20 Their studies established that gen-
eral acid catalysis operated in these typical Diels–Alder
cycloaddition reactions.20 It is unfortunate, however, that
their studies did not use water as a reaction medium
because at that time water was not considered an im-
portant solvent for organic reactions. Since then, no
further interest in the Brønsted acid catalysis of Diels–
Alder reactions was reported until the mid-1990s when
specific acid catalysis of Diels–Alder reactions was
performed in water.14,21 To our knowledge, no compara-
tive studies between Brønsted acid catalysis and Lewis
acid catalysis of Diels–Alder reactions in water have been
reported. The present study provides such a comparison.


RESULTS AND DISCUSSION


Specific acid catalysis of Diels–Alder reactions
of azachalcone dienophiles (1, 4) with
cyclopentadiene (2)


Specific acid catalysis of the Diels–Alder reactions of
azachalcone dienophiles (1, 4) with cyclopentadiene (2)
was performed at 32 �C in dilute hydrochloric acid at
different pH (Schemes 1 and 2). These cycloadditions are
known to be efficiently catalyzed by Lewis acid catalysts
in aqueous media.14,21 In both proton and Lewis acid
catalysis, 1b is more reactive than dienophiles 1a, 1c
and 4. The reactivity difference is anticipated for normal
electron demand Diels–Alder reactions on the basis of the
frontier molecular orbital (FMO) theory regarding sub-
stituent effects.1 The presence of an electron-donating
group in the dienophile 1c slows the reaction rates. In
fact, the Diels–Alder reaction of 1c with 2 was too slow to
establish reliable reaction kinetics. On the other hand, the


reactions of 1a and 1b with 2 at 32 �C gave reliable
second-order rate constants (Table 1). Figure 1 shows a
full reaction profile of the Diels–Alder reaction of die-
nophile 1b with cyclopentadiene 2 in dilute hydrochloric
acid at 32 �C. The profile levels off at relatively high acid
concentration, indicating that the dienophile becomes
completely protonated. The protonation lowers the
LUMO of the dienophile, causing a decrease in the
energy gap of the frontier molecular orbital and therefore
enhancing the reaction rate with an increase in the acid
strength.


Tables 1 and 2 give a comparison of the reaction rates
of the catalyzed and the uncatalyzed Diels–Alder reac-
tions in water under similar reaction conditions. At 0.01 M


Scheme 1


Scheme 2


Table 1. Second-order rate constants for Brønsted acid
(0.01 M HCl)-catalyzed (kH) and uncatalyzed (kw) Diels–Alder
reactions in doubly distilled water at 32 �C


Reaction kH (M
� 1 s� 1) in kw kH=kw


0.01 M HCl (M
� 1 s� 1)


1aþ 2 0.042 0.0049 9
1bþ 2 0.14 0.0065 21
4þ 2 0.024 0.0041 6


Figure 1. A specific acid-catalyzed Diels–Alder reaction
profile for 1b with 2 at 32 �C
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HCl and 32 �C, for instance, the catalyzed reaction of 1b
with 2 is about 21 times faster than the uncatalyzed
reaction. Table 2 gives a comparison of the uncatalyzed
reaction with specific acid catalysis at 25 �C. When
compared with previous reported results on the uncata-
lyzed reaction of 1b with 2 performed in acetonitrile at
25 �C (k¼ 1.4� 10� 5


M
� 1 s� 1)22 and that performed in


0.043 M HCl (k¼ 0.11 M
� 1 s� 1) at 25 �C, the reaction is


accelerated about 8000-fold.


Comparison of specific acid and Lewis acid
catalysis of Diels–Alder reactions of azachalcones
(1, 4) with cyclopentadiene (2)


The Diels–Alder reactions of dienophiles 1 and 4 with
cyclopentadiene (2) were performed in aqueous solutions
of copper(II) nitrate and hydrochloric acid at 32 �C for
comparison (Table 3). Equimolar amounts of copper(II)
ions and dilute hydrochloric acid were employed and the
reactions were performed under similar reaction condi-
tions. Although it is an unfair comparison because
copper(II) Lewis acid binds in a bidentate fashion15


whereas the proton binds monodentate, it gives some
insights into the different catalytic efficiencies. It is clear
from Fig. 2 that the reaction profile reaches a plateau at
higher copper(II) concentrations as observed for specific
acid catalysis in the preceding section. The observed
levelling off of the reaction profile is indicative of full
binding of the copper(II) catalyst to the dienophile.


Table 3 shows the corresponding second-order rate
constants for the reaction of dienophiles 1 and 4 with
cyclopentadiene (2). It is apparent from the reaction rates
of reaction 1a with 2 that copper(II) catalysis is about 40


times faster than proton catalysis. Likewise, copper(II)
catalysis is about 50 times faster than proton catalysis for
the reaction of 1b with 2. In contrast, copper(II) catalysis
for the reaction of 4 with cyclopentadiene 2 does not
occur except for a possible salt effect. It is obvious that
copper catalysis only takes place for the dienophiles that
contain two centers for interaction with the metal ion.
This crucial role of the bidentate character of Lewis acid
catalysts for Diels–Alder reactions in water has been
stressed previously.14,22 In the present study, we estab-
lished that specific acid catalysis of these Diels–Alder
reactions does not depend on the bidentate nature of the
dienophile.


The advantage of the bidentate character for specific
acid Diels–Alder catalysis is clear when dienophiles 1a
and 4 are compared. The reaction of the bidentate
dienophile 1a with 2 is much faster than that of dieno-
phile 4 with 2 under similar reaction conditions (Tables 3
and 4). The reasons for this reactivity difference may be
due to hydrogen-bonding and electronic effects. It is
realistic to consider that the proton attached at the pyridyl
nitrogen of 1a will undergo intramolecular hydrogen
bonding with the oxygen of the carbonyl carbon. This
hydrogen-bonding interaction may lower the LUMO
energy of 1a, enhancing its reactivity. In contrast, the
proton attached at the pyridyl nitrogen of the dienophile 4


Table 3. Second-order rate constants of Lewis acid [0.015 M


Cu(NO3)2] catalysis compared with Brønsted acid (0.015 M


HCl) catalysis of Diels–Alder reactions in water at 32 �C


Reaction kCu (M
� 1 s� 1) kH (M


� 1 s� 1) kCu=kH


in 0.015 M Cu(NO3)2 0.015 M HCl


1aþ 2 1.87 0.050 37
1bþ 2 8.5 0.159 53
4þ 2 0.007 0.028 0.25


Table 2. Second-order rate constants (kH) for Diels–Alder
reaction of 1b with cyclopentadiene (2) at different acid
strengths at 25 �C


[HCl] (M) kH (M
� 1 s� 1) kH=kw


0 0.004 1
0.003 0.038 9.5
0.005 0.049 12
0.010 0.067 18
0.016 0.086 22
0.021 0.096 24
0.043 0.11 28


Figure 2. Copper(II) nitrate catalysis of the Diels–Alder
reaction of 1b with 2 at 32 �C at an ionic strength of 2 M


(KNO3)


Table 4. Second-order rate constants of Lewis acid [0.015 M


Cu(NO3)2] catalyzed reactions relative to uncatalyzed reac-
tions in doubly distilled water at 32 �C


Reaction kCu (M
� 1 s� 1) kw, kCu=kw


in 0.015 M Cu(NO3)2 (M
� 1 s� 1)


1aþ 2 1.87 0.0049 382
1bþ 2 8.5 0.0065 1260
4þ 2 0.007 0.0041 1.6
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is at too remote a distance from the carbonyl oxygen for
intramolecular hydrogen bonding. This makes dienophile
4 less reactive than dienophile 1a under similar reaction
conditions. In addition to hydrogen bonding, an intramo-
lecular electrostatic interaction between the positive
charge on the pyridyl nitrogen and the lone pair of the
oxygen of the carbonyl carbon is expected to cause this
reactivity difference. The electrostatic interaction is more
likely to occur when the pyridyl group is in close
proximity (ortho-position) than when it is more remote
(para-position). The electrostatic interaction will lead to
electron density withdrawal from the double bond of the
dienophile 1a. The electron withdrawal makes 1a rela-
tively more electrophilic and hence more reactive than 4
for these Diels–Alder reactions.


Determination of the pKa of the dienophile


The basicity of the dienophile was established by deter-
mining the pKa for N-protonation of 1b by UV–visible
spectrophotometry at 32 �C. The difference between the
extinction coefficients of the unprotonated and proto-
nated dienophiles at different acid concentrations was
obtained at the wavelength of maximum difference. The
azachalcone derivative 1b, gave a pKa of 2.55 for N-
protonation, which is in good agreement with the litera-
ture value for the structurally similar 2-phenylacetylpyr-
idine, which has a pKa of 2.30 for N-protonation.23


Reliable data were only possible in the pH range 4.4–
1.4 and there was a clear deviation from the isosbestic
point at pH< 1 or > 4.4, suggesting that there are other
possible chemical processes taking place.


Elucidation of the mechanism of specific
acid-catalyzed Diels–Alder reactions


In order to obtain information about the nature of the
acid-catalyzed Diels–Alder reactions, the kinetic deuter-
ium isotope effect (KDIE) was measured. Data are
summarized in Table 5 and Figure 3. The inverse primary
KDIE is consistent with specific acid catalysis, involving


reversible protonation of the substrate followed by the
rate-determining cycloaddition step. As expected, the
KDIEs approach a value of unity under conditions of
complete protonation of the dienophile.


The observations indicate that the mechanism of the
specific acid catalysis of these Diels–Alder reactions in
water is similar to that of Lewis acid catalysis.14,22 This
means that the first catalytic step of a specific acid-
catalysed Diels–Alder reaction is a rapid but reversible
pre-equilibrium protonation of the dienophile. The pro-
tonated dienophile is more electrophilic and thus acti-
vated for the reaction with the electron-rich diene. The
product then dissociates to a pure product, leaving the
specific acid available for another catalytic reaction
cycle. At very high acid concentrations, the reaction rates
were irreproducible and this could possibly be due to
other processes such as Michael addition of water to the
dienophile that may take place at low pH.


Table 5. Solvent kinetic isotope effect (KIE) for reactions of 1a and 1b with 2 at different deuterium chloride and hydrochloric
acid concentrations


Reaction [D3Oþ] (M) kD (M
� 1 s� 1) [H3Oþ] (M) kH (M


� 1 s� 1) kH=kD


1aþ 2 0.014 0.059 0.014 0.048 0.81
1aþ 2 0.019 0.062 0.020 0.052 0.84
1aþ 2 0.027 0.064 0.027 0.055 0.86
1aþ 2 0.050 0.068 0.050 0.061 0.90
1bþ 2 0.001 0.048 0.001 0.035 0.73
1bþ 2 0.004 0.135 0.0038 0.090 0.68
1bþ 2 0.008 0.169 0.0079 0.118 0.70
1bþ 2 0.010 0.170 0.0099 0.140 0.82
1bþ 2 0.05 0.195 0.043 0.197 1.01


Figure 3. A reaction profile of the reaction of dienophile 1a
with cyclopentadiene 2 in DCl (^) and HCl (~) at 32 �C to
establish kH=kD
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Specific acid catalysis of the Diels–Alder reaction
of napthoquinones (6) with cyclopentadiene (2)


The Diels–Alder reactions of naphthoquinones (6) with 2
(Scheme 3) were performed in dilute hydrochloric acid in
the pH range 1–6. The concept is that an electrostatic
interaction between the hydronium ion and the activated
complex might lead to a stabilization of the activated
complex. This stabilization could be similar to that
involving hydrogen bonding to the activated complex in
water and protic solvents as they both lower the LUMO
(dienophile)–HOMO (diene) energy gap. However, the
second-order rate constants did not show any acid cata-
lysis on these reactions. The reaction of 6a with 2, for
instance, gave second-order rate constants of 7.8 and
7.5 M


� 1 s� 1 for the reaction performed at pH 2 and 6,
respectively. Similarly, the second-order rate constants
for the reaction of 6b with 2 were also constant, giving
rates of 13.8 M


� 1 s� 1 for the reactions performed at both
pH 2 and 6. The use of 1,1,1,3,3,3-hexafluoro-2-propanol
(HFP) and 2,2,2-trifluoroethanol (TFE) solvents for the
Diels–Alder reaction of 6b with 2 also showed no
detectable acid catalysis. The second-order rate constants
recorded in HFP and TFE solvents were 3.41 and
1.01 M


� 1 s� 1, respectively.
It is perhaps surprising to observe that no acid catalysis


is detected in these Diels–Alder reactions. This is con-
trary to our hypothesis and to previous studies that have
shown general acid catalysis in some Diels–Alder reac-
tions in organic solvents.20 However, since our reactions
are performed in water, the influence of the specific acid
may not be noticed owing to the strong influence of
hydrogen bonding with water and enforced hydrophobic
interaction in Diels–Alder reactions in water. No attempt
was made to establish copper catalysis of these Diels–
Alder reactions but previous studies for the reaction of 6a
with 2 in aqueous CuCl2 showed a slight enhancement of
the rate constant, probably due to salt effects.24


Acid-catalysed Diels–Alder reactions in
mixed aqueous solutions


The reaction of 1b with 2 was performed in ethanol–
water mixtures (mole fraction of water, XH2O ¼ 0:8) at
different ‘pH’. The reaction rates were evaluated by
initial rate kinetics and compared with the rates of these
reactions performed in dilute hydrochloric acid. It is


interesting (Table 6) that the reaction rates are inhibited
by an average factor of �10. Assuming that at this
ethanol mole fraction the contribution of enforced hydro-
phobic interaction to the aqueous rate acceleration has
vanished, it is noteworthy that the factor of 10 is in the
region of the theoretical value predicted to be contributed
by hydrophobic effects for Diels–Alder reactions carried
out in water.25 This may indeed be indicative of the
hydrophobic influence on the specific acid-catalysed
Diels–Alder reaction in water. The results suggest that
the hydrophobic contribution to the specific acid-
catalyzed Diels–Alder reaction is more or less of the
same magnitude as in pure water.


CONCLUSION


A comparative study between Lewis acid and specific
acid catalysis for Diels–Alder reactions in aqueous media
has been carried out. Dienophiles with basic sites were
reacted with cyclopentadiene in aqueous copper(II) ni-
trate or dilute hydrochloric acid. The kinetic investiga-
tions of these reactions established that the two types of
catalysts have similar reaction mechanisms. Bidentate
reactants are required for Lewis acid catalysts but are not
a necessity for specific acid catalysis to take place.
However, a beneficial effect of a bidentate over a mono-
dentate reactant was also noted for specific acid catalysis.
A comparison between copper(II) Lewis acid catalysis
and specific acid catalysis showed the copper(II) catalyst
to be more efficient. For example, at equimolar amounts
of copper(II) and HCl (0.01 M) catalysts, the reaction rate
for the Diels–Alder reaction of 1awith 2 is about 40 times
faster for copper catalysis than for the specific acid
catalysis. At 32 �C and 0.01 M HCl, the Diels–Alder
reaction of 1b with 2 is 21 times faster than in pure water
under the same reaction conditions.


EXPERIMENTAL


Materials


4-Acetylpyridine (Aldrich), 2-acetylpyridine (Aldrich),
benzaldehyde (Aldrich), Cu(NO3)2�3H2O (Merck),


Scheme 3


Table 6. Rate constants for the proton-catalyzed Diels–
Alder reaction of 1b with 2 in ethanol–water mixtures
(XH2O ¼ 0:8) and in dilute hydrohloric acid


EtOH-H2O kEtOH�H2O, Dil. HCl kH kH=kEtOH�H2O


(‘pH’) (M� 1 s� 1) (pH) (M� 1 s� 1)


1.49 0.032 1.52 0.18 5.63
2.16 0.0094 2.1 0.118 12.55
2.42 0.0063 2.41 0.09 14.30
3.0 0.0037 3.0 0.035 9.50
3.21 0.0029 3.2 0.027 9.31
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KNO3 (Merck), hydrochloric acid (Merck), deuterium
chloride (Aldrich), CDCl3 (Aldrich), acetonitrile
(Aldrich) and deuterium oxide (Aldrich) were of the
highest purity available. Cyclopentadiene was cracked
from its dimer (Merck) immediately before use. Dimin-
eralized water was doubly distilled in a quartz distillation
unit. Ethanol, 1,1,1,3,3,3-hexafluoro-2-propanol and
2,2,2-trifluoroethanol solvents were of the highest purity
available. The solvents were used as received. Dieno-
philes 1a and 4 were prepared by aldol condensation of
2- and 4-acetylpyridine with the corresponding substi-
tuted benzaldehyde using documented procedures.14,22


Dienophile 1b was purified from a stock sample pre-
prepared in our group.22 Similarly, the dienophile was
purified from a stock sample pre-prepared in our group.24


1a and 4. To 100 ml of water cooled to 5 �C, 16.5 mmol
of the appropriate benzaldehyde and 17 mmol of the
appropriate acetylpyridine were introduced. The mixture
was thoroughly shaken to obtain a finely dispersed
emulsion. This was followed by the addition of 10 ml
of 10% NaOH. The mixture was once again shaken and
left undisturbed overnight at 4 �C. The product, which
was oil-like, solidified upon shaking and was filtered and
washed with water giving good yields: 1a, 93%; 4, 77%.
The products were crystallized from ethanol giving pure
products with melting-points for 1a, 74.8–75.5 �C (lit.22


74.5–75.3 �C, lit.26 74 �C) and for 4, of 89.5–90.0 �C
(lit.22 89.0–89.2 �C, lit.27 87–88 �C). The 1H NMR spec-
tra of the products were checked and were consistent with
the previously reported results.14


Kinetic measurements


Kinetic measurements were performed using UV-visible
spectrophotometry (Perkin-Elmer �2, �5 or �12 spectro-
thotometer) by monitoring the disappearance of the
absorption of the dienophile at an appropriate wave-
length. For reactions involving specific acid catalysis,
solutions of hydrochloric acid were prepared by diluting
concentrated hydrochloric acid with doubly distilled
water. The concentrations of the dilute hydrochloric
acid were double checked by using a pH meter. The
solutions were then used to perform the specific acid-
catalyzed Diels–Alder reactions. The dienophile was
introduced into a 1 cm pathlength quartz cuvette contain-
ing 3.5 ml of solution. After equilibration, 10–25 ml of a
concentrated stock solution of cyclopentadiene in acet-
onitrile were added. The rates of the faster reactions were
monitored for at least four half-lives and the pseudo-first-
order rate constants were obtained using a fitting pro-
gram. The rates of slower reactions were determined
using initial rate kinetics. Typical concentrations
employed were [diene]¼ 1� 10� 3–2� 10� 3


M and
[dienophile]¼ 1� 10� 5 M. The rate constants were
measured at least three times and the reported rate


constants are an average of three runs. The rate constants
determined by the pseudo-first-order method were repro-
ducible to within 3% and the initial rate method gave a
reproducibility of 5%.


Equilibrium constant measurements


The determination of the pKa for 1b was performed by
employing a Perkin-Elmer �5 or �12 spectrophotometer
at 32 �C. The equilibrium constant was obtained by
measuring the extinction coefficient of the partially pro-
tonated dienophile ("obs ) as function of the acid con-
centration. After the determination of the extinction
coefficient differences of the unprotonated dienophile
and that of the partially protonated dienophile at the
maximum wavelength, the following expression was
employed for data analysis:28


½H3Oþ�=ð"dienophile � "obsÞ
¼ K=ð"dienophile � "protonatedÞ
þ ½H3Oþ�=ð"dienophile � "protonatedÞ


A plot of [H3Oþ]/("dienophile� "obs) against [H3Oþ]
yielded a straight line for which the ratio of its intercept
to the slope gives the equilibrium constant. To obtain
accurate results, it is necessary to follow the difference
between the extinction coefficient of protonated and
unprotonated dienophile at the maximum wavelength.
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ABSTRACT: The rates of the cyclization of methyl-substituted 5-phenylhydantoic acids were measured in acid
solutions. A particularly strong gem-dimethyl effect (GDME) was observed with the N-methyl compounds amounting
to an acceleration of six powers of ten for the 2,2,3-trimethyl derivative. The variations in the free energies of
activation for the cyclization of hydantoic acids and esters were modeled by the strain energies of the tetrahedral
intermediates and of the reactants calculated by the MM3 force field. The neutral tetrahedral intermediate T0 was used
for reaction series involving acid catalysis and the negatively charged intermediate T� for base catalysis. Very good
agreement with the experimental GDME was obtained for the acid-catalyzed cyclizations of the complete series of the
N-methyl-substituted substrates, showing that the accelerations result from a greater strain increase in the reactants.
The results with T� are closely parallel, indicating that the loss of GDME observed under base catalysis with 2,2,3-
trimethylhydantoate esters is not due to intramolecular strain in T�. A linear correlation (slope 1.22, r¼ 0.934) is
obtained for a plot of the free energy variations against strain energies for the reaction series of 5-phenylhydantoic
acids when the data for the strongly deviating parent acid is excluded. Excellent LFERs are obtained between the
reaction series of esters and acids. The observed large rate enhancements induced by N-substituents explain the
switches to cyclization routes in synthetic reactions. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: gem-dimethyl effect; cyclization; hydantoic acids and esters; molecular mechanics; MM3


INTRODUCTION


We report that in acid solutions 2,2,3-trimethyl-5-
phenylhydantoic acid cyclizes 106 times faster than the
acid devoid of the three methyl groups. Ingold and co-
workers1 were the first to observe that cyclizations are
facilitated by substitution into the chain interconnecting
the reacting groups although accelerations are seldom so
large. The increase in rate or in ring stability was defined
as the Thorpe–Ingold or gem-dimethyl effect (GDME)
(the latter term was used by Hammond2 whereas some
authors3 prefer the term gem-dialkyl effect). The idea of
the Thorpe–Ingold that substituents decrease the adjacent
bond angle (as far as internal strain in more complex
molecules results from various non-bonded interactions,
replacing two geminal hydrogens by two methyl groups
can sometimes give rise to an increase in the adjacent
angle at the quaternary carbon according to x-ray struc-


tures of some open-chain compounds6), thus favouring
the formation of small rings, has received ample experi-
mental confirmation.4 In ‘normal’ (5–7-membered) rings,
the internal bond angles are nearly tetrahedral and their
reduction should be of no benefit towards ring formation.
However, in normal rings a GDME is also observed.
Several reviews5 have considered the GDME as a part of
the general discussion of the origin of intramolecular
accelerations in relation to enzyme catalysis. The con-
troversy has not abated for several decades. Concepts
such as ‘proximity effect’ or ‘near attack conformations’7


attribute the GDME to increase in population of the latter
and their similarity to the transition state. In this context,
authors have looked for a Thorpe–Ingold compression to
bring closer the reacting atoms to form normal rings and
found it unimportant.8,9 Allinger and Zalkow10 were the
first to expound an alternative view—that substituents in
the chain change favourably both the enthalpy and
entropy upon cyclization. They predicted the free ener-
gies of the formal closure of methylhexanes to methyl-
cyclohexanes by counting the unavoidable gauche
conformations in the open chain. In the ring, gauche
repulsions are lost, becoming part of the ring itself.
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Substituents hinder rotation around the bonds so that less
entropy is frozen in the ring; this could also be accounted
for by an additive scheme. Such a method is quantita-
tively untenable outside the scope of simple hydrocar-
bons. We could overcome this by estimating the strain
energies from thermochemical data for homomorphic
hydrocarbons which correlated with the GDME for a
large number of reaction series.11 Molecular mechanics
is, of course, the best method for estimating strain
energies, as was demonstrated by the good agreement
with the GDME on succinic acid—anhydride equili-
bria.12 In the much cited case of the ‘trimethyl lock’
(see formula I) on which Cohen and co-workers13 based
their ‘stereopopulation control’ explanation for the 105-
fold acceleration, strain has also been shown14 to be the
main driving force. More recent studies have reiterated
this conclusion.7b,8,9,15 In similar cases the entropy con-
tribution is not significant and in any case has been shown
to be small.16


Increasing the stability of cyclic transition states or
products by substitution in the chain has found various
applications. An early one is increasing the selectivity in
acetalization of diketosteroids by use of 2,2-dialkyl-1,3-
propanediols.3b Recently, attention has been drawn to the
synthetic implications of the GDME. Agami et al. ob-
served17 that N-methylation of N-Boc-�-amino alcohols
strongly enhances the formation of oxazolidinones.
Further examples of preferred heterocyclizations in simi-
lar systems have been reviewed.18 A ‘trimethyl lock’
facilitated lactonization has been used19 for releasing
peptides from cyclic prodrug derivatives.


The high efficiency in cyclization reactions of steri-
cally strained substrates makes them particularly suitable
in the study of bioorganic mechanisms under physiolo-
gically relevant conditions.20 In a series of papers, we
have widely exploited the effect of alkyl substituents in
hydantoic acids and their derivatives in order to obtain
reactive compounds for mechanistic studies. The base-
catalyzed cyclization of the anion of tetramethylhydan-
toic acid used as a mimic of the carboxylation of biotin by
hydrogencarbonate21 is an unusual reaction because with
less heavy substitution the reverse process, hydrolysis of
the hydantoin ring in base, proceeds fully in the opposite
direction. The mechanisms of acylation of ureas by
carboxy, ester and amide function was studied in detail
using strained hydantoic acids,22,23 esters24,25 and
amides.26,27 In these studies a remarkable phenomenon
was encountered. In the case of ester cyclization under


acid catalysis, introduction of methyl groups up to the
permethylated ethyl 2,2,3-trimethylhydantoates smooth-
ly increased the rate. Under base catalysis, however, the
GDME was lost with the permethylated esters acco-
mpanied by a change in mechanism. A similar strong
reduction of the rates of cyclization in base for N-
methylamides26 compared with primary amides27 was
observed. Two interpretations were put forward. One
assumed28 that specific repulsions arose in the tetrahedral
intermediate for base catalysis. The other attributed24,25


the phenomenon to steric hindrance in the permethylated
ester causing proton transfer to the leaving ethoxy group
to become rate determining. This step is an intermole-
cular process and no longer subject to the GDME. The
second interpretation is supported by the ‘normal’
GDME and preservation of mechanism observed in the
base-catalyzed cyclization of a permethylated hydantoic
acid23 because of readier access of the proton donor to the
hydroxy group.


An obvious way to check the two hypothesis was to
estimate the steric effects arising during acid- and base-
catalyzed cyclization of ethyl hydantoates by means of
molecular mechanics. An advantage of the MM3 force
field29–32 in comparison with all other additive molecu-
lar mechanics force fields is that MM3 permits strain
energies33 to be determined with an accuracy sufficient
to make estimates of steric effects versatile. Molecular
mechanics has been used successfully in conformational
studies of hydantoins.34 Previously we have shown35


that the MM3 force field reproduces successfully the
rates of cyclization of 2,3-disubstituted hydantoic
esters by modeling the transition state as the tetrahedral
intermediate.


For the purpose of this study, we calculated the strain
energies of the ground-state hydantoic acids or esters and
the respective neutral and negatively charged tetrahedral
intermediates using the MM329–32 force field and com-
pared them with the free energies of activation of the
cyclization reactions. The structures studied are shown in
Scheme 1.


To obtain a basis of comparison, the acid-catalyzed
cyclization of all possible variations of methyl-
substituted !-phenylhydantoic acids was studied. This
avoids the complication of concurrent ester hydrolysis
occurring with more sluggishly cyclizing esters in the
absence of a strong GDME. Various data indicated that
hydantoic acid derivatives exhibit a particularly strong
GDME which merited a study of its own.


EXPERIMENTAL


Uncorrected melting-points were measured in capillaries,
UV spectra on a Specord UV–visible or a Unicam SP 800
spectrophotometer and NMR spectra on a Bruker DRX
250 instrument. Chemical shifts are quoted in p.p.m. as �
values against TMS and couplings in hertz.
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SYNTHESES


5-Phenylhydantoic acid (2a) and its 2-methyl (2b) and
2,2-dimethyl (2c) derivatives. These compounds are
known36–38and were synthesized from the amino acids
and phenyl isocyanate by the usual procedure as follows.
The amino acid was dissolved in a slight excess of 3 M


KOH and treated under stirring and ice cooling with an
equivalent amount of phenyl isocyanate until a clear
solution was obtained. The mixture was left overnight,
any diphenylurea filtered off and the solution acidified
with HCl (Congo Red) to give colorless crystals. Yields
were around 90%. Recrystallization from ethanol–water
(1:1) gave literature melting-points. The only exception
was 2c, which in our hands melted at 165–166 �C in a
capillary with decomposition against the reported38 117–
118 �C. 1H NMR: 2a, � 3.788 (2H, d, 5.8, H2), 6.348 (1H,
t, 5.8, H3), 6.894 (1H, tt, 7.3, 1.2, p-H), 7.219 (2H, t, 7.9,
m-H), 7.383 (2H, dd, 8.6, 1.2, o-H), 8.75 (1H, s, H5),
12.56 (1H, s broad, CO2H); 2b, � 1.300 (3H, d, 7.2, CH3),
4.169 (1H, quintet, 7.2, H2), 6.461 (1H, d, 7.4, H3), 6.892
(1H, tt, 7.3, 1.2, p-H), 7.217 (2H, t, 7.9, m-H), 7.369 (2H,
dd, 8.7, 1.1, o-H), 8.87 (1H, s, H5), 11.42 (1H, s broad,
CO2H); 2c, � 1.413 (6H, s, CH3), 6.455 (1H, s, H3), 6.881
(1H, tt, 7.3, 1.2, p-H), 7.189 (2H, t, 7.9, m-H), 7.347 (2H,


d, 8.0, o-H), 8.458 (1H, s, H5), 12.35 (1H, s broad,
CO2H).


3-Methyl-5-phenylhydantoic acid (2d) and 2,2,3-
trimethyl-5-phenylhydantoic acid (2f ). A 10�2


M stock
solution of 2d as the anion was prepared only in situ by
hydrolysis of 1-methyl-3-phenylhydantoin39 in 0.005 M


KOH. A stock solution of 2,2,3-trimethyl-5-phenylhy-
dantoic acid (2f) was also prepared in situ in 1 M KOH by
instantaneous cyclization of ethyl 2,2,3-trimethyl-5-phe-
nylhydantoate to 1,5,5-trimethyl-3-phenylhydantoin24a


and subsequent partial hydrolysis of the hydantoin was
monitored by UV spectrophotometry.


Kinetic measurements


These were carried out at 25.0 �C essentially as described
by Blagoeva.22 The reaction proceeds quantitatively
according to UV spectral data. With the more slowly
cyclizing 2a, the sealed ampoule technique was used.
First-order rate constants, kobs, were obtained by non-
linear regression curve fitting to the equation
At ¼ A0e�kobst þ A1 by means of the GRAFIT program,
where At, A0 and A1 are the absorbances at times t, zero,
and infinity, respectively. The results are averages from at
least two determinations.


With 2a, 2b and 2c, rates were measured in 1 M HCl.
With the faster reacting 2d, rates were obtained in the
range 0.2–1 M HCl at ionic strength I¼ 1 M (KCl) and the
second-order rate constant was calculated from linear
plot of kobs against [HCl]. In the case of the much faster
cyclizing 2f, the rates were measured by mixing in the
spectrophotometer cell 1 ml of the stock solution in 1 M


KOH with 1.8 ml of an HCl solution of such concentra-
tion and KCl content as to obtain 0.001–0.002 M final
concentrations of HCl [I¼ 1 M (KCl)]. The pH values of
the reaction solutions were measured as described pre-
viously and the exact concentration of HCl was calcu-
lated from a calibration curve pH vs log[HCl].


Molecular mechanics modeling of the
steric strain


The computational approach used in previous work was
followed.35 The molecular mechanics modeling was
carried out utilizing the MM3 force field29–32 and the
CONFLEX searcher was used for finding the lowest
energy conformations.40,41 Partial atomic charges of
�0.7 and �0.6 were placed on the O� atoms of the
tetrahedral intermediates T� as determined from AM1
computations of the reference compounds 1a and 3a for
the acids and esters, respectively. An effective dielectric
constant of 2.0 was used for the estimation of the
electrostatic interactions. MOPAC 93.00 was used for
the semiempirical molecular orbital calculations.42


Scheme 1
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RESULTS AND DISCUSSION


Table 1 lists the rate constants determined for the cycliza-
tion of 5-phenylhydantoic acids. Adding methyl groups at
position 2 repeats largely the GDME observed before43


with the parent hydantoic acids (Table 2): two methyl
groups bring about a 50–60-fold acceleration. The effect
of 740-fold of a single methyl at the 3-N atom (2d) is
impressive, being 37 times more effective than a single
methyl at 2-C. With an N-methyl group already present
adding more methyl groups, acids 2e and 2f increases the
rate 50- and a further 80-fold, respectively. Literature
data for the base-catalyzed cyclization of esters (Table 3)
show that the effect of a single methyl at 3-N in the 5-
phenyl series is again very large: a relative rate for 4c of
350. With the !-methyl esters in the case of 3c, a more
modest rate increase of 24-fold was observed.24a These
quantitative results give an explanation for the synthetic
consequences of N-methylation, mentioned in the Intro-
duction, facilitated cyclization giving rise to alternative
routes and products. Recently, the favorable effect of an
N-alkyl substituent in hydantoic acid derivatives has been
exploited for determining N-alkylated terminal valines in
a modified Edman procedure. The product 5-alkylated
thiohydantoin cleaves upon treatment of alkylated protein
with phenyl isothiocyanate under basic conditions. In
the standard N-unsubstituted case this happens after
acidification.44


Several lines of evidence show that the accelerations
caused by methyl substitution, as well as at the 3-N
position, are dominantly steric in nature. In an effort to
assess the role of polar effects for the reactivities shown


in Table 3, the pKAH values of the terminal amino groups
in esters 3 and 4 were determined.45 A single 3-methyl
substitution in the 5-methyl ester 3a did not change the
pK. Further addition of methyl groups at position 2 (3d,
3e, 4d and 4e) generally caused small, insignificant
variations in the pKs. The same is expected of acids 1
and 2.


With regard to the effect of the N-methyl group, two
steric contributions can be pointed out. The first is the
classical Thorpe–Ingold effect. Agami et al.17 calculate
by AM1 a decrease in the incipient ring bond angle at the
N atom upon N-methylation in N-Boc-2-amino alcohols
(122.6! 120.6 �). We looked at the bond angles in the
product hydantoins according to x-ray structural data.
The average value of the bond angle at the 1-N atom was
found to be 112 � against 122 � in the six-membered
dihydrouracil.46 There is little doubt that in the transition
state some reduction from the open-chain amide angle
towards the product angle should take place, making the
Thorpe–Ingold effect important. The second contribution
is indicated by a significant acceleration of 46-fold
observed upon 10-N-methylation of �-ureidopropionic
acid11 in spite of generally ‘normal’ angles in the product
dihydrouracil. We believe this to be due to release of
strain of the type discussed by Allinger and Zalkow.10 In
Scheme 2, 2a is shown in the favored Z,Z-conformation.
The favored conformation of 2d should be as shown
because Me is smaller than CH2CO2H. When 2d forms
T0 the Me group changes its opposition to NHPh in the
open chain to the more favorable one against the carbonyl
in the ring and this augments cyclization. The smaller
effect with the !-methyl ester referred to above becomes


Table 1. Rate constants, kH or kOH (dm3mol�1 s�1), for the cyclization of 5-phenylhydantoic acids in HCl or buffer solutions at
25.0 �C and I¼ 1M (KCl)


2a 2b 2c 2d 2ea 2f 2gb 2hb


kH 3.49� 10�6 7.03� 10�5 1.85� 10�4 2.60� 10�3 0.137 11 4.07� 10�3 0.19
kOH 1.33� 106 1.45� 106 2.19� 107


a From Ref. 22.
b From Ref. 23.


Table 2. Variation of strain energies (kcalmol�1) and free energies of activation (kcalmol�1, 298K), in the acid-catalyzed
cyclization of hydantoic acids in aqueous HCl at and ionic strength of 1M (KCl), with strain energies for T� in parentheses


Compound krH ��Gz ��Estrain(T0) (��Estrain(T�)) E0
T (ET�) ER


1a 1a,b 0 0 �3.8 (�3.2) 4.8
1b 11b �1.4 0.6 (0.5) �1.2 (�0.7) 6.8
1c 63b �2.4 �1.5 (�1.6) 0.1 (0.6) 10.2
2a 1c 0 0 0.7 (2.1) 16.3
2b 20 �1.8 1.5 (1.4) 3.4 (4.7) 17.5
2c 53 �2.4 �0.7 (�0.6) 4.6 (6.1) 20.9
2d 740 �4.0 �1.5 (�1.6) �0.7 (0.6) 16.4
2e 3.9� 104 �6.3 �1.8 (�1.7) 2.2 (3.7) 19.6
2f 3.2� 106 �9.0 �4.9 (�4.8) 4.0 (5.5) 24.5


a kH 1.5� 10�5 dm3 mol�1 s�1.
b Ref. 43.
c kH 3.49� 10�6 dm3 mol�1 s�1.
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understandable with NHPh being larger than NHMe and
will be more strongly buttressed by the carbonyl.


Further insight into the nature of the GDME in the
series studied is gained from the linear free energy
relationships (LFER) shown in Fig. 1, between the rates
for base catalysis with the esters and for acid catalysis
with the free acids. Linearity holds for all but the
permethylated compounds, the deviation referred to
above as the loss of GDME.


These excellent correlations hold between series with a
huge difference in reactivity—the parent ester 4a cy-
clizes eight powers of ten faster than the parent acid 2a


(see second-order constants in footnotes of Tables 2 and
3), indicating very substantial differences in the stabilities
and electronic structures of the respective transition
states. The two transition states are oppositely charged:
positive for acid and negative for base catalysis. If the
correlations reflected polar effects, the slope of the


Table 3. Variation of strain energies (kcalmol�1) and free energies of activation (kcalmol�1, 298K) in the base- and acid-
catalyzed cyclization of ethyl hydantoates


Compound krOH or krH ��G
z
T� or ��G


T0 ��Estrain(T�) or ��Estrain(T0) ET� or E0
T Ereactant


Base catalysis
3a 1a,b 0 0 �0.7 6.3
3b 8.0b �1.2 2.6 2.0 6.4
3c 24c (1) �1.9 (0) �0.9 �2.0 5.9
3d 2.5� 102c (10) �3.3 (�1.4) �1.7 1.1 9.8
3e 5.8� 102c (24) �3.8 (�1.9) �6.1 2.9 16.0
Acid catalysis
3c 1d,e 0.0f �0.9g �3.4 5.9
3d 37.0e �2.2 �2.1 �0.7 9.8
3e 2.7� 103e �4.7 �6.0 1.6 16.0
Base catalysis
4a 1.0h,b 0.0 0 5.9 16.6
4b 18.0b �1.7 1.5 8.6 17.8
4c 3.5� 102c (1) �3.5 (0) �0.1 4.5 15.3
4d 4.0� 103c (11) �5.0 (�1.5) �1.4 7.3 19.4
4e 9.0� 102c (2.6) �4.0 (�0.5) �5.0 9.5 25.2
Acid catalysis
4c 1.0e,i 0.0j �0.2k 0.4 15.3
4d 32.0e �2.1 �1.4 3.3 19.4
4e 1.2� 103 �4.3 �4.0 6.5 25.2


a kOH 1.80 dm3 mol�1 s�1.
b Ref. 50.
c Ref. 23a.
d kH 7.41� 10�4 dm3 mol�1 s�1.
e Ref. 24b.
f 3c as the reference.
g 3a as the reference.
h kOH 240 dm3 mol�1 s�1.
i kH 1.03� 10�4 dm3 mol�1 s�1.
j 4c as the reference.
k 4a as the reference.


Figure 1. Plots of the variation of the free energies of
activation for the base-catalyzed cyclization of esters 3 or
4 against the acid-catalyzed cyclization of acids 2. Full circles,
!-phenylhydantoic esters 4 (slope 0.78, r¼ 0.9959); full
stars, !-methylhydantoic esters 3 (slope 0.49, r¼ 0.9924);
the deviant open points present 4e (circle) and 3e (star)


Scheme 2
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correlation should be negative, contrary to the observed
positive slopes. This implies that a significant polar effect
of the methyl groups does not tally with the correlation
for the same reasons that ortho substituents do not obey
the Hammett47 �� equation correlating polar effects.


The conversion of hydantoic acid derivatives to hydan-
toins in aqueous solutions proceeds through tetrahedral
intermediates, T, as indicated on Scheme 1 both under
acid or base catalysis. Depending on the structure and
conditions, a wide range of mechanisms have been
documented differing according to whether formation
or breakdown is rate determining and the fashion in
which the concurrent proton transfers are involved. As
far as steric effects are concerned, these are usually
dominated by the requirements of T because of the
structural changes accompanying the transformation of
the carbonyl sp2 C-atom into an sp3 carbon. In this
respect, the assumption has been widely accepted that
these are the same for acid and base hydrolysis (Tþ and
T�, respectively) which among others is the basis of
Taft’s �* and Es values.48 The difference in rate accel-
erations between acid and base catalysis on introducing
methyl groups in the chain, mentioned in the Introduction
(see the deviant points in Fig. 1), raised the question of
whether this hypothesis applies to the cyclization reac-
tions studied. For this purpose, the strain energies of the
neutral and negatively charged intermediates were calcu-
lated. T0 was chosen to represent steric effects in a ‘pure’
form and its strain energies were compared with the free
energies of the acid-catalyzed cyclization, while T� is
involved in base catalysis. MM3, of course, takes account
of the electrostatic interactions and if these are important
the estimates of the sets for acid and base catalysis should
differ considerably. Although these are reactions carried
out in water, we chose a dielectric constant of 2.0, which
would maximize any polar effects.


The strain energies,33 in principle, can be compared
directly, but to circumvent problems originating from
insufficient quality of some of the parameters, we exam-
ined the double differences:


��Estrain ¼ �EstrainðTÞ ��EstrainðreactantÞ; T ¼ T0 or T�


�Estrain ¼ EstrainðxÞ � Estrainðreference compoundÞ


Corresponding to ��Estrain are the variations in free
energy of activation:


��Gz ¼ �RT ln kr


where


kr ¼ kx=k0


kx is the second-order rate constant for acid (kH) or
hydroxide anion (kOH) catalyzed cyclization for a given
member of the series and k0 the rate constant for the
member of the series not substituted at position 2 or 3,
unless stated otherwise.


The variation of the strain energies of 19 compounds
for which experimental rate constants at 25 �C are avail-
able for either acid- or base-catalyzed cyclization are
compared in Tables 2 and 3 with the variation of the free
energies of activation.


The results in Table 3 give a definite answer to the
question of whether the differences under base and acid
catalysis observed in the cyclization of esters are due to
different intramolecular steric effects in T0 and T�. The
GDME in the acid-catalyzed cyclization of esters 3c–e
and 4c–e encompasses about three powers of 10 and both
are very well predicted by the molecular mechanics
calculations. In accord with Allinger’s treatment,10 the
decrease in ��Gz is due to a larger increase in ground
state strain. The GDME calculated for T� for the same
esters is very similar to that calculated for T0 and is
drastically different from the experimental variation of
��Gz. This strongly supports the conclusion reached
before23–25 that the loss of GDME under hydroxide
catalysis does not result from specific repulsions arising
in the negatively charged tetrahedral intermediates de-
rived from ethyl 2,2,3-trimethyl-R4-hydantoates 3e and
4e. The phenomenon is due to the crucial role of proto-
nation for the leaving of ethoxy group. The proton donor
is a water molecule. In 3e and 4e the ethoxy group is
flanked on both sides by the substituents at 5-C and 1-N
and access from the front side is hindered by the ethyl
group. This suffices for the proton transfer to become rate
determining and a change of mechanism takes place. The
new rate-determining step is controlled by intermolecular
steric hindrance and thus not subject to the GDME.


The agreement between observed rate ratios and cal-
culated strain energies is less good with the compounds
not carrying a methyl group on 3-N. The discrepancy
between the calculated ��Estrain and ��Gz values is
strongly exaggerated by the deviating high value for
��Estrain of 1a, 2a, 3a and 4a used as references in the
double differences as demonstrated for 2a in Fig. 2,
showing a plot of ��Gz values for the acid-catalyzed


Figure 2. Plot of the variation of the free energy of activa-
tion for the cyclization of !-phenylhydantoic acids in acid
against the MM3 strain energies. The line presents the linear
fit of the full circles; the open circle is the point for 2a


428 P. M. IVANOV ET AL.


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 423–430







cyclization of hydantoic acids 2 against ��E0
T. When the


point for 2a is excluded, a satisfactory linear correlation
is obtained: r¼ 0,934, slope¼ 1.22, implying that with
this reaction series the steric interactions are reasonably
well modeled by MM3 strain energies of the tetrahedral
intermediate. According to Marcus theory, the slope in
Fig. 2 should be unity when the intrinsic reaction co-
ordinate is unity and less than unity for an earlier
transition state. In the present case, however, if the
transition state involves breakdown of T, the slope should
be greater than unity because the GDME continues to act
until the final ring formation. Finally, it should be noted
that kinetic evidence shows the observed rates of cycliza-
tions of hydantoic derivatives to present a balance be-
tween ‘specific’ substituent effects and a ‘general’ effect
which can be defined in principle by the GDME on the
equilibria of the reaction.49 The work of Stella and
Higuchi43 on cyclizations in acid of a large set of 2-
substituted hydantoic acids showed that the GDME more
or less disappeared with substituents larger than methyl.
They attributed this to strains arising in the tetrahedral
intermediate with the larger substituents overcoming the
GDME. With 1a–c (Table 2) they considered the GDME
‘normal’. We observed a similar loss of the GDME in the
base-catalyzed cyclization of 2-methyl-3-substituted hy-
dantoic acid esters when R3 was larger than methyl. The
rate variations agreed well with MM3 strain energies for
reactants and tetrahedral intermediates.35


CONCLUSIONS


The strong accelerations in cyclization rate give a
quantitative indication of the synthetic consequences of
introducing N-substituents by enhancing heterocycliza-
tions. Strain energies of the tetrahedral intermediates and
the reactants obtained by means of MM3 agree well with
variations of the free energies of activation in cyclization
of substituted hydantoic acids and esters. The results
obtained strongly support the assumed role of steric
hindrance to proton transfer in the mechanism of base-
catalyzed cyclization of sterically crowded hydantoic
esters.
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ABSTRACT: The free electron transfer from sesamol, curcumin and trolox to solvent (1-chlorobutane) radical cations
was studied. The solutes (ArOH) react with BuCl�þ at diffusion-controlled rates (�1010 dm3 mol�1 s�1) resulting,
simultaneously, in phenol-type radical cations (ArOH�þ) and phenoxyl radicals (ArO�) with an ArOH�þ/ArO� ratio >1.
It was found that the kinetics are markedly affected by the different substituents on the aromatic ring of ArOH�þ. The
various ArOH�þ react with triethylamine with rate constants of �109 dm3 mol�1 s�1, whereas ethanol and dioxane are
ineffective as cation scavengers. The effect of substituents on the electron transfer and the ArOH�þ/ArO� ratio is
discussed on the basis of experimental data and quantum chemical calculations. Copyright # 2004 John Wiley &
Sons, Ltd.


KEYWORDS: electron transfer; radical cations; sesamol; curcumin; trolox; kinetics; non-polar solvents; phenoxyl radicals


INTRODUCTION


Radical cations appear as primary products in a variety of
processes such as one-electron oxidations, photosensi-
tized electron transfer (ET) and radiation-induced
reactions.1,2 Radiation-induced reactions in non-polar
solvents offer a convenient way to produce radical cations
of a variety of solutes through ET.3,4 In non-polar
solvents, such as 1-chlorobutane (BuCl) (ionization po-
tential, IPg¼ 10.67 eV), the radiation generated solvent
radical cations (BuCl�þ) [reaction (1)] react at diffusion-
controlled rates with solutes of lower ionization poten-
tials (IPg� 10.6 eV) [reaction (2)].5,6 The alkyl chloride
radical cations (�-type) are metastable species, stabilized
by the nearly uniform distribution of charge over the
molecule. Furthermore, the very high free energy (corre-
sponding to the gas phase solute–solvent ionization poten-
tial difference of �2 eV) of the ET in non-polar systems
results in a non-hindered and rapid generation of solute
radical cations (ArOH�þ) as described by reaction (2),
which is explained in detail subsequently in this paper.


BuCl � vvvv ! BuCl�þ;Cl�; radicals; etc: ð1Þ
BuCl�þ þ ArOH ! ArOH�þ þ BuCl ð2Þ


Because of kinetic pecularities, reaction (2) is named
free electron transfer (FET). After the encounter of the
reactants, the electron jump proceeds extremely rapid on
a time scale comparable to or even shorter than molecular
motions.7–13 Experimental evidence suggests that FET
from phenols (ArOH) to BuCl�þ results in a simultaneous
generation of phenol radical cations (ArOH�þ) as well as
phenoxyl radicals (ArO�), in comparable amounts.7


The simultaneous formation of radical cation and
radical has been attributed to the unhindered continous
rotation of the phenolic OH group with respect to the
aromatic ring in the singlet ground state. Two borderline
situations can be envisaged, 3a and 3b.


The rotation of the phenolic OH group is accompanied
by changes in the electron density distribution over the
molecule, i.e. over its high orbital levels. Relatively seen,
the molecular oscillations are much faster than the moti-
ons by diffusion. Hence FET is virtually differentiating
between the diversity of all imaginable rotamers, i.e. differ-
ent angles of OH vs the aromatic ring. For simplification,
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in our treatment the electron transfer from these rotamers
is viewed for two extreme cases with the OH group in the
molecular plane (cf. 3a) and perpendicular to the mole-
cular plane (cf. 3b). Each situation results in the formation
of two kinds of a specific product, either a long-living
radical cation [Eqn (4a)] or a very short-living (non-
observable) and immediately dissociating radical cation
[Eqn (4b)], respectively.7


ArOHin-plane ! ½½ArOH��þ�� ! ArOH�þ ð4aÞ


BuCl�þþ #" þ BuCl


ArOHperpendicular ! ½ArO�þ � H�� ! ArO� þ Hþ ð4bÞ


Hetero groups of different types influence the observed
ratios between cation radical and radical. In the present
work, electron transfer from some natural phenolic
compounds, sesamol [3,4-(methylenedioxy)phenol], cur-
cumin [1,7-bis(4-hydroxy-3-methoxyphenyl)-1,6-hepta-
diene-3,5-dione] and the �-tocopherol analog trolox (6-
hydroxy-2,5,7,8-tetramethylchroman-2-carboxylic acid)
(Scheme 1) to BuCl�þ and benzene radical cations has
been investigated. These phenols possess substituents
which influence the electronic structure of the molecule
and cause special steric and H-bonding phenomena,
providing stabilization of transients, and therefore could
affect reaction kinetics. Scavenging of ArOH�þ of sesa-
mol, curcumin and trolox with dioxane, ethanol and
triethylamine for transient identification has also been
studied.


EXPERIMENTAL


Pulse radiolysis


The samples were irradiated with a high-energy (1 MeV)
electron beam of 15 ns pulse duration generated by a
pulse transformer electron accelerator ELIT (Institute of
Nuclear Physics, Novosibrisk, Russia). The dose per


pulse was measured using the absorbance of the solvated
electron in slightly alkaline solution. The experiments
were carried out at 100 Gy, which generates about
2� 10�5 mol dm�3 of BuCl�þ as primary oxidants. Tran-
sient species formed were detected by the optical absorp-
tion technique, in our case consisting of an XBO 450 W
pulsed xenon lamp (Osram), a SpectraPro-500 mono-
chromator (Acton Research), an R955 photomutiplier
(Hamamatsu Photonics) and a TDS 640 1 GHz digitizing
oscilloscope (Tektronix). Further details of the instru-
mental setup are given elsewhere.9,11 All experiments
were performed at room temperature using freshly pre-
pared solutions in 1-BuCl purged with purest grade N2 for
15 min prior to the pulse radiolysis measurements. The
solutions were continuously passed through the sample
cell with an optical pathlength of 1 cm. The kinetic
simulations of the superimposed transient absorption
time profiles obtained were performed using our own
computer program based on the ACUCHEM procedure,14


which numerically solves the rate equations for the
various transients within the reaction mechanism.


Chemicals


1-Butyl chloride was purified by chromatography using
molecular sieve treatment (A4, X13) and distillation
under nitrogen. Solvents from VWR were of liquid
chromatography grade. The solvent purity was confirmed
by UV spectroscopy before use. The solutes sesamol
(Fluka, 98%), curcumin (Fluka, 95%) and trolox (Sigma,
98%) were of the highest commercially available purity
and used as received.


Quantum chemical calculations


Quantum chemical calculations were performed with the
Gaussian 98 Revision 11 program package15 using the
density functional theory (DFT) hybrid B3LYP16–18


method. Frequency calculations were performed to de-
termine the nature of stationary points found by geometry
optimization and to obtain thermochemical parameters
such as zero-point energy and activation energy, Ea


(height of rotation barrier).


RESULTS AND DISCUSSION


Pulse radiolysis studies


Sesamol. In the pulse radiolysis of sesamol in 1-
chlorobutane, the absorption band of the primary radical
cation (BuCl�þ) disappears with simultaneous formation
of absorption bands of sesamol transients at 320, 425 and
455 nm (Fig. 1) just after the electron pulse. BuCl�þ reacts
with sesamol with k2� 1010 dm3 mol�1 s�1 as calculated


Scheme 1
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from the decay of BuCl�þ at 500 nm for different con-
centrations; see reaction (2). The transient absorbing at
�max¼ 455 nm decays faster than that with an absorption
at �max¼ 425 nm, as shown by the respective absorption
time profiles given as insets in Fig. 1. Taking into account
the spiky rest absorption of BuCl�þ, the comparatively
higher decay rate constant of the absorption at 455 nm
suggests that this transient is due to the sesamol radical
cation. The difference in the absorption spectra taken at
50 and 700 ns represents the absorption spectrum of the
sesamol radical cation with �max around 455 nm (Fig. 1).
The transient absorption at 425 nm is assigned to the
sesamol radical (SO�), which is known to exhibit an
absorption maximum at �420 nm in aqueous solutions.19


Because of the overlapping of the absorption bands at 425
and 455 nm, the formation and decay rates of transients
could be determined by a kinetic analysis only. Using our
kinetic simulation program formation rate constants in
the region of 1.5� 1010 dm3 mol�1 s�1 at 455 and 425 nm
were obtained. The experimental absorption time profiles
of the sesamol transients are compared with numerically
calculated concentration vs time profiles, as shown in
Fig. 2. As can be seen, the simulations clearly confirm the
simultaneous formation of the two species, a phenol-type
radical cation (SOH�þ) and a phenoxyl-type radical (SO�).
For the whole simulation a set of differential equations
was used as described in a later section. The contribu-
tion of the BuCl�þ absorption at 455 nm is negligible at
higher concentrations of sesamol (	5� 10�3 mol dm�3).
Therefore, lifetime estimations were performed for 	5�
10�3 mol dm�3 sesamol.


The delayed formation of the phenoxyl is due to the
deprotonation of the metastable radical cation:


ArOH�þ; ðBuClÞ ! ArO� þ HþðBuClÞ ð5Þ


An analogous phenomenon was also observed for thio-
phenols and selenophenols.7–13


Taking into account overlapping of the absorption
bands of SOH�þ (�max¼ 455 nm) and SO�


(�max¼ 425 nm), it was calculated that SOH�þ decays
with k¼ 4.5� 105 s�1 whereas SO� decays slowly by
second-order kinetics with 2k/"¼ 4� 106 s�1.


The identification of the sesamol radical cation
(SOH�þ) was further confirmed by adding typical cation
radical scavengers such as dioxane, ethanol and triethy-
lamine. The decay rates of transient absorptions are not
markedly affected using ethanol (IPg¼ 10.47 eV) or
dioxane (IPg¼ 9.19 eV)6. However, in the presence of
ethanol (C2H5OH) or dioxane (C4H8O2) the yields of the
transient absorptions of SOH�þ and also of SO� are
reduced, caused by the competitive scavenging of BuCl�þ


[reactions (2) and (6)].


C4H9Cl�þ þ C2H5OH=C4H8O2 ! C2H5OHþ
2 =C4H9Oþ


2 þ C4H8Cl�


ð6Þ


However, a delayed formation of SO� was observed on
addition of dioxane (1 mol dm�3), which indicates for a
proton transfer from BuCl�þ to dioxane and also from
SOH�þ to dioxane. The observed transient absorption bands
were not influenced by oxygen, in line with the known low


Figure 1. Transient absorption spectra obtained in the pulse
radiolysis of an N2-purged solution of sesamol
(2� 10�3mol dm�3) in 1-BuCl, 50 ns (*) and 0.7 ms (~)
after the electron pulse. The line gives the difference spec-
trum between (*) and (~). Inset: absorption time profiles at
425 and 455nm under identical conditions


Figure 2. Experimental and simulated time profiles of sesa-
mol transients at (a) 420 and (b) 460 nm obtained in the
pulse radiolysis of an N2-purged solution containing sesamol
(5�10�3mol dm�3) in 1-BuCl. ‘Cumul.simu’ stands for the
superposition according to the individual contributions of
the transients taken into account
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reactivity of radical cations and phenoxyl radicals with
oxygen.7,8 Addition of triethylamine (TEA) with IPg¼
7.5 eV6 quenches SOH�þ (455 nm) with k7¼ 5�
109 dm3 mol�1 s�1 as given by reaction (7). From the
product side (TEA�þ) and the observed diffusion-controlled
rate, an electron transfer quenching is assumed.


ArOH�þ þ TEA ! TEA�þ þ ArOH ð7Þ


Furthermore, the electron transfer from phenols to �-
type radical cations was studied. For this purpose, a
stepwise electron transfer was performed, i.e. from ben-
zene (IPg¼ 9.24 eV)6 to BuCl�þ [reaction (8a)] and sub-
sequently from phenol to C6H6


�þ [reaction (9)]. Here, we
have to consider that the benzene radical cation exists in a
monomer–dimer equilibrium.20 The electron transfer
from ArOH to C6H6


�þ gave similar spectra and transient
ratios as described for the BuCl�þ solutions (Fig. 3). Also,
the decay behaviour of the absorption bands at 455 nm
(SOH�þ) and 425 nm (SO�) was found to be similar (see
time profiles in Fig. 3), again confirming the transient
assignments. For those experiments, the concentration of
benzene was up to 100 times that of sesamol.


BuCl�þ þ C6H6 ! C6H�þ
6 þ BuCl ð8aÞ


C6H�þ
6 þ C6H6 Ð ðC6H6Þ�þ2 ð8bÞ


ArOH þ C6H�þ
6 ! ArOH�þ;ArO� þ C6H6 ð9Þ


The rate constant for the reaction of C6H6
�þ with SOH as


measured by following the pseudo-first-order decay rate
of C6H6


�þ was calculated to be 1.6� 1010 dm3 mol�1 s�1.


Curcumin. COH reacts with BuCl�þ (Fig. 4) and C6H6
�þ


radical cations to produce transient absorption spectra
with maxima at 455 and 560 nm. The transient absorption
spectrum could not been studied below 450 nm owing to
the COH ground-state absorption. In aqueous media the
phenoxyl radical of COH (CO�) has been shown earlier to
exhibit an absorption maximum around 500 nm.21 Tran-
sient absorptions and kinetics at various wavelengths
obtained in the reaction of COH with BuCl�þ and
C6H6


�þ indicate that the radical cation and the radical
derived from COH have broad absorption bands appear-
ing over the whole wavelength range studied. TEA
quenches COH�þ by electron transfer according to reac-
tion (7) as shown in Fig. 4. The quenching of COH�þ


(560 nm) is demonstrated by time profiles in the presence
and absence of TEA as shown in the inset in Fig. 4. A
small depletion effect appears on the 455 nm absorption
band. Complete quenching of COH�þ at 560 nm could not
be achieved because of the competition kinetics reasoned
by the low TEA concentration according to the low
solubility of curcumin in 1-chlorobutane. The curcumin
radical cation reacts with TEA with a rate constant
k7¼ 5.7� 109 dm3 mol�1 s�1 as calculated from the de-
cay of the 560 nm absorptions.


Trolox. As expected, TOH undergoes electron transfer
with BuCl�þ (Fig. 5) and C6H6


�þ radical cations in an
analogous manner as already described for the other
phenols. Absorption spectra were obtained (cf. Fig. 5)
exhibiting absorption maxima at 320–340, 410 and
460 nm. In aqueous solution at pH 7, it is known that


Figure 3. (A) Transient absorption spectrum observed in the
pulse radiolysis of an N2-bubbled solution containing sesa-
mol (2� 10�3mol dm�3) and benzene (5�10�1mol dm�3)
in 1-BuCl at 60 ns (*) and 0.65ms (~) after the electron
pulse. Inset: absorption time profiles at 425 and 455nm
taken for decay under same conditions. Formation time
profiles at 425 nm (B) and 455nm (C) taken with
2� 10�4mol dm�3 sesamol in 1-BuCl


Figure 4. Transient absorption spectra obtained in the pulse
radiolysis of an N2-bubbled solution containing curcumin
(2�10�4mol dm�3) in the absence of TEA at 0.44ms (*)
and curcumin (4�10�4mol dm�3) in the presence of TEA
(3.44�10�4mol dm�3) in 1-BuCl at 0.14ms (*), 0.35ms
(~) and 1.8 ms (~) after the electron pulse. Inset: absorption
time profiles at 560 nm in the presence and absence of TEA
under the mentioned conditions
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the trolox phenoxyl radical has an absorption maximum
around 445 nm.22 The difference in the absorption spectra
taken 0.5 and 7.5ms after the pulse is shown in Fig. 5,
which confirms the assignment of the trolox radical
cation with absorption bands at 460 and 305 nm. By
analogy with the other phenols, the delayed formation
of TO� [see time profiles at 410 nm and reaction (5)] due
to the deprotonation of TOH�þ is clearly observed for the
electron transfer from TOH to both BuCl�þ and C6H6


�þ.
This is demonstrated for the reaction of TOH with BuCl�þ


by the time profiles at 410 and 460 nm in Fig. 5. Kinetic
simulations for 415 and 460 nm are given in Fig. 6. It
shows rapid and simultaneous formation of TOH�þ and
TO� and also delayed formation of a part of TO� within the
time-scale where TOH�þ decays.


The cation TOH�þ decayed with a rate constant
k7¼ 8.5� 109 dm3 mol�1 s�1 with TEA. Transient ab-
sorption spectra and observed time profiles at 410 and
460 nm in the presence of TEA (not shown here) confirm
the assignment of TOH�þ and TO� according to the
absorption maxima at 460 and 410 nm, respectively.
The rate constants for the electron transfer inolving
SOH, COH and TOH and further kinetic and spectral
parameters of the transients investigated are summarized


in Table 1. All phenols studied (SOH, COH and TOH)
react with BuCl�þ and C6H6


�þ to form simultaneously
radical cations and phenoxyl radicals in a diffusion-
controlled manner. Then, in all cases a delayed deproto-
nation of the cation radical into the radical takes place.
Compared with aqueous systems, in 1-BuCl as solvent
the absorption maxima of the phenoxyl radicals of SOH,
COH and TOH are blue-shifted by 5, 45 and 25 nm,
respectively. The wavelengths of absorption maxima of
the radical cations of SOH, COH and TOH have been
found to follow the conjugation and electronic effects of
the substituents.


Figure 5. Transient absorption spectrum obtained from an
N2-bubbled solution containing 3.46� 10�4mol dm�3 tro-
lox in 1-BuCl at 0.5 ms (*) and 7.5 ms (~) after the electron
pulse. (*) Difference spectrum between (*) and (~). Inset:
absorption time profiles of the transients at 410 and 460nm
under the same conditions


Figure 6. Experimental and simulated time profiles of the
trolox transients obtained from an N2-bubbled solution
containing trolox (4� 10�4mol dm�3) in 1-BuCl at (a) 415
and (b) 460 nm. ‘Cumul.simu’ stands for the superposition
according to the individual contributions of the transients
taken into account


Table 1. Rate constants, transient ratio, extinction coefficients used for simulation of the absorption time profiles of the
electron transfer from ArOH to BuCl�þ and concerned reactions in 1-BuCl (the extinction coefficients were estimated as a result
of the kinetic simulation procedure)


k10a,b k12 2k13/" "(ArOH�þ) "(ArO�)
Solute (1010 dm3 mol�1 s�1) (106 s�1) (106 s�1) ArOH�þ/ArO� (dm3 mol�1 cm�1) (dm3 mol�1 cm�1)


SOH 2 0.45 4.0 57/43 4500 (455 nm) 3500 (425 nm)
COH 1 0.30 0.7 62/38 6000 (560 nm) 6500 (455 nm)
TOH 2 1.1 1.3 57/43 5000 (460 nm) 3500 (410 nm)
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Simulation of the data


On the basis of experimental data, rate constants for the
electron transfer from phenols to BuCl�þ or C6H6


�þ and
for the deprotonation the of ArOH�þ radical cations were
determined using kinetic traces at various wavelengths of
the transients and at different solute concentrations.
Combining these rate constants with reasonable transient
extinction coefficients, simulations were performed to
obtain the best agreement between calculated and experi-
mental absorption time profiles of all solute transients.
On the basis of the assumed reaction mechanism [reac-
tions (10)–(13)], the rate constants given in Table 1 were
obtained.


Reaction mechanism


ArOH�þ þ Cl� ! ArO� þ HCl ð11Þ


ArOH�þ þ BuCl ! ArO� þ HþðBuClÞ ð12Þ


2ArO� ! product ð13Þ


The kinetics of the ArOH�þ and ArO� species are
described by the following differential equations:


d½ArOH�þ�=dt ¼ k10a;b½ArOH�½BuCl�þ�
� k11½ArOH�þ�½Cl�� � k12½ArOH�þ� ð14Þ


d½ArO��=dt ¼ k10a;b½BuCl�þ�½ArOH�
þ k11½ArOH�þ�½Cl��
þ k12½ArOH�þ� � k13½ArO��2 ð15Þ


Representative examples of simulation for sesamol and
trolox are shown in Figs 2 and 6, respectively.


The ArOH�þ/ArO� ratio


From the described simulations, the ratio ArOH�þ/ArO�


of the direct formation of ArOH�þ and ArO� was deter-
mined for all phenols studied. The simulated time profiles
for SOH (Fig. 2) and TOH (Fig. 6) show that the radicals
(ArO�) are formed by a rapid and a delayed time behavior,
such as (i) by the immediate deprotonation of the unstable
radical cation derived from the perpendicular structure of
ArOH [reaction (4b)] and (ii) by time-resolved formation
due to the deprotonation of the radical cation in the planar
structure [reaction (4a) followed by reaction (12)]. Hence
the ArOH�þ/ArO� ratio was derived from the fast and
from the delayed part of the ArO� radical formation. This
reflects the ratio of the transients produced via the two
channels of the free electron transfer. The estimated
values of the ArOH�þ/ArO� ratio for SOH, TOH and
COH are 1.3, 1.6, and 1.3, respectively (i.e. the contribu-
tion of ArOH�þ varies between 57 and 63%).


The phenomenon of the direct generation of solute
radical cation (ArOH�þ) and solute radical (ArO�) in the
FET has already been described for a number of phe-
nols.12 In that paper,12 a ca 1:1 ratio was found for the
simultaneous formation of solute radical cations
(ArOH�þ) and solute radicals (ArO�) from phenol and
phenol derivatives. No influence of the electronic struc-
ture of the phenol molecule, which was varied by chan-
ging the para substitutent (CN, Cl, H, CH3, OCH3, etc.),
was found. Only for the sterically hindered long tail
substituted n-octadecyl (3,5-di-tert-butyl-4-hydroxyphe-
nyl)propionate a transient ratio ArOH�þ/ArO� of 1.12 is
given.8,12 Also within the experimental uncertainties the
ArOH�þ/ArO ratios for SOH, TOH and COH are higher
than those for phenol and its chloro, methoxy, amino
and nitro derivatives and even higher than in the case
of n-octadecyl (3,5-di-tert-butyl-4-hydroxyphenyl)pro-
pionate.12 Perhaps, for the case of COH the high
ArOH�þ/ArO� ratio might be attributed to a high rota-
tional energy barrier, 8.3 kcal mol�1 (1 kcal¼ 4.184 kJ),
for the phenolic OH group (Table 2). This may be caused


Table 2. Experimentally obtained lifetime � of the cation radicals in BuCl compared with DFT B3LYP/6–31G(d)-calculated
quantum chemical parametersa


Solute � (ms) Log(1/�) �Rot (cm�1) tRot (10�15 s) �Oscil (cm�1) tOsci (10�15 s) Ea (kcal mol�1) S(O) �q(OH)


Phenol <0.2 6.7 345 97 3601 9.3 3.0 0.197 0.213
Trolox 0.91 6.04 313 106 3603 9.3 3.9 0.140 0.160
Sesamol 2.22 5.65 325 103 3607 9.2 2.6 0.108 0.150
Curcumin 3.33 5.48 473b 70b 3546b 9.4b 8.3 0.058 0.080


934c 36c 2848c 11.7c


a Frequencies (scale factor f¼ 0.96) of polar OH group rotation and valence X—H oscillations; t, times of one motion; Ea, the activation energy of XH group
rotation; S(O), atomic spin density at the oxygen; �q(OH), difference of Mulliken charges at the OH group between cation radical and singlet ground state.
b For phenolic OH group.
c For enolic OH group.


ð10aÞ


ð10bÞ
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also by hindrance of the rotation interaction with the
neighboring OH and OMe substituents on the aromatic
moiety because of an assumed possible hydrogen bridge.


Generally, the data presented in this paper confirm the
assumed electron transfer mechanism indicated by the
two product lines (10a) and (10b). In addition, evidence is
given for further influencing factors such as hydrogen
bonding and special rigid molecular structures in the
natural phenols SOH, COH and TOH.


Quantum chemical approach


It is known from earlier studies7–13,20,23,24 that the elec-
tron jump within the FET from phenols to solvent (non-
polar) radical cation takes place in �10�15 s. This process
is faster than the rotational and vibrational motions of the
OH group of phenols. Because of the small activation
energy (Ea) for the studied molecules, internal rotation of
the OH group takes place. Within the Born–Oppenheimer
approximation, the molecular geometry is rigid compared
with the very fast electron transfer step. The various
rotational conformers of the phenols are assumed to be
frozen on this time-scale. The electron transfer from these
various conformers of phenols can generate different
products. Following the same principles as for a variety
of simple phenol structures,7 the rotational motion of the
OH group reduces the steric strain in the �-system of the
aromatic ring. In a simplification, only two extreme cases
of molecular structures arising from the rotation of the OH
group have been discussed, namely, the structure with the
OH group in the molecular plane and OH perpendicular to
it. These structures represent borderline cases and stand
for a diversity of rotation situations of the OH group
where one category is tending to reaction channel (10a)


and the other one to channel (10b). For phenols, in the
planar structure the three highest doubly occupied MOs
have �-symmetry with strongly delocalized electrons.
However, when the OH group is perpendicular to the
molecular plane, HOMO and HOMO-1 are delocalized
whereas HOMO-2 exhibits n-symmetry and is strongly
localized on the oxygen atom of the OH group. This
rotational motion changes the electron density and the
energy of the HOMOs with an out-of-plane twisting. The
HOMO, HOMO-1 and HOMO-2 undergo changes in their
energies with out-of-plane twisting which also reduces the
separation of these MO levels. Because of the excess
energy and the very good orbital overlapping, the electron
transfer can take place also from HOMO-2, i.e. from the
localized structure. Electron transfer from HOMO-2 pro-
duces solute radical cations in an excited state with high
spin density on the oxygen atom of the OH group
[Equation (4b)]. This is followed by a rapid deprotonation
to produce solute radicals within a few femtoseconds. On
the other hand, the electron transfer from the other
HOMOs of planar configuration produces delocalized
and therefore metastable solute radical cations (Equation
(4a)] which deprotonate in a few hundred nanoseconds,
causing the delayed phenoxyl radical component.


Sesamol. As shown in Fig. 7, in the planar structure the
three highest doubly occupied MOs (HOMO, HOMO-1,
HOMO-2) have �-symmetry with strongly delocalized
electrons but HOMO-3 shows n-symmetry. Rotation of
the phenolic OH group with respect to the molecular
plane changes the relative energy levels of these HOMOs
(Fig. 7). The rotation of the OH group reduces the energy
of HOMO-2 (planar structure) and increases the energy
of HOMO-3 (planar structure) to an extent that in the
perpendicular structure their relative poisitions are


Figure 7. Transformations of the MOs of sesamol ground-state singlet depending on the molecular structure (OH group
rotation) leading to different products by free electron transfer to BuCI�þ, namely long-living (stable) radical cation and very
short-living (excited) radical cation. MO energies were calculated with HF/6–1G(d)//B3LYP/6–31G(d); isocontour¼0.05
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inverted. The HOMO-2 and HOMO-3 at 0 
 roational
angle (planar configuration) become HOMO-3 and
HOMO-2 at 90 
 rotation (perpendicular configuration),
respectively. In the perpendicular conformation, the en-
ergetic distance between HOMO and HOMO-3 is reduced
by �1 eV. Furthermore, in the perpendicular conforma-
tion, HOMO, HOMO-1 and HOMO-3 are delocalized but
the HOMO-2 is strongly localized on the oxygen atom.
Considering the MO scheme of a neutral closed shell
sesamol molecule, electron transfer from HOMO,
HOMO-1, HOMO-2 of the planar conformation and
from HOMO-2 of the perpendicular conformation can
produce ground-state and excited-state configurations
(Koopman’s configurations) of the corresponding radical
cation. A comparison of the planar and perpendicular
ground-state structures (Fig. 7) suggests that a delocalized
long-lasting radical cation can be obtained by ionizing the
planar structure, whereas ET from the perpendicular
configuration generates an unstable radical cation. In the
perpendicular conformation, because of the excess energy
and the very efficient overlapping of the HOMO-2 with
the orbital of the solvent radical cation, the electron
transfer can take place. According to the frontier orbital
theory, the interaction energy between electron donor and
acceptor increases with increasing overlapping of the orb-
itals and reduction of the energy gap of the MOs.25,26 This
provides the rational for the electron transfer from
HOMO-2 in the perpendicular conformation, producing
the sesamol radical cation with spin localized on the oxy-
gen atom of the OH group. This should be an extremely
short-lived species having a lifetime much shorter than the
experimental time resolution (<5 ns) which immediately
deprotonates to give the sesamol radical.


Trolox and curcumin. Compared with sesamol, these
molecules also follow similar changes in the highly
occupied HOMOs energy levels and separation upon
rotation of the OH group with respect to the molecular
plane. Therefore, similar electron transfer mechanism
which simultaneously produces solute radical cations
and oxyl radicals is envisaged. Quantum chemical calcu-
lations for trolox and curcumin are more complicated
because of the larger number of MOs and could not be
done in detail. A high rotational energy barrier for the
phenolic OH group should increase the ArOH�þ/ArO�


ratio. The intramolecular hydrogen bonding in the case of
curcumin can possibly prevent a free rotation of the OH
group. As a consequence, the equilibrium between all
possible rotamers is shifted to nearly planar conformers,
which produce mostly long-living cation radicals. Other
parameters obtained by quantum chemical calculations
for SOH�þ, COH�þ and TOH�þ are also summarized in
Table 2. It should be noted that the O—H bond length of
the enolic group of curcumin is increased to 1.01 Å
compared with the O—H bond length of the phenolic
group (0.9 Å) owing to intramolecular hydrogen bonding
making the molecule planar.


Additionally, the lifetime � of ArOH�þ of the longer
lived metastable cation radicals of sesamol, trolox and
curcumin depends on the spin density at the phenolic
oxygen atom [S(O)]. The calculated spin density S(O)
and �q(OH) difference of Mulliken charges at the OH
group between the cation radical and the singlet ground
state (as shown in Fig. 8 and Table 2) is highest for
TOH�þ and lowest for COH�þ. This agrees well with the
radical cation lifetimes of these solutes, COH
(3.33ms)> SOH (2.22 ms)>TOH (0.91ms). An inverse
correlation between the � value of the solute radical
cation and the spin density or Mulliken charges at the
phenolic oxygen atom is observed, as is the case for other
phenolic compounds.23 This clearly demonstrates that
higher spin density on the phenolic oxygen atom results
in a decrease in the � value of the corresponding cation
radical.


Mechanistic aspects


As stated earlier and within a simplified picture, the
electron transfer takes place from both the planar and
the perpendicular conformation of the ground-state phe-
nols. Futhermore, the high gas-phase solute–solvent
ionization potential differences give reason for an un-
hindered electron transfer step in a short time-scale where
the molecule could be imagined as a frozen state.


On this basis, two borderline radical cation conformers
are formed with very different tendencies for deprotona-
tion after ionization, according to Eqns (4a) and (4b). In
the FET from the planar structure, the radical cations
have delocalized electrons and therefore exhibit lifetimes
of several hundred nanoseconds [Eqn (4a)]. In the FET
from the perpendicular structure, the radical cation with
spin and charge localized on the oxygen alone represents
a very unstable species with a lifetime much shorter than
nanoseconds, which dissociates immediately to a


Figure 8. Spin density distribution of the long-lived radical
cations: (a) sesamol, (b) trolox and (c) curcumin [B3LYP/6–
31G(d), isospin¼0.003]
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phenoxyl radical [Eqn (4b)]. It has been shown earlier
that log(1/�) of the solute radical cation of various
phenols increase with the spin density S(O) and the
difference of Mulliken charges at the OH group between
the cation radical and the singlet ground state �q(OH).23


The same trend between log(1/�) (or �) and S(O) or
�q(OH) is observed for the radical cations of SOH, TOH
and COH (Table 2). This consolidates the assumed
reaction mechanism and rate constants. The data show
that the methylendioxy substituent of sesamol and �-
delocalization of curcumin impart more stability to their
cation radicals as compared with even naphthols.23


The rate constants obtained for the free electron
transfer (2) from SOH, COH and TOH to BuCl�þ


(Table 1) are of the order found also for other phenol
derivatives, i.e. they are diffusion controlled.8,12 This
holds also for the electron transfer quenching of ArOH�þ


by TEA. Considering the single steps of the FET
(Scheme 2) it should be stated that diffusion is the slowest
one whereas the electron jump itself is a completely
unhindered and therefore very rapid process. Hence, in
each encounter of the reactants the electron jump happens
at the first approach (collision). This seems to be the real
reason for the reflection of the rotation conditioned
conformers observed experimentally; see reaction chan-
nels of the FET (4).


In this paper, it was not intended to analyse in depth the
influence of distinct modes of molecule oscillations on
the electron transfer mechanism, which has been reported
previously.7 This product ratio of FET (4) involving the
actual natural phenols studied here, with 57–62% of
ArOH�þ, only a slightly higher yield compared with the
50% ArOH�þ contribution for the ‘simple’ phenols7 has
been found. This could mean that on the one hand the
alkoxyl groups in ortho- and para-positions stabilize the
cations by the well-known electron-donating effect. On
the other hand, and more convincing, the rotating bond
(C—OH) exhibits in these cases a higher rotation barrier.
This is indicated by the quantum chemical calculations at
least for COH and TOH.


The deprotonation kinetics (k6) of ArOH�þ follows the
order TOH> SOH>COH, which agrees well with the
spin density S(O) and the difference in Mulliken charges
at the OH group between cation radical and singlet
ground state �q(OH)27 (Table 2). It should be noted
that S(O) and �q(OH) are a measure of the transient
stabilities.


For the phenoxyl radicals, a comparison of its decay
rates (2k7) shows that TO� decays more slowly than SO�


and CO�. Overall, in the FET, the phenols SOH, COH and
TOH (which stand for other naturally occurring phenols)
exhibit relatively higher yields of radical cations [reac-
tion (4a)] than the phenoxyl radicals [reaction (4b)].
Furthermore, the stability of the radical cations derived
from the natural phenols was found to be considerably
higher than those of other phenols.7,27 This can be
derived from the deprotonation rates (lifetimes) given
in Table 2.


CONCLUSIONS


Sesamol, curcumin and trolox react with solvent cation
radicals, like other phenols, to produce simultaneously
phenol radical cations and phenoxyl radicals. This is
followed by a delayed deprotonation of the metastable
phenol radical cation resulting in a delayed formation of
the phenoxyl radical. The peculiarities of the kinetics and
mechanism of the ionization of these compounds in non-
aqueous systems depends, to a large extent, on the sub-
stituents, i.e. the p- and o-alkoxyl groups are very effective
stabilizing factors. A good correlation is observed be-
tween the experimatal data (lifetime, ArOH�þ/ArO� ratio)
and the theoretically calculated data S(O), �q(OH) and
activation energies for the OH group rotation.
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ABSTRACT: An empirical extension of the continuum model was used to reproduce the absorption spectrum of the
optical probe merocyanine 540 in numerous solvents based on 27 probe-specific parameters in conjunction with
the dielectric constant and refractive index of the solvent. The calibrated absorption spectrum of this dye allowed the
accurate determination of the dielectric constant and refractive index of the bulk solvent. This study incorporates
several binary solvent mixtures in addition to several pure solvents of differing functionality, including protic and
aprotic solvents. A single, generally applicable, set of probe-specific parameters is presented. The accuracy of the
determined solvent properties using this general set of probe parameters suggests that the influence of specific
solvent–solute interactions on the absorption spectrum of this dye must be constant if not insignificant in the range of
solvents studied, with the notable exception of water. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: merocyanine 540; cyanine dyes; continuum model; dielectric constant; refractive index


INTRODUCTION


It has long been recognized that solvatochromic shifts for
suitable dyes could be used as a measure of a solvent’s
ability to stabilize the formation of ionic intermediates.1–3


It has become a widespread practice to use empirical
solvent polarity scales4–7 to predict the influence of
solvent on the position of chemical equilibria or on
reaction rates. In common with all empirical relationships,
these solvent polarity scales do not attempt to understand
the nature of the interactions responsible for the solvato-
chromic effect. Instead, these relationships simply assume
that the interactions that influence the spectral changes are
similar in nature to those that influence the chemical
phenomenon of interest. Extensions of these studies
have explored non-ideal solution behavior,8,9 microheter-
ogeneous environments10,11 and solvent structure near
liquid interfaces.12–14


The main drawback of these relationships is the re-
quirement for a predetermined empirical constant for the
environment of interest against which the susceptibility
of the probe of interest is to be tested. For example, the
ET30, Z or �* numbers for a solvent of interest must be
known before the scale can be used. Furthermore, these


empirical constants, by definition, have no physical
meaning outside the specific correlation from which
they are produced.


Continuum models treat the solvent as a bath into which
the solute probe is immersed.1,2,15 In these models, the
bulk solvent properties of dielectric constant and refrac-
tive index are used directly. As with the empirical scales
described above, the individual solvent–solute interac-
tions are again ignored. Several solvent polarity functions
have been developed for use in continuum models while
incorporating different levels of approximation.16–19


Increased access to computational power has led to an
increasing number of more elaborate theoretical models
in which solvent can be explicitly included, either by
adding one solvent layer or as larger numbers of free
solvent molecules.20,21 However, only after significant
effort do these models approach the accuracy of the
continuum models. The ability of the continuum models
to reproduce observed phenomena suggests that the
assumptions implicit in their use are often justified.


In many cases the continuum models have focused on
describing the position of the absorption maxi-
mum.1,2,16–19,22–33 Reasonable correlations between the
measured and predicted shifts are frequently encoun-
tered using these models. Changes in the shape of the
absorption spectrum, which often accompany the ob-
served shifts, have received attention only recently.34–41


This paper expands the current continuum models of
solvatochromism to include the analysis of absorption
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bandshapes as opposed to simply the positions of ab-
sorption band maxima. The resulting analysis is signifi-
cantly more sensitive to changes in the solvent dielectric
constant and refractive index than would be observed if
changes in band positions alone were used. The aim of
this study was to calibrate a solvatochromic probe,
specifically merocyanine 540 (M540), to allow the entire
absorption spectrum to be predicted in any solvent. Once
calibrated, such a probe will allow accurate measurement
of both dielectric constant and refractive index of the
local environment into which the dye is dissolved.


EXPERIMENTAL


M540 was obtained from Aldrich Chemical and was used
without further purification. Pentanenitrile (PCN) and
butanenitrile (BCN) were purchased from Aldrich Chemi-
cal and were purified by fractional distillation at atmo-
spheric pressure followed by elution through activated
alumina before use. Deionized water was used where re-
quired. All other solvents, including acetonitrile (ACN),
methanol (MeOH), ethanol (EtOH), 2-methoxyethanol
(2ME), acetone (A), 2-propanol (2PrOH), 1-butanol
(BuOH), octanol (OcOH), tetrahydrofuran (THF) and dio-
xane (DX), were purchased from EM Science as spectro-
photometric grade material and were used as received.


In a typical experiment, a stock solution of M540
(3� 10�3


M) was prepared in ethanol solution. Aliquots
of the stock solution were added to volumetric flasks and
the ethanol was evaporated. The desired pure solvents or
binary solvent mixtures were then added to yield a final
concentration of M540 of 1.5 mM. At this low concentra-
tions of M540, the absorption spectra always obey the
Beer–Lambert law, indicating that dimer or higher ag-
gregates are not formed to a significant extent.


Spectroscopic measurements were carried out at room
temperature using a Beckman DU-640 UV–visible spec-
trophotometer. Data files were then transferred to an IBM
compatible computer for analysis. Multi-parameter least-
squares analysis was accomplished using the Solver
function of Microsoft Excel 2000.


RESULTS


Absorption spectra of 1.5mM M540 solutions in binary
mixtures of ACN with 2PrOH were collected and are


shown in Fig. 1. Similar data sets were obtained in binary
solvent mixtures of DX with EtOH and 2ME with DX. In
all cases the M540 absorption spectra consists of a
progression of vibronic transitions with two minor bands
appearing on the high-energy side of the major band. An
additional, minor, low-energy transition was also ob-
served in solvents of very low polarity. This minor
absorption was ignored in the fitting process. The spectra
were fitted to a sum of three Gaussian functions accord-
ing to the equation


"OBS ¼ P"1 � exp � PS1 � ���


PW1


� �2
" #( )


þ P"2 � exp � PS2 � ���


PW2


� �2
" #( )


þ P"3 � exp � PS3 � ���


PW3


� �2
" #( )


ð1Þ


where "OBS is the observed extinction coefficient at
frequency ��� in wavenumbers. The spectral parameters
P"i, PSi and PWi for i¼ 1–3 are the extinction coefficient
of band i at its maximum, the position of the band
maximum and bandwidth of transition i, respectively.
Table 1 gives the least-squares fit parameters obtained
along with the dielectric constant and refractive index of
the binary solvent system used.42


Selected absorption spectra of 1.5mM M540 in several
pure solvents of differing functionality and polarity are
shown in Fig. 2. Analysis of the M540 spectra in pure
solvents followed a similar procedure to that used in the
analysis of the absorptions in binary solvent mixtures.
The results of fitting the measured absorption spectra to
three Gaussian functions are given in Table 2 along with
the dielectric constants and refractive indices of all of the
solvents used.43,44


DISCUSSION


Examination of the spectra in Figs 1 and 2 shows that
negative solvatochromism of the M540 absorption is


Figure 1. Absorption spectra of M540 in ACN–2PrOH
binary solvent mixtures. The arrows indicate the direction
of spectral shift with increasing volume percentage of ACN


188 S. Y. BAE AND B. R. ARNOLD


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 187–193







observed. Such shifts in the position of the absorption
maximum are indicative of chromophores in which the
excited state is less polar than the ground state. Numerous
examples of this behavior have appeared.1–3,30–33


Changes in band shape as a function of solvent polarity
are also encountered frequently. As can be observed in
Figs 1 and 2, the solvatochroic shift is accompanied by
significant changes in the relative intensities of the
absorption bands of M540.


What is needed is a simple model function that can be
used to correlate all of the spectral changes with solvent
properties, such as dielectric constant and refractive
index. Several model functions have been developed to
describe the spectral shift, but the changes in shape have
yet to be exploited fully. The first consideration when


choosing model functions was that the observed trends
must be accurately reproduced with a minimum number
of adjustable parameters. A secondary consideration was
that the model function is firmly based on a theoretical
model. Several versions of the continuum model have
appeared which satisfy both considerations, at least in
terms of the positions of the absorption bands.16–19,22–24


One such function is24


Pji ¼ P0ji þ aji
n2 � 1


2n2 þ 1


� �
þ bji


D� 1


Dþ 2
� n2 � 1


n2 þ 2


� �


þ cji
D� 1


Dþ 2
� n2 � 1


n2 þ 2


� �2


ð2Þ


Here the bulk solvent properties of dielectric constant (D)
and refractive index (n) are correlated with the spectral
parameters (Pji), as defined in Eqn (1). The index j is used
to specify the extinction coefficient ("), shift (S) or width
(W) while the index i is used to indicate the first, second
or third transition. The parameter P0ji represents the
limiting value of the shift, width, or extinction coefficient
in the absence of solvent. The terms aji, bji and cji are used
to describe the influence of solvent on the chromophore.
According to continuum models the set of parameters
P0ji, aji, bji and cji should be specific to the probe
molecule in the absence of specific solvent–solute inter-
actions. Hence, once the probe-specific parameters are
known for a particular chromophore, they should be
applicable to a wide range of possible solvent environ-
ments. In many cases the last term in Eqn (2) has been


Figure 2. Absorption spectra of M540 in selected pure
solvents with differing functionality. Solvents used: (a)
OcOH; (b) THF; (c) ACN; (d) EtOH


Table 1. Gaussian fit parameters for M540 absorption spectra in binary solvent systems


Solvent Da nb PS1 PS2 PS3 P�1 P�2 P�3 PW1 PW2 PW3


2PrOH–ACNc


20 : 80 32.00 1.348 17878 18855 20598 91735 40813 7612 515 1024 1148
27 : 73 30.81 1.350 17875 18818 20188 91976 36989 8974 515 992 1752
49 : 51 26.64 1.357 17860 18802 19950 90842 34854 10379 512 979 2007
59 : 41 24.91 1.361 17850 18786 20080 92912 36880 9651 511 992 1821
73 : 27 22.75 1.366 17834 18765 20014 93210 36226 9687 508 987 1836
85 : 15 21.05 1.370 17816 18741 19854 93202 34500 10126 503 974 1979
93 : 7 20.16 1.373 17797 18709 19890 95596 35210 9263 500 976 1920


DX–EtOHc


60 : 40 26.64 1.357 17860 18802 19950 90842 34854 10379 512 979 2007
50 : 50 24.91 1.361 17850 18786 20080 92912 36880 9651 511 992 1821
35 : 65 22.75 1.366 17834 18765 20014 93210 36226 9687 508 987 1836
20 : 80 21.05 1.370 17816 18741 19854 93202 34500 10126 503 974 1979
10 : 90 20.16 1.373 17797 18709 19890 95596 35210 9263 500 976 1920


2ME–DXc


60 : 40 8.83 1.408 17756 18680 19742 127041 43633 10829 500 951 1894
70 : 30 10.55 1.406 17768 18699 19878 122315 44241 11126 504 965 1851
75 : 25 11.51 1.405 17773 18704 19897 120175 44609 11514 505 973 1813
80 : 20 12.49 1.404 17778 18757 20541 120951 52915 9338 506 1038 1042
85 : 15 13.52 1.403 17782 18719 20079 119636 47302 11675 508 993 1715
90 : 10 14.62 1.402 17788 18730 20026 122602 48254 12750 509 990 1799
95 : 5 15.77 1.401 17793 18735 20003 118425 46972 12917 510 993 1860


a Dielectric constants from Ref 42.
b Refractive indices from Ref. 42.
c Ratios indicate percentage by volume.
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ignored. Significantly better correlations were observed
when this term was included in the present study.


Consider the probe characteristic parameters for the
shift in absorption, PSi. The parameters, P0Si, aSi, bSi and
cSi are related to the magnitudes of the dipole moments of
the ground and excited states, in addition to the transition
moment and the oscillator strength of the transitions
according to the equations24


aSi ¼
�2
g � �2


e


hca3
ð3Þ


bSi ¼
2�gð�g � �eÞ


hca3
ð4Þ


cSi ¼
6�2


gð�g � �eÞ
hca6


ð5Þ


In reality these parameters may include a contribution
due to solvent–solute interactions and care must be
exercised when choosing the solvent systems to be
examined. Binary mixtures of (relatively) non-interacting
solvents should allow a wide range of bulk solvent
polarities to be examined without significantly changing
the specific solvent–solute interactions that are possible
within the first solvent shell. It was expected that the
shifts in absorption spectra observed in carefully chosen
binary solvent mixtures would conform well to Eqn (2).


The observed shifts in absorption maxima, PSi, for the
binary solvent system ACN–2PrOH were analyzed ac-
cording to Eqn (2) (Fig. 1, Table 1). Least-squares
minimization of the difference between the observed
and calculated absorption maxima allowed the probe
characteristic parameters, P0Si, aSi, bSi, and cSi, for each
of the three transitions to be evaluated; a total of 12
parameters were determined.


Using Eqn (2) to fit the DX–EtOH and 2ME–DX data
sets also results in excellent agreement between the
observed and calculated absorption maxima and two


additional sets of probe parameters are determined. If
the parameter sets are to be independent of solvent, as
continuum theory predicts, all solvent sets should yield
identical parameter values. Unfortunately, comparisons
among the three sets of probe-specific parameters re-
vealed significant variation from one solvent system to
the next. The observed variation may be the result of
differences in specific solvent–solute interactions within
these binary solvent mixtures. Alternatively, as will be
described below, excessive degrees of freedom may be
present in the fitting function and the probe-specific
values may not have converged to their true values during
the fitting procedure.


To establish a general set of probe characteristic
values, it was assumed that the solvent–solute interac-
tions were indeed negligible in these solvent systems and
all three binary data sets were fitted to Eqn (2) simulta-
neously. The resulting, general set of probe-characteristic
parameters is again different from the previous three sets.
However, the correlation coefficients for the individual
data sets are not decreased significantly when the general
set of parameters is assumed. Correlation plots of the
calculated PSi values, obtained using the general set of
characteristic probe values, and the observed PSi values,
obtained from the Gaussian fits for each vibronic transi-
tion, are shown in Fig. 3.


Equations (3)–(5) were then used to calculate the
change in dipole moment, �� ¼ �g � �e, and the change
in polarizability, �� ¼ �g � �e of M540 using the gen-
eral set of parameters. The values obtained for the first
transition in the M540 absorption were ��¼ 0.46 D and
��¼ 197 Å.3 These values are in good agreement with
the published values of ��� 0.2–1.1 D and
��� 200 Å.3, 45–48 The general parameters obtained
from the analysis of the second absorption band yield
similar results for �� and ��, but the general parameters
obtained based on the third, and weakest, absorption band
do not. Apparently, significant freedom in the fitting
function is indeed a problem and the general parameters
have probably not yet fully converged. Nevertheless, the


Table 2. Gaussian fit parameters for M540 absorption spectra in pure solvents


Solvent Da nb PS1 PS2 PS3 P"1 P"2 P"3 PW1 PW2 PW3


DX 2.21 1.42 17644 18372 20298 89877 47907 3493 457 1407 3293
THF 7.43 1.404 17702 18427 20923 106259 49240 3153 465 1252 1115
OcOH 9.87 1.427 17641 18513 19532 141579 45838 8469 481 984 2135
BuOH 17.35 1.397 17724 18633 19904 136164 48473 10545 488 986 1921
2PrOH 19.29 1.375 17765 18670 19928 136557 49246 9923 490 999 2016
A 20.48 1.357 17836 18774 19750 140462 47684 11248 502 937 1865
PCN 19.9 1.395 17751 18730 20325 146753 51907 5994 492 930 795
BCN 24.3 1.384 17778 18706 19766 133258 46635 8805 490 984 2464
EtOH 24.86 1.359 17845 18788 20076 120993 48707 11993 500 1048 2412
MeOH 32.64 1.326 17986 18967 20396 99846 48924 16184 529 1068 1929
ACN 35.72 1.342 17883 18841 19939 127938 49200 11099 504 1023 2668
Water 78.41 1.332 18450 19682 21413 26979 36026 24704 623 1367 2434


a Dielectric constants from Ref 43.
b Refractive indices from Ref. 44.
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general set of parameters was adopted as the best repre-
sentative values for use in Eqn (2) to predict the frequen-
cies of the three maxima in the M540 absorption
spectrum based solely on the dielectric constant and
refractive index of the solvent. This final, general set of
probe characteristic parameters is collected in Table 3.


Examination of the spectra in Figs 1 and 2 shows
clearly that the absorption bandshapes also respond to
changes in solvent polarity. Several theoretical models
have been proposed which reproduce spectral bandshapes
surprisingly well.34–41 In general, these models require
knowledge of the solvent reorganization energies, para-
meters usually obtained by the fitting procedure.
Although it is possible to estimate the reorganization
energies, which are again based on the solvent D and n,
these estimates do not allow the spectral data to be
reproduced with the required accuracy to be useful to
the present study. Therefore, an alternative approach was
required and Eqn (2) was adopted for use in correlating
the observed changes in extinction coefficient. Although
there is no firm theoretical basis to believe that Eqn (2)
should be use for this purpose, its use is not completely
unjustified. The transition energy (shift) and extinction
coefficient (height) are both related to �� and ��.1,2 The
fact that a reasonable correlation between the observed
and predicted "max values does occur was viewed as


sufficient justification for the stated purpose of this paper.
The P"i values obtained from the least-squares minimiza-
tion of the difference between the extinction coefficients
obtained from the spectral fit parameters (Table 1) for all
three binary solvent systems fitted simultaneously and
those predicted based on application of Eqn (2) are also
collected in Table 3. Correlation plots of the calculated
and observed extinction coefficients are shown in Fig. 4.


The last parameters to be determined are the spectral
bandwidths, PWi. Comparisons among the data collected
in Table 1 suggest that the bandwidths do not change
significantly with solvent polarity. A plot of the observed
bandwidths versus any form of the solvent polarity
function results in a scatter diagram with no discernable
trends. The average values for the transition widths for
each of the three transitions were assigned to the three
P0Wi values and aWi, bWi and cWi were assumed to be zero.
These values are also collected in Table 3.


With the complete set of probe characteristic para-
meters at hand (Table 3), the entire absorption spectrum
of M540 can be simulated based solely on the bulk
dielectric constant and refractive index of the solvent as
the only adjustable parameters. Conversely, and perhaps
more importantly, evaluating the absorption spectrum of
M540 in any solvent using the 27 spectral parameters
collected in Table 3 as fixed values should allow the
dielectric constant and refractive index of the solvent to
be estimated. To test the accuracy with which these
parameters could be used to predict the bulk solvent
properties, the absorption spectra of M540 in several
solvents with a range of polarities and functional groups
were collected and analyzed.


Consider the absorption spectrum of M540 in butanol
shown in Fig. 5. The M540 absorption spectrum has the
same general features as those observed in the binary
solvent mixtures and can also be fitted accurately using
three Gaussian functions (Table 2). The general probe
parameters collected in Table 3 were used to evaluate the
absorption spectrum for initial guesses of D and n and the
square of the difference between the calculated and
observed spectra was computed. The least-squares sum-
mation was then weighted using the differences between


Figure 3. Correlation plot of the calculated and observed
absorption maximum for the first (�), second (&) and third
(^) absorption bands of M540 in binary solvent mixtures


Table 3. Probe-specific parameters for M540 obtained
using the binary solvent mixtures


i


Parameter 1 2 3


P0Si 19322 19071 28939
aSi �8305 �3361 �43336
bSi �50.8 �658 3933
cSi 69.9 1719 �8311
P0"i �358419 72411 28126
a"i 2134864 �141160 �121515
b"i 1065 39055 �5561
c"i 186205 �62638 19910
P0Wi 499 969 1658


Figure 4. Correlation plot of the calculated and observed
extinction coefficients for the first (�), second (&) and third
(^) absorption bands of M540 in binary solvent mixtures
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the predicted P"i and PSi with those obtained directly
from the Gaussian fitting procedure (Table 2) according
to the equation


WSS ¼
X3


i¼1


ðPSiÞCALC � ðPSiÞOBSÞ
� �( ) 


�
X3


i¼1


ðP"iÞCALC � ðP"iÞOBS


� �( )!2


� ODð�lÞCALC � ODð�lÞEXP


� �2 ð6Þ


The assumed values of D and n were adjusted to mini-
mize the absolute value of the weighted least-squares
summation (WSS). For the M540 absorption spectrum in
butanol this procedure resulted in the calculated spectrum
shown in Fig. 5 and predicted values of D and n of 17.93
and 1.388. These values are in excellent agreement with
the literature values43,44 of 17.35 and 1.397, respectively.


The absorption spectra of M540 in numerous pure
solvents were analyzed using a similar procedure and
the values obtained are given in Table 4 along with the
literature values for comparison. Satisfactory agreement


between the measured and literature values was obtained
for all solvents examined, with the exception of water.
The correlation plots of the calculated versus observed
absorption maxima and extinction coefficients are shown
in Fig. 6. These plots were not significantly improved if
the ketones and nitriles or alcohols were considered
separately.


It is surprising that the predicted solvent properties and
the literature solvent properties are in general agreement
for the different classes of solvents examined. Clearly, the
strength and nature of the solvent–solute interactions
possible in alcohols, including methanol, would be ex-
pected to be significantly different to those occurring in
the nitrile or ketone solvents and continuum models
ignore the possibility of direct solvent–solute interac-
tions. The fact that a single set of parameters is able to
describe the absorption spectrum of M540 in several
classes of solvents suggests that the influence of sol-
vent-solute interactions on the absorption spectrum is at
least constant over all solvents studied if they are not
altogether insignificant.


The predicted spectrum of M540 in water deviates
significantly from that expected based on all of the other
solvents studied. There are no values of D and n that can
be used with the general solvent parameter set (Table 3) to
account for the observed M540 spectrum in water. Ap-
parently, in highly interacting solvents, such as water,
solvent–solute interactions may not only be significant but
may also cause a change in the nature of the chromophore
in ways that continuum models cannot predict.


Figure 5. Plot of the observed absorption spectrum of
M540 in butanol solvent (�). The line indicates the predicted
spectrum obtained using the probe specific parameters and
the predicted D and n of 17.93 and 1.388, respectively (see
text)


Table 4. Dielectric constants and refractive indices of pure
solvents determined using bandshape analysis of the M540
absorption


Solvent "CAL "LIT
a nCAL nLIT


b


DX 2.2 2.21 1.420 1.420
THF 7.41 7.43 1.405 1.404
Octanol 9.91 9.87 1.423 1.427
Butanol 17.93 17.35 1.388 1.397
2-PrOH 19.99 19.29 1.377 1.375
Pentanenitrile 19.58 19.9 1.393 1.395
Acetone 19.22 20.48 1.384 1.357
Butanenitrile 24.07 24.3 1.365 1.384
EtOH 24.42 24.86 1.345 1.359
Methanol 35.34 32.64 1.302 1.326
ACN 36.53 35.72 1.342 1.342


a Dielectric constants from Ref. 43.
b Refractive indices from Ref. 44.


Figure 6. Correlation plots for the observed and calculated
absorption maximum (a) and extinction coefficients (b) for
the first (�), second (&) and third (^) absorption bands of
M540. The three absorption bands for water are shown
using *, & and ^ for the first, second and third absorption
bands, respectively
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It is of interest to see whether the current technique of
simulating the absorption spectrum of M540 can be of
use with microheterogeneous samples where the bulk
properties are not known. In these cases multiple binding
environments may result in broadening of the absorption
spectrum because of inhomogeneity in the binding en-
vironment. Simulating the absorption spectrum, as de-
scribed here, would have the added advantage of being
able to identify multiple binding environments simulta-
neously. Studies of this nature are under investigation.


CONCLUSION


Continuum models have been expanded to allow the entire
absorption spectrum of a solvatochromic dye to be pre-
dicted based on the dielectric constant and refractive index
of the bulk solvent. A single set of probe-specific para-
meters was used to determine the solvent properties of
several classes of solvents with a wide range of polarities
and functional groups. These findings indicate that specific
solvent–solute interactions, which are ignored in conti-
nuum models, must be constant, if not insignificant, for all
of the solvent studied, with the exception of water. It is
notable that no values of the dielectric constant or refrac-
tive index, under any conditions, could reproduce the
absorption spectrum of M540 in water.
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epoc ABSTRACT: Models of critical micelle concentration (CMC) using two separate methods, the linear free energy
relationship of Abraham and a modified polar surface area approach, are reported. Individual models are developed
for anionic, non-ionic and structurally diverse molecules, the last including many commercially important drugs such
as analgesics, anaesthetics and antibiotics. Statistical analysis demonstrates the predictive accuracy of both methods,
with R2 values around 0.90 throughout. A further model for the simultaneous calculation of CMC for anionic and non-
ionic surfactants was developed, giving reasonable correlations of observed vs calculated CMC. Both methods show
similar patterns in regression coefficients; the most significant factor affecting a molecule’s CMC is its size, with
larger surfactants giving lower CMC. Strong H-bond acidic surfactants form micelles at lower concentrations, and
increasing the H-bond basicity of a surfactant acts to raise the CMC. Copyright # 2004 John Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience
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INTRODUCTION


A molecule’s critical micelle concentration (CMC) is
defined as the concentration range at which individual
isolated surfactant molecules begin to aggregate to form
micelles due to surface activity. After the CMC is
exceeded, any additional surfactant added to the solution
will form micelles. Once the CMC of a surfactant has
been reached, many important physicochemical proper-
ties such as surface tension, conductivity and detergency
change dramatically.1 These properties are important to
many industrial and biological systems, so the ability to
predict CMCs easily directly from molecules’ structure is
of great interest.


The relationship between molecular structure and
CMC has been well documented. A typical surfactant
molecule can be broken down to two components that
contribute towards the CMC, namely the hydrophobic
(tail) and hydrophilic region (head). As the size of the
hydrophobic region is increased it becomes more thermo-
dynamically favourable for the hydrophobic regions of
the surfactant molecule to minimize contact with the
aqueous solution, seen as a decrease in CMC. In contrast,
as the size and hydrophilic properties of the head group
are increased, the CMC rises.1


Linear relationships between logCMC (CMC typically
measured in mol l�1) and the number of carbon atoms in a
surfactant’s hydrophobic tail have been defined for homo-
logous series of linear alkyl hexaethoxylates by Rosen2


and octaethoxylates by Merguro et al.3 Ravey et al.4


showed a linear relationship between the number of
ethylene oxide units and logCMC for dodecyl polythox-
ylates. Beecher5 used both the number of carbon atoms
and number of ethylene oxide units to predict CMC for a
series linear alkyl ethoxylate surfactants. The following
equation was produced:


logCMC ¼ Aþ Bmþ Cn ð1Þ


where m and n are the number of carbon atoms and
ethylene oxide units, respectively, and A, B and C are
regression coefficients. The predictive ability of this
relationship was improved by Ravey et al.,4 who intro-
duced a non-linear descriptor, a cross term defined as the
number of carbon atoms multiplied by number of ethy-
lene oxide units.


There has also been great deal of success in predicting
CMC using quantitative structure–property relationships
(QSPR). Wang et al.6 derived the following equation for a
set of 29 linear alkyl ethoxylates and 10 alkyl phenyl
polyethylene oxides:


logCMC ¼ 1:930 � 0:7846KH0 � 8:871


� 10�5ET þ 0:04938D


N ¼ 39;R2 ¼ 0:995


ð2Þ
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where KH0 is the Kier and Hall index of zeroth order,7 ET


is the total molecule energy (in eV) and D is the dipole
moment (in debye) of the surfactant and N is the number
of molecules that were used in the regression. Direct
comparison of Eqn (2) and those proposed by Ravey
et al.4 and Beecher5 revealed that Eqn (2) was as accurate
as the previous models but had the benefit that it could be
used to predict CMC not only for alkyl ethoxylates but
also alkyl phenyl polyethylene oxides.


Huibers et al.8 used the program CODESSA9 (Com-
prehensive Descriptors for Structural and Statistical Ana-
lysis) to predict CMC for a series of 77 non-ionic
surfactants. The CODESSA program uses a heuristic
approach to select the most appropriate descriptors
from a large pool of several hundred descriptors. The
study produced the following equation:


logCMC ¼ �1:802 � 0:567c-KH0 þ 1:054c-AIC2


þ 0:751RNNO


N ¼ 77;R2 ¼ 0:983


ð3Þ


where AIC2 is the information content index,10 RNNO
(relative number of nitrogen and oxygen) is the number
of oxygen and nitrogen atoms divided by the total number
of atoms in the molecule and the prefix c- indicates that
the descriptor refers only to the hydrophobic regions of
the surfactant.


Huibers et al. followed up this study by using CO-
DESSA to derive an equation for the prediction of CMC
for anionic surfactants.11 This equation was based on a
dataset of 119 sulfonates and sulfate molecules. CO-
DESSA produced the following equation:


logCMC ¼ 1:89 � 0:314t-sum-KH0


� 0:034TDIP � 1:45h-sum-RNC


N ¼ 119;R2 ¼ 0:940


ð4Þ


where t-sum-KH0 is the Kier and Hall molecular con-
nectivity indices of zeroth order7 for all hydrophobic
regions, TDIP is the total dipole of the molecule, and h-
sum-RNC is the sum of the relative number of carbon
atoms for hydrophilic regions.


The R2 value for Eqns (2)–(4) show that the predictive
accuracy of these models is of a high quality. However,
these models are all constructed from datasets with low
diversity of functional groups; for instance, many of the
molecules within these datasets are homologous series.
The aim of this study was to try to establish a more
general model for the prediction of CMC for more
structurally diverse molecules such as drug molecules.


While the heuristic approach of programs such as
CODESSA may find correlations that could otherwise
have been missed, the models produced often forgo the
clarity and interpretability of models produced using


other QSPR methods. A further aim for this study is
that from the models produced further information can be
inferred about the physiochemical factors influencing the
formation of micelles.


We chose to create two separate models using two
different QSPR methods. The first of these is the LFER of
Abraham et al.,12,13 which splits all important solute–
solvent interactions into five physiochemical descriptors.
These descriptors are defined as follows:


E¼ the molar refraction of the solute minus the molar
refraction of an alkane of equivalent volume


S¼ the combined dipolarity/polarizability of the mole-
cule


A¼ the total hydrogen bonding acidity for the molecule
B¼ the total hydrogen bonding basicity for the molecule
V¼McGowan’s characteristic molecular volume.14


These descriptors are combined to form the following
linear equation:


logSP ¼ cþ eE þ sSþ aAþ bBþ vV ð5Þ


where logSP is the logarithm of a solvation property and
c, e, s, a, b and v are regression coefficients and can be
regarded as constants for a given system. It is these
coefficients that contain the complementary effects of
the phase on the interactions for a given system. The
relative size of these coefficients represents the impor-
tance and function of its associated descriptor within the
system.


Descriptors are calculated using the group contribution
method of Platts et al.15 In this method, a molecule is
broken down into its component fragments, each of
which has an associated value for each descriptor; the
values of these fragments are then summed to give the
descriptor value for the molecule. This method has been
successfully applied to a wide variety of chemical,
biological and environmental systems such as water–
octanol partition,16 solubility in supercritical CO17


2 and
blood–brain distribution.18


The second method that was chosen to predict CMC is
the surface area approach of Saunders and Platts.19 The
method uses a set of descriptors derived from PSA (polar
surface area). Traditionally, PSA is defined as the van der
Waals surface area of all nitrogen and oxygen atoms and
hydrogen attached to nitrogen or oxygen atoms.20 PSA
has been of a great interest since its introduction in
199021 and has been used successfully to model many
important properties such as blood–brain barrier parti-
tion,22 intestinal absorption23 and oral bioavailability.24


However, despite these successes, PSA is not without
problems.


The first problem in using PSA as a descriptor is that it
reduces the various ways in which a molecule can interact
with its environment to a single number. Work by
Abraham12 and others has demonstrated that the relative
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importance of these interactions can differ greatly.
Stenburg et al.25 proposed a deconvoluted version of
PSA, denoted PTSA, which was used to predict intestinal
absorption and shown to be superior to that of traditional
PSA equations. The PTSA definition split PSA into
several individual atom-type surface area descriptors
that included sp3 hybridized nitrogen, double-bonded
oxygen and singly bonded oxygen.


In the method of Saunders and Platts,19 this problem
has been addressed by splitting PSA into its component
H-bond acid (ASA) and H-bond base surface area (BSA).
ASA is defined as the surface area of all hydrogen atoms
attached to nitrogen or oxygen; BSA is defined as the
surface area of all nitrogen and oxygen atoms. Other
surface area descriptors based on molecular surface areas
used within this method are total molecular surface area
(TSA), total aromatic carbon surface area (BenSA) and
total halogen surface area (HalSA); the last two surface
areas are included to account for the polar and polariz-
ability properties of a molecule. Figure 1 demonstrates
how the surface area of a surfactant is partitioned by these
descriptors. By analogy with Eqn (5), the following
equation was proposed:


logSP ¼ cþ tTSA þ aASA þ bBSA


þ hHalSA þ eBenSA
ð6Þ


The coefficients c, t, a, b, h and e are akin to those in Eqn
(5), being derived from regression and their values
representing the physical properties of the system.


The second problem of using PSA as a descriptor is
that it does not account for the varying H-bonding
properties of different functional groups. One solution
to this was the method of Winiwarter et al.,26 in which


molecular surface areas were scaled using partial atomic
charge. This problem has been tackled by Saunders and
Platts19 by defining 46 simple molecular fragments, each
assigned a scaling factor based on their position in the
Abraham A or B12 scales. The inclusion of these scaling
factors meant that the definition of PSA could be ex-
panded to include sulfur and phosphorus atoms. These
new surface area descriptors have been shown to yield
more flexible and accurate predictive models for octanol–
water partition (logPoct) chloroform–water partition
(logPchcl) and cyclohexane–water partition (logPcyc).


19


Although the method of Abraham and the modified
polar surface area approach were developed for transfer
processes involving one or more liquid, solid, or solution
phases, we hypothesize that these methods will be flex-
ible enough to model CMC. An analogy can be made
between CMC and two-phase partition processes, except
that the partition is between solvated and associated
solute. CMC is determined by factors such as the self-
association properties of water and the relative hydro-
phobicity of the tail, properties that can be accounted for
using descriptors such as molecular size and volume.
CMC is also determined by the self-association and
repulsive properties of the surfactant head groups, which
can be accounted for with descriptors that encompass the
molecules hydrogen bonding abilities.


METHOD


Three separate data sets were compiled, the first two from
previous studies of CMC by Huibers et al.8,11 Dataset 1
contained 77 non-ionic surfactants in aqueous solution at
25 �C with logCMC values ranging from �6.523 to
�0.009 log units. Dataset 2 contained 119 anionic sur-
factants in aqueous solution at 40 �C; 50 of these values
were recorded at 25 �C and their values at 40 �C were
calculated using the recommended ratios of 1.088 and
1.030 for sulfonates and sulfates, respectively, which
have been established to be approximately constant for
the CMC of these molecules.11 For dataset 2, logCMC
values ranged from �4.899 to �0.496 log units.


A third data set was compiled from Schreier et al.’s
paper.27 This dataset contains 32 drug molecules in
aqueous solution at 30 �C. These molecules include
analgesics, anaesthetics and antibiotics, the logCMC
values of which range from �6.22 to �0.60 log units.
It should be noted that all of these molecules have been
seen to form micelles and do not associate in a manner in
which aggregate size increases continuously with in-
creasing concentration. A comprehensive list of all the
molecules from all datasets with their associated logCMC
values has been deposited as Supplementary Data, avail-
able in Wiley Interscience.


The first two datasets allow direct comparison between
the methods used in this study and previously published
ones. Also, dataset 1 and the majority of dataset 2 can beFigure 1. Partitioning of the surfactant surface area
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combined, allowing our methods to be applied simulta-
neously to the calculation of CMC for ionic and non-ionic
surfactants. Dataset 3 was selected as it contains many
drug molecules that are already of great commercial
interest, and also the number of different functional
groups present is significantly broader than that of any
previous study of the prediction of CMC.


All of the molecules in all datasets were converted into
SMILES28 (Simplified Molecular Input Line Entry Spe-
cification). Abraham descriptors were then calculated
from these SMILES using the group contribution method
of Platts et al.15 running on an SGI O2 computer. It should
be noted that the group contribution of Platts et al. does
not contain fragments for the anionic oxygen of the
sulfonates and sulfate in dataset 2, so the SMILES were
changed so the anionic oxygen was treated as an oxygen
in S——O (this can be justified as every molecule in the
dataset contains one anionic oxygen and hence can be
regarded as constant within regression analysis).


Surface area descriptors were calculated by generating
initial approximate 3D descriptors from SMILES strings
using the program CORINA.29 These approximate 3D
structures were then energy minimized using MMþ
running in HYPERCHEM 630 with optimization termi-
nating when < 0.01 kcal. An in-house modified version
of the program MOLVOL31 was then used to calculate
surface area descriptors. This modified version of MOL-
VOL includes the ability to read MDL mol files; from the
connectivity data contained within the mol file the
weighting factors for H-bonding acidity and basicity
are allocated. Again, it should be noted that there is no
scaling factor for the anionic oxygen present in dataset 2;
solutions to this problem are discussed later.


Using these descriptors, coefficients were calculated
via multiple linear regression analysis (MLRA) for each
of the three datasets for both methods. The MLRA was
carried out using the JMP statistical package published
by SAS Software.32 The accuracy and precision of the
models were evaluated using the following statistical


methods. Root mean square error (RMSE) was used to
test the accuracy of the CMC values predicted by our
models. T-ratios were used to determine the significance
and importance of each of the descriptors within the
regression. R2 and cross-validated R2 (Rcv


2) were used to
evaluate the internal self-consistency of the models. R2 is
a statistical indication of the percentage of variance in the
original dataset that is being modelled successfully.


RESULTS


Dataset 1: non-ionic


Regression of the CMC values of dataset 1 against scaled
surface area descriptors gave the following equation:


logCMC ¼ 1:282 � 0:017TSA � 0:256ASA


þ 0:067BSA � 0:007HalSA � 0:001BenSA


N ¼ 77;R2 ¼ 0:903;RMSE ¼ 0:434;


Rcv
2 ¼ 0:880;F ¼ 131:5


ð7Þ


When the same regression is performed using the tradi-
tional PSA descriptor along with TSA, a significantly
poorer model is produced with R2 dropping by 0.65 and
the RMSE rising by 0.736 log units. Table 1 contains the
results of statistical analysis for all models. The drop in
predictive accuracy is easily clarified when the t-ratios of
the descriptors in Eqn (7) are analysed. The t-ratios show
that ASA and BSA have equal but opposing effects on
CMC, i.e. as ASA is increased the value of logCMC
predicted by Eqn (7) will decrease whereas raising BSA
serves to increase values of logCMC calculated by Eqn
(7). Hence the amalgamation of ASA and BSA to form
PSA will create a descriptor that cannot correctly account
for the physiochemical properties of CMC, as determined
by Eqn (7).


Table 1. Statistical analysis of models


Model Descriptors n R2 RMSE Rcv
2 F-ratio


Dataset 1: non-ionic TSA, PSA 77 0.25 1.179 0.174 12.2
TSA, ASA, BSA, HalSA, BenSA 0.903 0.433 0.879 131.6
Abraham LFER 0.856 0.527 0.805 84.6


Datset 2: anionic TSA, PSA 119 0.851 0.338 0.839 335.3
TSA, ASA, BSA,b HalSA, BenSA 0.871 0.320 0.855 151.9
Abraham LFER 0.868 0.324 0.846 148.0


Combined data TSA, PSA 127 0.39 0.998 0.350 39.9
from datasets Scaled TSA, ASA, BSA,a HalSA, BenSA 0.757 0.757 0.741 75.3
1 and 2 Scaled TSA, ASA, BSA,b HalSA, BenSA, O-SA 0.826 0.543 0.810 114.8


Scaled TSA, ASA, BSA,b HalSA, BenSA, indicator 0.815 0.570 0.800 94.9
Dataset 3: drug molecules TSA, PSA 32 0.734 0.691 0.422 66.5


Scaled TSA, ASA, HalSA, BenSA 0.909 0.418 0.829 67.7
Abraham LFER 0.909 0.420 0.080 67.2


a O� surface area included with value scaled to one.
b O� surface area not included.
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A regression of the same dataset against the Abraham
descriptors produced the following equation:


logCMC ¼ 1:2066 � 1:400E þ 4:06S� 3:480A


þ 1:522B� 3:148V


N ¼ 77;R 2̂ ¼ 0:856;RMSE ¼ 0:527;


Rcv
2 ¼ 0:805;F ¼ 84:6


ð8Þ


The statistics of this regression are similar to, but slightly
worse than, those of Eqn (7) with a slight decrease in
R2 and a slight increase in RMSE. Although the statistics
of Eqns (7) and (8) show both methods produce accurate
models, the predictive power of both equations is less
than that published by Huibers et al.8 for the same
dataset, Eqn (3). The main source of this loss of accuracy
is that many molecules in the dataset contain large
quantities of intramolecular hydrogen bonding, which
has been seen to ‘tie up’ both acid and base atoms and
thus alter their acid and base properties. Although
the scaled surface area method contains simple defini-
tions to account for intramolecular H-bonding around
aromatic rings, the definitions are not comprehensive
enough to calculate accurately the properties of mole-
cules such as sucrose monooleate and �-dodecyl malto-
side, which are seen to be the two largest outliers for the
scaled surface method (residuals of � 1.037 and 0.967,
respectively). Work is ongoing to identify important
classes of intramolecular H-bonding and their effects on
A, B and PSA.33


Dataset 2: ionic surfactants


Table 1 contains various statistical analyses of the models
produced from the 119 ionic surfactants of dataset 2. As
there are no defined experimental values for the anionic
oxygen of the sulfonates and sulfates in the Abraham
scales of A and B, the following measures were taken to
account for this in the scaled surface area method:


1. Models were created where the O� surface area was
incorporated into the definition of BSA and scaled
with a value of one. This made it approximately
equivalent to oxygen in sulfoxide.


2. The O� surface area was removed from the definition
of BSA and allocated its own descriptor, which was
termed O�SA.


3. The O� surface area was completely omitted from the
BSA descriptor.


The results showed that the above three methods make
very little difference to the statistics of the model, with R2


values of 0.866, 0.875 and 0.871 for methods 1, 2 and 3,
respectively. This is because the surface areas of O� are
almost constant through the data set with values only
ranging from 16.2 to 20.9 Å2 with a standard deviation of


1.79 Å2. Not only are the surface areas of the O� constant
but also their occurrence, with one present for each
surfactant in the dataset.


In this case, the models made containing only PSA and
TSA are only marginally worse than those made with the
five-parameter scaled surface descriptors. This major
change is due to the fact that 97% of molecules in dataset
1 have some H-bond acidity, whereas in dataset 2 only
16% of the surfactants contain H-bond acidic groups.
Hence for dataset 2 PSA is dominated by BSA, and PSA
and BSA are almost interchangeable. While the overall
statistics of the models change very little, 14 of the 19
surfactants that do possess H-bond acidity show a marked
improvement when ASA and BSA are used separately.
Figure 2 shows the correlation between observed and
calculated logCMC values for the five-parameter scaled
surface area model.


The range of different functional groups that fall into
the defined fragments of our scaling factors is very
narrow, with only 12 different types occurring (two acid
fragments and 10 base). The lack of structural diversity in
the surfactants accounts for the fact that when the scaling
factors for ASA and BSA are removed, the model
produced is statistically comparable to that of the model
that includes scaling factors.


The model produced by Huibers et al.11 for this dataset
gave an R2 value of 0.94. The cause of the loss of
accuracy here is the occurrence of numerous series of
surfactants in which the tail group remains constant and
the position of the head group moves from the terminal to
the medial position along the carbon chain, e.g. 1-
dodecanesulfate through to 6-dodecanesulfate. Using
the LFER relationship approach of Abraham and the
group contribtion method of Platts et al., the descriptors
for these surfactants will be calculated to be equal.
Although the surface area method is 3D, the changes in
descriptors for these series are so subtle that the asso-
ciated changes in CMC are not modelled fully. Additional
accuracy could be achieved by including topological
descriptors such as KH0, but this would negate the
physical interpretability of such a model and prevent


Figure 2. Observed logCMC values vs calculated logCMC
for ionic dataset
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comparison with other solvation phenomena, a key fea-
ture of methods based on the LFER method.


Although the results of these models show that mole-
cular surface areas can predict CMC with reasonable
accuracy, the nature of the dataset, with few surfactants
displaying any hydrogen bond acidic properties and the
highly similar structure of the molecules, does not chal-
lenge the PSA descriptor enough to merit its splitting into
ASA and BSA or its scaling.


Combined dataset


One of the strengths of the molecular surface area models
that we have produced is that it is possible easily to
combine data from datasets 1 and 2 and simultaneously
predict logCMC for anionic and non-ionic surfactants.
The two datasets could not be combined directly as
dataset 1 is measured at 25 �C and dataset 2 at 40 �C,
and the temperature dependence of CMC is well docu-
mented.34 Fifty surfactants from dataset 2 had CMC
values recorded at 25 �C which could be combined with
the 77 surfactants of dataset 1 which were also recorded
at 25 �C. It is not possible to back-extrapolate the CMC of
the remaining 69 surfactants in dataset 2 using the ratio
stated earlier, as a number of the structures have Kraft
points higher than 25 �C, meaning that micelles would
not be formed at 25 �C and that calculated values would
be physically meaningless. It not possible to combine the
surfactants of dataset 3 as their CMC values were
observed at 30 �C, and no single ratio can be assigned
to such a diverse set.


MLRA was performed against this combined dataset of
127 CMC and their molecular surface area descriptors.
The statistical analysis for these models is shown in
Table 1. The models that employ only the PSA and
TSA descriptors are clearly incapable of modelling
CMC. Small improvements result from separating PSA,
but acceptable statistics only result when the ASA and
BSA are scaled to account for their H-bonding strengths,
yielding an increase of ca. 25% in R2 and a drop of 0.13 in
RMSE over unscaled models.


If the anionic oxygen surface area is removed from
BSA and included as a separated descriptor O�SA,
further improvement is seen in the model, causing R2


and Rcv
2 to increase by 7% and RMSE to decrease by


0.21. Within this combined dataset, the O�SA descriptor
is not as constant as it is in dataset two, hence its
separation from BSA is of more significance than in
dataset two alone. Given the fairly constant values of
O�SA, a model of similar quality can use an indicator
variable, defined as one for anionic and zero for non-ionic
surfactants, in place of O�SA (R2¼ 0.815, RMSE¼
0.57). Although these six-parameter models are less
accurate than separate models, the ability to model
CMC simultaneously for charged and uncharged surfac-
tants is a unique feature of this method.


In order to establish the predictive capability of this
method, 25% of the data points were randomly removed
to create a test set while the remaining 75% were
remodelled; the equation generated from this regression
used to predict the CMC values of the test set. This
process was repeated a further three times to include all
molecules in at least one test set. The results show that the
models are capable of accurate prediction, with
R2¼ 0.818 and RMSE¼ 0.550 when averaged overall
four test sets.


Dataset 3: structurally diverse drug molecules


Data set 3 represents the most challenging of all three
datsets as it contains a wider range of functional groups
and molecular structures than any other model of CMC.
Analysis of ASA and BSA (and A and B) for this dataset
showed that the two descriptors correlate with an accu-
racy of about 86%. This high correlation means that if
both descriptors were to be included in the same model,
errors would be generated and interpretability of the
model and predicted values would be unreliable. It should
be noted that for all previous models low correlations
between ASA and BSA (and A and B) were found.
Stepwise multiple linear regressions of the five scaled
surface area descriptors revealed that BSA was insignif-
icant and highly accurate models could be made without
the inclusion of BSA. Similar conclusions were reached
for B in LFER models. Hence BSA and B are omitted
from all reported models.


The results in Table 1 reveal again that PSA and TSA
alone cannot model CMC as well as split four-parameter
models. Scaling of the ASA descriptor yields only a 3%
increase in R2 and a 0.067 decrease in RMSE, but a
notable increase of 45% is seen in Rcv


2. The statistics of
the LFER model are almost identical with those for the
four parameter scaled surface area model except in Rcv


2


where a difference of 75% is reported. The difference in
Rcv


2 between the LFER and four-parameter scaled surface
area model is due entirely to the inability of the LFER
method to predict the value for actinomycin D when it is
omitted during the cross-validation procedure, whereas
the four-parameter surface area model predicts the CMC
value of actinomycin D with reasonable accuracy. It
should be noted that the structural diversity of this dataset
is much higher that that of the previous sets, with 32 of
our 46 defined fragments being employed in the assign-
ment of scaling factors.


DISCUSSION


The significance of each descriptor in a model is given by
its t-ratio, rather than its coefficient, so these are given in
Tables 2 and 3. The pattern in t-ratios is fairly constant
across models, with the molecular size descriptors giving
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large negative values for all four datasets, indicating that
larger molecules will form micelles at lower concentra-
tions. This relationship is well established and has been
stated in previous studies34 of CMC, e.g. CMC decreases
by half for every methylene added to the chain for ionic
surfactants.


The molecular size terms are the most significant in all
models except for dataset 3. The drop in significance of
the size terms for dataset 3 is due to the complex 3D
structures of the surfactants. The surfactants in datasets 1
and 2 can be predominantly split into their hydrophobic
tail and hydrophilic head components, with the hydro-
phobic regions being mainly straight hydrocarbon chains.
These can intertwine easily during micelle formation
owing to their flexibility, making the process of surfac-
tant–surfactant interaction on micellization fairly con-
stant over all surfactants. This simple intertwining is not
possible for many of the molecules in dataset 3 such as
thioridazine and actinomycin D. Hence the size term for
dataset 3 is forced to account for both the enthalpic and
entropic factors that are needed to create a cavity in the
solvent and for the surfactants and the self-association
properties upon micelle formation.


Hydrogen bond acidity (A and ASA) and basicity (B
and BSA) descriptors are also fairly constant in their t-
ratio values throughout, with hydrogen bond acidity
terms giving negative values and hydrogen bond basicity
terms giving positive values. This result means that
stronger hydrogen bonding acidic surfactants will form
micelles at lower concentrations than weaker hydrogen
bond acidic surfactants, whereas increasing the hydrogen
bond basicity of a surfactant acts to raise its CMC.


Further insight into the role of the hydrogen bonding
descriptors can be gained by comparing coefficient values


from the LFER logCMC models with those for
Abraham’s model of aqueous solubility (logSw).35 This
comparison allows us to infer how proportionately the
descriptors are representing the ability of the surfactant to
interact with water and interact with themselves during
aggregation. The LFER for logSw gives large positive
coefficents for A and B of 0.65 and 3.39, respectively. The
LFER models of CMC also show positive values for B,
indicating that surfactants with a larger hydrogen bond
basicity can interact with water favourably, thus reducing
their ability to form micelles and raising CMC.


The hydrogen bond acidity descriptor has a positive
coefficient in the logSw model, but a large negative co-
efficient in models of CMC. The difference in these
coefficient values indicates that A is predominantly de-
scribing self-association effects of the surfactants and not
surfactant–water interactions. It is not surprising that of
the two descriptors, A and B, it is A that contains the
information for self-association. Using the definitions of
H-bond acidity and basicity stated in this study, it is
possible for a molecule to be only a hydrogen bond base,
i.e. contain no hydrogen attached to oxygen and nitrogen,
whereas it is impossible for a surfactant to display only
H-bond acidic properties. Hence any molecule with
hydrogen bond acid groups will also contain hydrogen
bond basic groups, giving rise to strong self-association
interactions. The surface area descriptor BenSA is not
highly significant in any of the models of CMC, nor is its
value constant throughout all systems. For datasets 1 and
3, negative values of BenSA are displayed, as expected
since it is known that the addition of one phenyl group is
roughly equivalent in its effects on CMC to three methy-
lene groups. The positive value of BenSA for dataset 2 is
perhaps due to the lack of structural diversity here, since
all phenyl rings are attached to an electron-withdrawing
SO3


� group.
HalSA’s t-ratios are relatively small and negative


throughout all models of CMC. Such negative values
can be easily attributed the fact that halogens are hydro-
phobic in nature.


The E and S descriptors of the LFER approach are
again easily interpreted by comparison with the LFER for
logSw. The coefficient for the S descriptor is positive in
both the CMC models and logSw indicating that more
polar surfactants will associate more preferentially with
water and thus raise the CMC. The coefficient for E is
negative in both equations, implying that surfactants with
a high density of �- and n-electron pairs would rather
interact with each other than with water, presumably
through dispersion forces.


CONCLUSIONS


Models have been developed for the prediction of CMC
for anionic and non-ionic surfactants, using the LFER
approach of Abraham and surface area method of


Table 2. t-Ratios for best surface area models


Ionic/ Structurally
Ionic Non-ionic non-ionic diverse


Intercept 6.36 5.79 2.51 2.56
Area �25.97 �22.87 �19.84 �4.45
Acid �3.70 �19.07 �14.63 �7.18
Base 6.18 20.04 16.13 N/A
Hal �2.83 �11.66 �8.64 �2.35
Ben 1.26 �0.24 0.62 �3.21
O� �2.04 N/A 0.03 N/A


Table 3. t-Ratios for Abraham models


Ionic Non-ionic Structurally diverse


Intercept 2.85 4.36 1.65
E �1.31 �4.73 �5.45
S 2.54 7.84 4.42
A �3.65 �8.52 �7.28
B 1.66 4.86 N/A
V �24.92 �19.31 �1.55
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Saunders et al. The models produced from these datasets
were less accurate, but are more generally applicable,
than those produced from previous studies. Furthermore,
they allow detailed physical analysis, giving an insight
into the factors determining CMC. This analysis was
possible as the same descriptors were used thoughout and
not chosen for each set from a larger pool of descriptors.
Thus a model was created that combined molecules from
the ionic and non-ionic datasets using a modified version
of the surface area approach. A reasonable correlation of
observed vs calculated CMC values was seen for this
model, although the statistics are slightly worse than for
separate models of neutral and ionic surfactants. The
predictive capability of this model was confirmed by the
construction of training and test sets, which showed that
logCMC can be predicted to 0.55 log units.


As the structural diversity included in these surfactant
models was very narrow, a model was made that included
drug molecules which included a wide range of func-
tional groups and molecular structures. The best model
produced for this set was the scaled surface area model,
which had an R2 value of 0.91 and an RMSE of 0.42. This
model was also examined to give us information about
the micellization process and the findings were in agree-
ment with those of other models and more importantly
are physically valid.
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epoc ABSTRACT: Intense fluorescence from a new, more highly conjugated (benzannelated) xanthoglow analog, 9,11-
dimethyl-10-[2-(methoxycarbonyl)ethyl]-5H,7H-pyrrolo[20,10:6,1]pyrimidino[3,4-a]isoindole-5,7-dione (1), was
determined accurately and compared with fluorescence from the parent xanthoglow, 1-ethyl-8-[2-(methoxycarbonyl)
ethyl]-2,7,9-trimethyl-3H,5H-dipyrrolo[1,2-c:20,10-f]pyrimidine-3,5-dione (2). Benzoxanthoglow (1) gave a quantum
yield for fluorescence (�F) of 0.78 in cyclohexane (�exc 412 nm, �em 487 nm), whereas xanthoglow methyl ester (2)
gave �F¼ 0.80 in cyclohexane (�exc 410 nm, �em 473 nm). In DMSO, 1 gave �F¼ 0.55 (�exc 419 nm, �em 530 nm) and
2 gave �F¼ 0.65 (�exc 419 nm, �em 508 nm), illustrating the large Stokes shifts and strong fluorescence properties of
these easily synthesized yellow pigments. Copyright # 2004 John Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience
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INTRODUCTION


Dipyrrinones (Fig. 1) are typically yellow chromophores,
with a strongly allowed absorption ("� 30 000) near
400 nm.1 In solution, the singlet excited state from
absorption of an �400 nm photon is rapidly relaxed by
4Z! 4E double-bond isomerization. For example, the
quantum yield for Z!E photoisomerization of xantho-
bilirubic acid (Fig. 1), �Z!E, is �0.22 (�E! Z �0.40) in
EPA (diethylether–isopentane–ethanol, 5:5:2 v/v/v) at
20 �C1 and �0.2 in pH 7.4 aqueous buffer containing
human serum albumin (HSA).2 Radiative decay by fluor-
escence is correspondingly very weak, with minute
fluorescence quantum yields: �F< 1� 10�3 in EPA1


and �F< 3� 10�3 in aqueous buffered HSA at 22 �C.2


At very low temperatures (77 K) in glasses, �Z!E


decreases to<5� 10�4 and �F increases to �0.33 in
EPA. When the Z!E photoisomerization is prevented
by bonding constraints that link the two nitrogens by one-
carbon3–6 (or longer6) belts, �F measured at room tem-
perature rises considerably.


In this work, we examined the influence of extended
conjugation, through benzannelation of the dipyrrinone,
measuring �F for 1 and making comparisons with
the parent xanthoglow (2).5 Because most general
references7,8 that describe methods for determining quan-
tum yields do not outline a step-by-step experimentally
detailed procedure for measuring relative �F, we describe


a systematic method for relative �F measurements
that should be useful to those learning fluorescence
spectroscopy.


RESULTS AND DISCUSSION


Synthesis


The parent, unbridged, methyl esters of xanthobilirubic
acid (XBR, Fig. 1) and its 2,3-benzo analog, both known
from earlier studies,9,10 were dissolved in anhydrous
methylene chloride solvent and reacted with 5 mol equiv.
of 1,10-carbonyldiimidazole in the presence of DBU
base5 to afford 90 and 93% isolated yields of 1 and 2,
respectively. Compounds 1 and 2, solutions of which
were intensely fluorescent to the naked eye, gave the
expected 13C and 1H NMR spectra, with the latter
showing the absence of the NH resonances and the former
showing a new signal at 143–144 ppm for the imide
carbonyl.


UV--visible absorption and fluorescence
emission spectra


The UV–visible spectra of 1 and 2 (Table 1) reveal a long-
wavelength maximum absorbance near 415–426 nm for
1 and 425–431 nm for 2 with a smaller associated ", as
has been noticed previously for planarized dipyrri-
nones.3,4 In addition, a shorter wavelength UV band
near 275–285 nm and a longer wavelength band lying
close to 363–370 nm become evident in 1. Only small
wavelength shifts in the long-wavelength absorption
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attend the extended conjugation on going from 1 to 2. In
contrast, a more significant bathochromic shift is found
from the second band on going from 2 to 1, suggesting
that the orientation of its transition dipole moment might
be along the long axis of the chromophore. Most surpris-
ing, perhaps, is a new UV band near 363–370 nm found in
1 and absent from 2. The origin of this band is as yet
unclear.


The fluorescence spectra of 1 and 2 were measured
exactly as described in the Supplementary Material
(available in Wiley Interscience) for the standard refer-
ence compounds anthracene, 9,10-diphenylanthracene


and perylene, keeping the resolution, scan rate and
(especially) the slit widths constant. The last necessitated
several adjustments of concentration to fulfill two
requirements: sample absorbance<0.1 and emission in-
tensity within the linear response range of the fluorimeter.
The combined excitation, emission and UV–visible spec-
tral curves are shown in Figs 2 and 3 for 1 and 2,
respectively. In these graphs, the fluorescence intensity
(I ) scaling is arbitrary from graph to graph, which means
that direct comparison of I is not possible, except for
overlaid spectra such as those from cyclohexane and
DMSO, or CHCl3 and CH3OH solvents. A better visual
comparison of the solvent dependency of the relative
emission intensities is shown in Fig. 4.


Fluorescence quantum yields


In order to quantify the fluorescence of the new hetero-
cyclic systems, a reliable protocol for reproducing litera-
ture quantum yield (�F) data of known standard
compounds was first established (see Supplementary
Material). In order to generate confidence in the metho-
dology, only after the protocol produced satisfactory
agreement between �F determined for at least two stan-
dards (with �ex and �em close to those expected for 1 and
2) was obtained did we use one of them as a standard for
the determination of �F of 1 and 2. The equation used to
interrelate � of a standard (�st) with � of an unknown
sample (�F) is11


�F ¼ Ast


As


� Is
Ist


� n
2
s


n2
st


� �st ð1Þ


where Ast and As are absorbances at the excitation
wavelength of the standard (st) and sample (s), respec-
tively, Ist and Is are integral fluorescence intensities and
nst and ns are the refractive indices of the respective
solvents. This relation requires knowledge of the absor-
bance (Ast and As) at the excitation wavelength for each
compound. The absorbances were calculated from
UV–visible spectra obtained independently in most cases
from more concentrated solutions than those used for
fluorescence measurements. The UV–visible spectra


Figure 1. Structrues of (top) xanthobilirubic acid (XBR),
with dipyrrinone chromophore in box; (middle) N,N0-
carbonyl-bridged XBR, called ‘xanthoglow’, with N,N0-
carbonyldipyrrinone chromophore (also called 3H,
5H,-dipyrrolo[1,2-c:20,10-f]pyrimidine-3,5-dione) in box;
(bottom) benzannelated xanthoglow


Table 1. Solvent dependence of the UV--visible absorption spectral data of dipyrrinones 1 and 2


�max (")


Compound n-C6H14 C6H6 CHCl3 CH3OH (CH3)2SO


1 439 (14 500)sh 444 (13 900)sh


415 (18 700) 423 (16 900) 426 (16 300) 424 (15 600) 425 (16 200)
368 (12 000) 370 (9800) 368 (9800) 363 (9700) 365 (9500)
350 (8400)
279 (9000) 277 (8700) 286 (10 900) 285 (12 400) 285 (11 600)


2 431 (19 700) 429 (18 600) 428 (18 500) 425 (18 400) 425 (18 400)
411 (19 500) 421 (18 600)
272 (9600) 276 (11 000) 276 (11 400) 275 (11 100)
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were corrected for instrument baseline drift and for
concentration corresponding to that of the fluorescence
measurement.


After collecting the emission spectra of 1 and 2 in five
solvents (Fig. 4), each spectrum was printed together with
the emission band of a fluorescence standard, 9,10-


diphenylanthracene (DPA), using identical scaling. As
an internal check for consistency in the ratio (Is/Ist), we
compared �F from the cut and weigh method vs �F from
the integral values from the fluorimeter. For example, the
results from one such pair of emission bands for 2 in
CHCl3 gave the weight of emission band of DPA in


Figure 2. Fluorescence excitation and emission spectra of 1
(displayed in top half) and UV--visible spectra of 1 (displayed
in bottom half of each graphic)


Figure 3. Fluorescence excitation and emission spectra of 2
(displayed in top half) and UV--visible spectra of 2 (displayed
in bottom half of each graphic)
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cyclohexane as 394.8 mg and that of 2 as 290.1 mg. From
Eqn (1), and the available significant figures, then trun-
cating at the final product, we found


�F ¼ ð7:085 � 10�2=7:350 � 10�2Þ � ð290:1=394:8Þ
� ð1:4462=1:4262Þ � 0:90 ¼ 0:66


Alternatively, using integral values from the fluori-
meter:


�F ¼ ð7:085 � 10�2=7:350 � 10�2Þ
� ð1:572 � 108=2:106 � 108Þ
� ð1:4462=1:4262Þ � 0:90 ¼ 0:67


The agreement between these two methods is excel-
lent, and similarly excellent agreement was confirmed for
three more samples in five different solvents. The dis-
advantage of the ‘cut and weigh’ method is obvious: the
‘weight’ of the emission band varies. Variations come
from the different scaling factors along the x- and y-axes:
in every sample and standard pair, the scaling must be
adjusted to accommodate both band intensities. Thus,
every pair (different solvent or sample) will give a
different weight for the same standard (DPA). The
numerical integral method avoids this complication, i.e.
the intensity of DPA is always 2.106� 108 (arbitrary
units) and this value was used throughout the study.
The various �F, �exc and �em values for 1 are summarized
in Table 2. The fluorescence quantum yields of the parent
xanthoglow methyl ester (2) were determined in the same
manner and are shown in Table 2.


Clearly, the �F values of 1 and 2 are very large and
approach unity in cyclohexane while tapering off in
methanol. The latter solvent might have promoted self-
association of these non-polar pigments; however, in the
range of concentrations used, 10�5–10�6


M, we found
<<2% deviation from Beer’s law. The conjugation of 1
exhibits little effect on �F but a significant effect on �em,
with the emission band showing a 10–22 nm bathochro-
mic shift of 1 relative to 2. Both 1 and 2 show large
Stokes shifts, from 70 to 90 nm in non-polar solvents and
from 110 to 120 nm in polar solvents.


CONCLUSION


Determinations of �F for 1 and 2 relative to three known
standards reveal very high values of �F in a study that
illustrates practical aspects, reproducibility and standard-
ization of the method. The importance of 1 and 2 relates
to the potential of those strongly blue–green-emitting
yellow dyes in forming conjugates to proteins and nucleic
acids, where they might serve as fluorophores in gene and
protein profilings on DNA and protein chips.


EXPERIMENTAL


Fluorescence measurements were performed using a
Jobin Yvon Fluorolog 3 Model FL3-22 instrument at


Table 2. Solvent dependence of the fluorescence quantum yields (�F) and excitation �max (�exc) and emission �max (�em) (nm)
for 1 and 2


Cyclo-C6H12 C6H6 CHCl3 CH3OH (CH3)2SO


Compound �exc �em �F �exc �em �F �exc �em �F �exc �em �F �exc �em �F


1 412 487 0.78a 419 500 0.68 419 508 0.67 419 541 0.36 419 530 0.55
2 410 473 0.80 419 484 0.72 419 497 0.67b 419 531 0.35c 419 508 0.65


a �F¼ 0.75 using perylene standard (�st¼ 0.91) in air-free cyclohexane.
b �F¼ 0.63 using anthracene standard.
c �F¼ 0.34 using anthracene standard.


Figure 4. Solvent dependence of fluorescence emission
from 1 (top) and 2 (bottom) in (� � �) cyclohexane, (-- -- --)
benzene, (-- � � --) chloroform, (------) methanol and (-- � --)
dimethyl sulfoxide
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295–297 K. UV–visible spectroscopy was carried out on
a Perkin-Elmer Lambda 12 spectrophotometer, both in
1 cm quartz cells. All fluorescence spectra were acquired
by using constant spectral parameters: a step resolution
(increment) of 1 nm, both excitation and emission slits of
2 nm and an integration time of 0.5 s. The NMR spectra
were acquired on a Varian Unity Plus spectrometer at
500 MHz proton frequency in CDCl3 solvent and were
referenced at 7.26 ppm (1H) for the residual CHCl3 signal
and 77.00 ppm (13C) for the CDCl3 signal.


The solvents for optical spectroscopy were of HPLC
grade and were distilled under a stream of argon just prior
to use. Before the distillation, CHCl3 was passed through
a basic alumina column. Distillation of (CH3)2SO solvent
was carried out at 0.5 mmHg vacuum collecting the
solvent at 0 �C and thawing it under Ar. The fluorescence
standard compounds, N,N0-carbonyldiimidazole (CDI)
and 1,8-diazabicyclo[5.4.0]undec-7-ene (DBU) were ob-
tained from Aldrich. Anthracene was recrystallized from
ethanol, 9,10-diphenylanthracene (gold label, 99þ%)
was used as received and perylene was recrystallized
from 1-methylnaphthalene as described.12 The starting
dipyrrinones, xanthobilirubic acid methyl ester (4)9 and
its benzo analog (3),10 were synthesized as previously
described.


N,N0-Carbonyldipyrrinones. General procedure. A mix-
ture of 2 mmol of dipyrrinone 3 or 4, 1.62 g (10 mmol)
of 1,10-carbonyldiimidazole, 1.50 ml (10 mmol) of 1,8-
diazabicyclo[5.4.0]undec-7-ene and 160 ml of anhydrous
methylene chloride was heated under N2 at reflux for
16 h. After cooling, the mixture was washed with 1% HCl
(2� 100 ml), then with water (3� 100 ml), and the solu-
tion was dried over anhydrous MgSO4. After filtration
and evaporation of the solvent under vacuum, the residue
was purified by radial chromatography on silica gel
and recrystallized from ethyl acetate–hexane to afford
>99.5% pure, bright-yellow tricyclic compounds.


9,11-Dimethyl-10-[2-(methoxycarbonyl)ethyl]-5H, 7H-
pyrrolo [20,10:6,1]pyrimidino[3.4-a] isoindole-5,7-dione
(1). Obtained in 90% yield, m.p. 226–227 �C. 1H NMR,
� 2.13 (3H, s), 2.44 (2H, t, J¼ 7.7 Hz), 2.63 (3H, s), 2.71
(2H, t, J¼ 7.7 Hz), 3.67 (3H, s), 6.73 (1H, s), 7.40 (1H,


dd, J¼ 7.3, 7.8 Hz), 7.60–7.65 (2H, m), 7.87 (1H, d,
J¼ 7.8 Hz) ppm; 13C NMR, � 8.97, 12.93, 19.43, 34.27,
51.68, 96.17, 119.48, 119.61, 125.21, 126.05, 126.28,
126.91, 127.01, 128.95, 130.76, 134.18, 134.30, 144.08,
164.23, 173.00 ppm. Anal: calcd for C20H18N2O4


(350.4), C 68.56; H 5.18, N 8.00; found, C 68.31,
H 5.05, N 8.06%.


1-Ethyl-8-[2-(methoxycarbonyl)ethyl]-2,7,9-trimethyl-
3H, 5H-dipyrrolo[1,2-c:20,1 0-f]pyrimidine-3,5-dione (2).
Obtained in 93% yield, m.p. 145–146 �C (lit.5 m.p. 140–
141 �C). 1H NMR, � 1.21 (3H, t, J¼ 7.7 Hz), 1.95 (3H, s),
2.12 (3H, s), 2.44 (2H, t, J¼ 7.8 Hz), 2.53 (2H, q,
J¼ 7.7 Hz), 2.65 (3H, s), 2.74 (2H, t, J¼ 7.8 Hz), 3.67
(3H, s), 6.38 (1H, s) ppm; 13C NMR, � 8.36, 9.00, 12.90,
13.77, 17.87, 19.35, 34.28, 51.63, 96.86, 120.41, 125.78,
126.16, 126.22, 130.33, 131.45, 143.30, 146.42, 167.67,
172.97 ppm.


Acknowledgements


We thank the US National Institutes of Health (HD
17779) for generous support of this work and Professor
S.-W. Tam-Chang for use of the spectrofluorimeter.
Dr S. E. Boiadjiev is on leave from the Institute of
Organic Chemistry, Bulgarian Academy of Sciences.


REFERENCES


1. Falk H. The Chemistry of Linear Oligopyrroles and Bile
Pigments. Springer: Vienna, 1989.


2. Lamola AA, Braslavsky SE, Schaffner K, Lightner DA. Photo-
chem. Photobiol. 1983; 37: 263–270.


3. van Es JJGS, Koek JH, Erkelens C, Lugtenburg J. Recl. Trav.
Chem. Pays-Bas 1986; 105: 360–367.


4. Ma JS, Lightner DA. Tetrahedron 1991; 47: 3719–3726.
5. Brower JO, Lightner DA. J. Org. Chem. 2002; 67: 2713–2716.
6. Hwang KO, Lightner DA. Tetrahedron 1994; 50: 1955–1966.
7. Demas JN, Crosby GA. J. Phys. Chem. 1971; 75: 991–1024.
8. Berlman IB. Handbook of Fluorescence Spectra of Aromatic


Molecules. Academic Press: New York, 1965.
9. Shrout DP, Lightner DA. Synthesis 1990; 1062–1065.


10. Boiadjiev SE, Lightner DA. J. Heterocycl. Chem. 2003; 40:
181–185.


11. Eaton DF. In The Handbook of Organic Photochemistry, vol. 1,
Scaiano J (ed). CRC Press: Boca Raton, FL, 1989; Chapt. 8.


12. Dewar MJS, Mole T. J. Chem. Soc. 1956; 1441–1443.


INTENSELY FLUORESCENT DIPYRRINONES 679


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 675–679








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2004; 17: 439–447
Published online in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/poc.751


Electrochemical and theoretical study of a family of fully
conjugated dendritic oligomers


Gabriela Osorio,1 Carlos Frontana,1 Patricia Guadarrama2* and Bernardo A. Frontana-Uribe1*
1Instituto de Quı́mica, UNAM, Circuito Exterior Ciudad Universitaria, Coyoacán, 04510 México D.F., México
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ABSTRACT: Novel dendritic oligomers of �,�-dibromo-4-ethynylstyrene and formyl-4-ethynylstyrene were
electrochemically and theoretically studied in order to gain a better insight into their redox behavior. Correlations
between calculated ionization and experimental oxidation potentials (anodic peak potentials) were established. The
best correlation was obtained when two important effects are considered in the theoretical calculations, probing their
strong influence: (a) structural re-accommodation in the formed radical cation and (b) solvation effects. The effect of
dendritic terminal groups (dibromovinyl and formyl groups) was also analyzed. A different redox behavior was
observed for these two terminal groups, presumably due to a difference in their oxidation mechanisms. A global
chemical transformation for the oxidation of dibromovinyl-terminated oligomers was proposed, providing a
satisfactory explanation of the electrochemical behavior within this family of compounds (presence of adsorptive
phenomena). Taking these results into account, it is possible to explain how the cation-radical species formed in these
conjugated dendritic oligomers behave when cyclic voltammetry technique is applied. Copyright # 2004 John Wiley
& Sons, Ltd.


KEYWORDS: dendritic oligomers; cyclic voltammetry; ionization potentials; density functional theory; electrooxidation


INTRODUCTION


There has been increasing interest in hyperbranched and
dendritic compounds that incorporate some specific prop-
erties in their building blocks, it being possible to have
systems capable of showing interesting properties such as
the absorption of visible light, carrying out multielectron
redox processes or showing luminescent properties in a
controlled way.1 The aforementioned properties could
potentially be applied in components for molecular elec-
tronics,2 photochemical molecular devices and information
storage.3 Electroactive dendrimers belong to such a class of
compounds with functional groups capable of carrying out
fast electron transfer reactions, leading to materials with
the mentioned properties. The electroactive groups in
dendrimers4 can be localized at the periphery [e.g. tetra-
thiafulvalene (TTF) units5 or electroactive ferrocene sub-
units at the periphery6] or in the interior (an example is the
reported dendrimers using porphyrin cores7).


Recently, the synthesis of well-defined conjugated
dendritic oligomers of �,�-dibromo-4-ethynylstyrene
was carried out8 (see Fig. 1). Discrete, conjugated units
were included, resulting in a family of blue emitters with
an emission range of 440–500 nm. According to the
classification mentioned above, these oligomers belong
to the group of dendrimers having internal electroactive
groups. The study of the electrochemical behavior of
these compounds is presented as an interesting issue,
considering their high electron delocalization.


Among the electrochemical techniques, cyclic voltam-
metry (CV) has gained considerable popularity since it
provides a quick and fairly straightforward assessment of
the redox behavior of molecular systems, which parallels
that of spectrophotometric techniques for luminescent
properties.9 Several important parameters of CV, such as
peak potential (energetic parameter of formation of
species) and current function values ðIpv�1=2C�1Þ, pro-
vide useful information needed to obtain both coupled
processes and stoichiometry of the electrochemical reac-
tions.10 In the case of macromolecular systems, it is
known that electrochemical data offer unequivocal in-
formation on the chemical and topological structure
involved. Therefore, it was decided to apply this techni-
que in combination with theoretical calculations in order
to study the dendritic oligomers I–IV, seeking to establish
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structure–property relationships, useful for the future
design of novel materials.


In the present study, CV parameters of the fully
conjugated dendritic oligomers I–IV were analyzed and
compared with theoretical results. A previous report gave
ionization potential theoretical data for these kinds of
dendritic oligomers in the gas phase.11 Here were carried
out theoretical calculations considering the solvation
effect and the structural relaxation effect (adiabatic con-
ditions) after the oxidation process. Very good correla-
tions were obtained with the experiment when such
effects are involved.


EXPERIMENTAL


Compounds I–IV (Fig. 1) were previously synthesized
and fully characterized.8 The electrolytic media consisted
of a 3:1 mixture of anhydrous acetonitrile (Aldrich) and
dichloromethane (previously dried with CaH2), using as
support electrolyte 0.1 M tetrabutylammonium perchlo-
rate (TBAP) (dried at 80 �C overnight). A conventional
three-electrode cell was used for the electrochemical
experiments, employing a platinum, nickel microelec-
trode (BAS, surface area 0.033 cm2) and vitreous carbon
microelectrode (BAS, surface area 0.06 cm2) as working


electrodes. A platinum mesh was used as counter elec-
trode (surface area 0.66 cm2). The values of potential
were obtained against the pseudo-reference of Ag/0.01 M


AgNO3, 0.1 M TBAP in acetonitrile (BAS), separated
from the medium by a Vycor membrane. The potentials
reported in this work are referred to the ferricinium/
ferrocene couple (Fcþ/Fc), according to the IUPAC
recommendation.12 The potential of the Fcþ/Fc couple
against this reference electrode was 0.25 V. The solution
was deoxygenated for 15 min and the cell was kept under
a nitrogen atmosphere (grade 5, Praxair) throughout the
voltammetric experiments. CV was performed with an
Autolab PGSTAT 30 potentiostat/galvanostat, and data
were analyzed using GPES software version 4.9 available
from the manufacturer. IR drop correction was applied
after data acquisition in order to evaluate the kinetic
functions.


THORETICAL METHODOLOGY


All calculations of ionization potentials considering the
solvation effects and adiabatic conditions were per-
formed using Jaguar version 4.2, release 73.13 Initial
geometries were generated by Chem3D and optimized
using PM3. Solvation energies were obtained at the
B3LYP/6–311** level of theory, using a LACVP* basis
set for bromine atoms. A continuum dielectric constant of
38 and a solvent probe molecule radius of 2.18 Å were
considered for acetonitrile. The interactions between the
molecules and the solvent were evaluated by Jaguar’s
Poisson–Boltzmann solver, in which the field produced
by the solvent dielectric continuum was fitted to the
solvent point charges. These solvent point charges are
fed backed into the SCF (self-consistent-field), which
performs a new calculation of the wavefunction for the
molecules in the field produced by the solvent. Adiabatic
ionization potentials in the gas phase were computed
using Gaussian 98.14 After geometry optimization with
PM3, single point calculations were carried out at the
B3LYP/3–21G(d) level of theory. Frequency calculations
including thermochemical analysis were carried out at the
B3LYP/LACVP** level of theory in order to obtain
Gibbs free energy data (GTOT) at standard temperature
and pressure, for molecules A, B, C, D and E (see
Figure 11).


Atomic charges were derived from the electrostatic
potential computation. The electrostatic potential is cal-
culated creating an electrostatic potential grid. The point
charges are derived from such a grid.


RESULTS AND DISCUSSION


In the CVexperiments, it could be observed that the shape
of the voltammograms was dependent on the terminal
groups present in the analyzed oligomers (Fig. 2).


Figure 1. Dendritic oligomers with ethynylstyryl conjugated
units
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Compound IV, with terminal formyl groups, showed a
completely different behavior to the other oligomers,
screening a single irreversible oxidation signal. On the
other hand, the family of compounds (I–III) with dibro-
movinyl terminal groups showed two irreversible oxida-
tion signals. In the cathodic region, two very close
irreversible signals were found for all compounds show-
ing no association with the anodic signals. This behavior
was observed over the entire range of scan rates studied
(up to 2 V s�1) and was confirmed by a study of the
inversion potential scan towards the positive direction
(E�þ). Electrochemical data for the studied compounds
are presented in Table 1.


The difference in redox behavior depending on the
terminal groups, containing the same conjugated back-
bone, demonstrates that those groups determine the
direction of oxidation processes, following different
mechanisms. In order to make a systematic correlation
between electrochemical data from the same redox pro-
cesses with the accurate theoretical data, the formyl
oligomer IV was excluded from the subsequent electro-
chemical analysis. This criterion was also applied to the
theoretical study and will be discussed later.


Therefore, with the aim of understanding the redox
behavior of the dibromovinyl-terminated oligomer


family I–III, a deeper voltammetric study of the anodic
reactions for a model compound of the family (II) was
carried out. The shape of the observed signals for this
oligomer shows a strong dependence on the electrode
material used (platinum, vitreous carbon and nickel,
Fig. 3). This result represents a qualitative test of an
inner-sphere redox mechanism15 where adsorption–des-
orption processes are very important. It can also be
observed that by using platinum surfaces, a well-defined
voltammogram can be obtained, so the analysis was
continued with this electrode material. The electrode
was gently polished with an absorbent paper and acetone
to acquire reproducible signals. The small cathodic signal
at 0.1 V was assigned to the reduction of the medium,
probably from the residual water.


An important decrease in the current signal was clearly
observed when consecutive cyclic voltammograms of the
anodic region were carried out (Fig. 4). Another impor-
tant feature of the curves was their shape when the
potential scan was reversed. A fast decay without the
classical diffusion shoulder in the wave was observed,
this result being a qualitative indication of an irreversible
adsorption process.16 These observations indicate the
presence of an important adsorption process mixed with
the electron transfer that diminishes the electroactive
surface of the electrode.


Figure 2. Typical cyclic voltammogram of oligomers II and
IV (0.7mM), obtained with a platinum microelectrode
(0.033 cm2) in 0.1M TBAP in acetonitrile–dichloromethane
(3:1). The potential scan was initiated from �0.25 V vs Fc/
Fcþ towards the positive direction (100mV s�1). (a) Electro-
analysis medium; (b) oligomer II present; (c) oligomer IV
present


Table 1. Electrochemical data for dendritic oligomers I–IVa


Oligomer EpIA(V vs Fc/Fcþ ) EpIIA(V vs Fc/Fcþ) EpIc(V vs Fc/Fcþ)b


I 1.01 1.425 �2.203
II 1.003 1.325 �1.929
III 1.015 1.296 �2.023
IV — 1.190 �1.992


a Obtained from the CV experiments (100 m V s�1) carried out in anhydrous acetonitrile–dichloromethane (3:1). TBAP, 0.1 M�ERef, Ag/Agþ; EAux, Pt; Ewk, Pt.
b The second cathodic peak is observed as a shoulder.


Figure 3. Voltammetric response with different electrode
materials of the anodic region for oligomer II (0.7mM) in
0.1M TBAP in acetonitrile–dichloromethane (3:1). The po-
tential scan was initiated from � 0.25V vs Fc/Fcþ towards
the positive direction (100mV s�1). (a) Nickel electrode
(0.033 cm2); (b) Vitreous carbon electrode (0.066 cm2); (c)
platinum electrode (0.033 cm2)
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The analysis of the peak potential (Epa) versus the
logarithm of the scan rate (Fig. 5) for peaks IA and IIA for
oligomer II shows that the Epa values shift anodically for
both signals, with slopes of �20 mV per decade each
(2.0 mV per decade for the ferrocene/ferricinium couple).
This behavior indicates that the ratio between the relative
amounts of oxidized and reduced species at the electrode
surface increases with the scan rate. This means that, at
higher scan rates, the electrochemical reaction sequence
approaches a mechanism with lower stoichiometry, as
reported for an EC process (chemical reaction following
the electronic transfer).17 It is known from literature that
the slope value is dependent on the ratio of the homo-
geneous and heterogeneous constants, and comparison
with the theoretical ideal value (30 mV/n for a 10-fold


increase in � for a fast electron transfer coupled with a
fast chemical reaction) is difficult because these condi-
tions were not confirmed in our case and the adsorption
process could complicate the overall mechanism, affect-
ing the slope value. Even so, the tendency of the curve
clearly indicates a coupled reaction with the electron
transfer.


The study of the current function ðIpav
�1=2C�1Þ for


peaks IA and IIA showed different behavior with the
scan rate (Fig. 6). For peak IA, the function increases
for scan rates up to 0.6 V s�1 and then decreases. For the
second anodic peak, IIA, this function decreases over
the entire scan rate range. The linear increment on the
current function values for peak IA is characteristic of an
adsorption reaction18 and it could be associated with the
chemical composition of the molecule (presence of
silicon on the backbone of the structures) or its high
electron delocalization, as has been reported previously
for electrode preparation.19 This adsorption process is
present in all the tested electrode materials for all
the oligomers, leading to partial or total passivation of
the surface, affecting the presence of peak IIA. Particu-
larly for IV in all the materials, after the first cycle
in the CV experiment, it was impossible to observe the
oxidation signal again. The fact that the adsorption
peak appears before the Faradaic process has been
reported to be associated with strong adsorption of the
electron transfer product.18 The change in the relative
intensities vis-a-vis the peak IIA when the concentration
of electroactive species was increased, reinforced the
proposal of an adsorption process as an explanation for
peak IA.


The behavior of the current function for peak IIA can be
associated with a mechanism of type EC. This mechan-
ism shows, at low scan rates, higher currents owing to a
decrease in the relative stoichiometry in the transforma-
tion sequence.20


Figure 4. Five consecutive cyclic voltammograms of the
anodic region of oligomer II (0.7mM) obtained with a
platinum microelectrode (0.033 cm2) in 0.1M TBAP in
acetonitrile–dichloromethane (3:1). The potential scan was
initiated from � 0.25V vs Fc/Fcþ towards the positive
direction (100mV s�1)


Figure 5. Variation of the potential of the oxidation peaks
of 0.7mM oligomer II with logarithm of the scan rate
potential: (&) peak IA; (*) peak IIA; (~) Fc 0.7mM at the
onset. Slope values for the indicated regions are 19, 20 and
2mV per decade, respectively


Figure 6. Variation of the voltammetric current function
ðIpa��1=2C�1Þ with scan rate potential (V s�1) for both peaks
of oligomer II: (&) peak IA; (*) peak IIA
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With these experimental data for the oxidation peak
IIA, the following mechanistic route is proposed for this
family of oligomers:


A � e� ! Bþ�


Bþ� ! C


C ! C ðadsÞ


From a theoretical point of view, some calculation
using quantum mechanics methods were carried out
with the aim of describing the electronic behavior of
these systems in the presence of a solvent. One of the
issues to analyze is the fact that, as stated before, terminal
groups (—HC——CBr2 and —CHO) showed a different
behavior in the oxidation processes. There are several
factors that affect the oxidation processes and some
information can be obtained from the ionization potential
values and from the charge distribution. According to
previous calculations,11 the general tendency showed that
ionization potentials, both vertical and adiabatic, are
higher for oligomers with formyl terminal groups in
comparison with those with dibromovinyl terminal
groups, for the same dendritic generation. This was
attributed to the high polarizability of bromine atoms
facilitating the electron subtraction. Considering now the
acetonitrile solvent (see Theoretical methodology), the
same theoretical behavior can be observed (Table 2). It is
noticeable that adiabatic ionization potentials are always
lower than vertical ionization potentials and such a
difference in energy should come from the molecular
geometry relaxation and subsequent electronic redistri-
bution after the ionization in an adiabatic process.


The experimentally observed differences in the elec-
trochemical behavior of molecules bearing dibromovinyl
or formyl terminal groups was also confirmed theoreti-
cally by the correlation between oxidation electrode
potentials and ionization potentials. Several of these
correlations have been reported previously for other
systems.21 When the correlation between oxidation po-
tentials and calculated ionization potentials was carried
out, in both the gaseous and solution phases, the expected
linear tendency was not observed when molecule IV


(with formyl terminal groups, open square) is included.
Figure 7 clearly illustrates this fact in the solution phase.


Once the same family of molecules is considered (I–
III), it is possible to obtain a very good correlation
between experimental and theoretical data when two
factors are included in the calculations: first, the con-
sideration of adiabatic conditions leading to the re-
accommodation of molecular structures after an oxida-
tion process, and second, the solvation effect, involving
acetonitrile as solvent. The closed squares in Fig. 7 show
the good linear fitting (R¼ 0.99) for molecules I, II and
III. This result is indicative that the solvent interactions
play an important role in the ionization processes. The
same correlation but in the absence of solvent resulted in
a worse linear fitting.


A schematic picture of resonant structures for the
cation-radical precursor of the first dendritic generation
with formyl terminal groups was proposed (Fig. 8). The
formation of an acyl radical is feasible22 and can explain
the Faradaic oxidation process. This radical can react
with the solvent, as has been reported for carbon center
radicals in the presence of nitrile functions to give neutral
species.23


A similar schematic representation is presented for
cero-dendritic generation with the dibromovinyl terminal


Table 2. Adiabatic and vertical calculated ionization potentials, total energies and frontier orbital HOMO energies


Molecule IPa (eV) IPa
a (eV) IPv (eV) IP (eV) ET (Ha) EHOMO (Ha)


(gas phase) (solution phase) (Koopman) (solution phase) (solution phase)


I 7.25 5.68 7.66 8.46 �819.56 �0.227
Iþ� �819.35
II 6.27 5.07 6.72 7.66 �1614.28 �0.213
IIþ� �1613.67
III 5.67 4.85 5.94 5.44 �2409.17 �0.200
IIIþ� �2408.99
IV 6.02 5.05 6.57 8.99 �3245.82 �0.203
IVþ� �3245.63


a Solvation energies were obtained at the B3LYP/6–311** level of theory, using the LACVP* basis set for bromine atoms (geometries were obtained at the
PM3 level).


Figure 7. Experimental oxidation potentials vs. IPa (adia-
batic ionization potentials) in the solution phase (calculated
at the B3LYP/6–311** level of theory)
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group, describing the possible mechanism for the stabiliza-
tion of the oxidized species (Fig. 9). Atomic charges
calculated from the electrostatic potential are in agreement
with the proposed chemical route. Charges corresponding
to neutral and cation-radical species (values in parentheses,
Fig. 10) show that the vinylic group is involved in
the formation of the cation-radical, considering its


participation in terms of the charge difference between
neutral and cation-radical species; however, once this
cation-radical is formed, the delocalization takes place as
shown in the scheme. On the other hand, the low negative
density charge on bromine terminal atoms, in combination
with their inherent polarizability, turns them into feasible
leaving groups as radical species. In this way, bromine


Figure 8. Resonant structures for cation-radical oligomer with formyl terminal groups


Figure 9. Resonant structures for cation-radical oligomer with dibromovinyl terminal groups


Figure 10. Atomic charges from electrostatic potential for molecules I and II. In parentheses are the values corresponding to
cation-radical species
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atoms participate in the stabilization of positive charge in
the oxidation process, allowing the possible formation of
the bromoethynyl moiety attached to the benzene ring
(final structure in Fig. 9).


There are some chemical criteria to be mentioned in
order to support the proposed mechanism over other
possible chemical processes such as polymerization or
even some kind of cyclizations. The reason why a new
mechanism is being proposed is because experimentally it
was observed that, depending on the terminal dendritic
group, formyl or dibromovinyl, a different electrochemi-
cal behavior is found. In molecule I, if any polymerization
process is taking place, the disubstituted styryl moiety
will not be participating, considering its low reactivity
towards polymerization (either radical or cationic) due to
steric hindrance. It is known that, in terms of reactivity, to
facilitate polymerization reactions, the maximum number
of substituents at a styrenic carbon–carbon double bond is
one per carbon atom, that is, PhCHX——CHX, otherwise
polymerization reactions are not observed. This was
reconfirmed by evaluating the formation of a dimer
from two molecules of compound I by calculations of
Gibbs free energy values at the B3LYP/LACVP* level
of theory, resulting in an unfavorable process [�G ¼
85:3 kcal mol)�1 (1 kcal¼ 4.184 kJ)].


The other possible active site to initiate a polymeriza-
tion process is the ethynyl group. Such an ethynyl group
is also present in the dendritic oligomers with formyl-
terminal groups, such as IV, and no experimental evi-
dence of polymerization processes was observed at all
in that case. Another important argument against the
polymerization reactions is the low concentration
used to carry out the electrochemical experiments
(1.25� 10�6 mol cm�3). On the other hand, cyclization
reactions appear very improbable owing to the high
rigidity found in this aromatic dendritic oligomers.


Experimentally, the differences discussed so far be-
tween molecules I, II and III and molecule IV are
presumably due to the presence of an adsorptive process
when dibromovinyl terminal groups are present.


Considering the electrochemical medium, specifically
acetonitrile as a solvent, a chemical reaction describing
the transformation of molecule I is proposed as shown in
Fig. 11, leading to the formation of monobromine mole-
cule C. Frequency calculations including thermochemi-
cal analysis were carried out at the B3LYP/LACVP**
level of theory in order to obtain Gibbs free energy data
(GTOT) at standard temperature and pressure for mole-
cules A, B, C, D and E.


According to the energetic criteria, the formation of the
monobromine molecule C, accompanied by the forma-
tion of the protonated form of acetonitrile (D) and a
bromo radical (E), provides the driving force for the
process to occur. Reasonable negative Gibbs free energy
for this process is achieved (�G ¼ �47:46 kcal mol�1)
when this mechanism is considered. The formation of
small species, such as D and E, in the scheme also favors
the proposed chemical reaction in terms of the enthalpic
and entropic contributions.


Molecule C is presumably the most likely species to be
adsorbed on the electrode surface. It has been reported
that �-electron-rich organic molecules are more easily
adsorbed than other organic molecules over metallic
electrodes.24 This has been explained by the favored
overlap of the d orbitals of the electrode transition metals
with the �-electrons of the organic molecules. This
property has also been observed in other surfaces such
as highly oriented pyrolytic graphite (HOPG), where the
aromatic groups are always adsorbed parallel to the
surface, as observed in atomic force microscopic visua-
lizations of isophthalic and terephthalic acid derivative
monolayers.25 Thus, molecule C, owing to the presence


Figure 11. Oxidation reaction proposed for II. Gibbs free energies calculated at the B3LYP/LACVP** level of theory in the
solution phase at standard temperature and pressure
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of the �-electron system and also the presence of polar-
izable bromine atoms, in addition to the planar shape
adopted, becomes suitable to undergo adsorption on the
electrode surface.


To complete the description of these systems, total
energies were calculated within the density functional
theory (DFT). Table 2 gives the total energies and frontier
orbital energies, all of them calculated in solution. The
total energy values are in agreement with the growth in
the size of delocalized systems from molecule I to
molecule IV, being more negative for those molecules
with major conjugation. This trend is retained in the case
of cation-radical molecules.


With respect to frontier orbitals, there is a known
correlation between the molecular orbital HOMO energy
and oxidation potentials. Less positive oxidation poten-
tials are to be expected for compounds with higher
HOMO energies. The energy and shape of the HOMOs
depend on the electron density distribution in the mole-
cules. In the specific case of highly delocalized mole-
cules, the extension of the �-systems is directly related
to the energetic level of such orbitals. According to this,
the calculated HOMO energies in solution phase of I, II
and IV, all with the same delocalized backbone pattern,
were correlated with their oxidation potentials obtained
experimentally, showing a good linear correlation (see
Fig. 12). This result again confirms that the electroactive
compounds are the monomeric species, since the HOMO
energies for extended delocalized polymeric structures
should be very different, and no correlation with mono-
meric compound IV could be possible.


It is noticeable that, even when the intrinsic limita-
tions of the theoretical models are actually present, the
correlation observed between the experiment and calcu-
lations is acceptable. Thus, the use of CV in conjunction
with theoretical calculations provided interesting in-
sights into the behavior of dendritic oligomers with
ethynylstyryl discrete conjugated units and different
terminal groups.


CONCLUSIONS


A series of conjugated dendritic oligomers (I–IV) was
studied by the CV and theoretical calculations were
carried out in order to propose an explanation of the
irreversible behavior observed experimentally for these
compounds. In CV, two oxidation signals were observed
for the family of compounds I–III (bearing dibromovinyl
terminal groups), one of them being attributed presum-
ably to a specific adsorption on the electrode surface via
coupled chemical phenomena after the electron transfer
(EC reaction).


Considering the voltammetric results for dibromovinyl-
terminated dendritic oligomers, a global chemical trans-
formation was proposed and thermochemical data for
total Gibbs energies were calculated in order to support
such a transformation scheme (Fig. 11). These calcula-
tions, in combination with some other good correlations
between experimental and theoretical data make the
scheme reliable. The value of the Gibbs free energy obta-
ined by frequency calculations at the B3LYP/LACVP**
level of theory was �G ¼ �47:46 kcal mol�1, which
energetically supports the formation of molecule C in
addition to the formation of small species D and E, which
contribute in terms of enthalpy and entropy. Hence,
molecule C was suggested to be the one adsorbed on
the electrode surface.


All the results obtained demonstrate that CV is a
convenient technique for the study of dendritic systems.
Furthermore, these experimental results validate the the-
oretical methods used.


The correlations between experimental and theoretical
data indicate that both the re-accommodation (adiabatic
conditions) and solvation factors are very important and
should be considered in the theoretical models since there
is a better coincidence between theory and experiments
when they are included. Such a coincidence between
experiments and the computational methods used in the
present study leaves a door open for further multidisci-
plinary work.
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ABSTRACT: The reactions of the oxidizing radicals hydroxyl radical (.OH), azidyl radical (N3
. ) and sulfate radical


anion (SO4
�.) with hydroxy-, methoxy-, chloro- and nitro-substituted benzaldehydes were studied by pulse radiolysis.


The rate constants for the .OH reaction [k� (2.6–12.0)� 109 l mol�1 s�1] with these compounds are higher than those
for the N3


.
or SO4


�. reactions [k� (0.01–4.2)� 109 l mol�1 s�1]. The .OH reaction shows a significant substituent effect
which is reflected in the rate constants (k� 12.0� 109 dm3 mol�1 s�1 with hydroxybenzaldehyde and
k� 3.0� 109 dm3 mol�1 s�1 with nitrobenzaldehyde). The transient species produced by the reaction of .OH with
the m-substituted benzaldehydes shows an absorption maximum at 370–400 nm, whereas the p-substituted isomers
exhibit two absorption peaks centred around 325 and 410 nm, except in the case of p-nitrobenzaldehyde, which shows
only a single peak at 330 nm. These spectra are identical with the spectra obtained for the N3


. or SO4
�. reactions with


substituted benzaldehydes. .OH adduct formation and subsequent decomposition to the corresponding phenoxyl
radicals is the main reaction channel for the .OH-induced oxidation of substituted benzaldehydes. One-electron
oxidation by N3


. or SO4
�. of substituted benzaldehydes proceeds via an electron transfer process producing the


corresponding radical cations. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: benzaldehydes; radiation-induced oxidation; radicals; pulse radiolysis


INTRODUCTION


The pulse radiolysis technique is most widely used tool
for evaluating the kinetics and determining the spectral
nature of the transient species involved in a reaction from
optical absorption and conductance detection measure-
ments. These data combined with product analysis1–5


using HPLC, HPIC and GC–MS techniques under
steady-state conditions have made radiation chemical
methods particularly unique.


The weakly electrophilic .OH radical (�þ ¼�0.5)6,7 is
known to react with substituted benzenes by addition,8–16


forming the corresponding hydroxycyclohexadienyl radi-
cal. The rate constants for .OH reactions with benzene
derivatives are dependent on the substituent. Our earlier
work17–24 on several substituted benzenes of the type
C6H5�nXnY (where X¼H, halogen or OH and Y¼H,
halogen, NH2, CHO, COCH3, COC6H5, CH3, CH2Cl,
CHCl2 or CF3) has provided valuable information on
the stucture–reactivity relationship leading to the proposal
of the mechanistic pathways involved in the free radical-
induced degradation of these compounds. However, the


study of the oxidation/reduction of substituted benzalde-
hydes has been limited.8,25 Our recent investigation25 on
the oxidation of o-, m- and p-hydroxybenzaldehydes and
acetophenone by .OH and N3


.
indicated addition and


electron transfer processes, respectively, and different
transient absorption spectra for the .OH adducts of m-
and p-hydroxybenzaldehydes were reported. Therefore, it
was of interest to extend the investigation to other sub-
stituted benzaldehydes, especially with electron-donating
or electron-withdrawing group(s), to gain further insights
into the structure–reactivity correlation. In this paper, we
report the reactions of .OH, N3


. and SO4
�. with benzalde-


hydes containing OH, OCH3, Cl or NO2 substituents.


EXPERIMENTAL


Substituted benzaldehydes were obtained from Fluka or
Sisco (�98%). The compounds (m- and p-methoxyben-
zaldehyde and m-chlorobenzaldehyde) were distilled
prior to their use. Solutions were freshly prepared using
water purified with a Millipore Milli-Q system. High-
purity N2O and N2 gases were used for saturating the
solutions before dissolution of the substrate to prevent
volatilization. All the experiments were carried out at
room temperature (�27 �C).


Pulse radiolysis experiments were carried out using a
7 MeV linear accelerator, which generates single electron
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pulses of 50 ns duration. The transient absorption spectra
were recorded on a digital oscilloscope interfaced to a
computer for data analysis. The details of the pulse
radiolysis set-up and data handlings have been described
elsewhere.25,26 Doses/pulses were determined by using
aerated aqueous solutions containing 10�2 mol dm�3


KSCN and taking G�500¼ 21 522 mol�1 dm3 cm�1 for
the transient27,28 (SCN)2


�.. The doses/pulses used for
these experiments were in the range 12–15 Gy.


Radiolysis of water leads to the generation of primary
radiolytic products:


H2O ^̂^̂!
:
OH;H


:
; e�aq;H2O2;H2;H3Oþ ð1Þ


The radiation-chemical yields (G values) of the primary
radicals are G(.OH)�G(e�aq ) (2.8� 10�7 mol J�1 and
G(H.)¼ 0.55� 10�7 mol J�1.


e�aq may be quantitatively converted into .OH by
saturating the aqueous solution with N2O:


e�aq þ N2O�!H2O
N2 þ OH� þ :


OH ð2Þ


where k¼ 9.1� 109 mol�1 dm3 s�1.
N3


.
was generated in N2O-saturated aqueous solution


containing 2� 10�2 mol dm�3 NaN3, where the .OH is
converted into N3


.
:


N�
3 þ :


OH ! N3
:þ OH� ð3Þ


where k¼ 1.2� 1010 mol�1dm3 s�1.
SO4


�. was produced by the reaction of e�aq and H. in an
N2-saturated solution containing 1.5� 10�2 mol dm�3


K2S2O8 and 2� 10�4 mol dm�3 tert-butyl alcohol:


S2O2�
8 þ e�aq ! SO�:


4 þ SO�
4 ð4Þ


k(eaq
� )¼ 1.2� 1010 mol�1 dm3 s�1.


RESULTS AND DISCUSSION


Transient absorption spectra for .OH, N3
.
and


SO4
�. reactions


The time-resolved transient absorption spectra deter-
mined for the reactions of .OH with m- and p-
methoxybenzaldehydes are shown in Figs 1 and 2,
respectively. The spectrum for the m-methoxybenzalde-
hyde shows a single peak at 400 nm (Fig. 1) whereas an
additional peak at shorter wavelength (325 nm) was
observed for the p-isomer (Fig. 2). The time-resolved
spectral measurements revealed a first-order decay of
the transient (400–410 nm) with k¼ 7.2� 104 and
1.7� 105 s�1 for m- and p-methoxybenzaldehydes,
respectively. These spectra are identical with those


Figure 1. Time-resolved transient absorption spectrum ob-
tained for the reaction of .OH withm-methoxybenzaldehyde
(1�103mol dm�3), 2 (*) and 15 ms (*) after the pulse.
Inset: Hammett plot for the reaction of .OH with substituted
benzaldehydes. Dose/pulse¼1.5 krad


Figure 2. Time-resolved transient absorption spectrum ob-
tained for the reaction of .OH with p-methoxybenzaldehyde
(1�103mol dm�3), 2 (*) and 15 ms (*) after the pulse.
Inset: time-resolved transient absorption spectrum recorded
in the reaction of the SO4


�. radical with p-methoxybenzal-
dehyde (1� 103mol dm�3), 2 (*) and 40 ms (*) after the
pulse. Dose/pulse¼1.5 krad
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determined for the reaction of .OH with the correspond-
ing isomers of hydroxybenzaldehydes25 but the first-
order rate of decay was slightly higher (k¼ 4.6� 105 s�1


for m-hydroxybenzaldehyde and 5.5� 105 s�1 for p-
hydroxybenzaldehyde). The absorption spectrum re-
corded for the reaction of .OH with m-chlorobenzalde-
hyde exhibits a single peak around 370 nm. In contrast,
the spectrum observed with the p-isomer shows two
maxima at 310 and 375 nm (Fig. 3), which is similar to
that observed in the case of p-methoxybenzaldehyde. In
the reaction of .OH with m-nitrobenzaldehyde, two max-
ima were observed at 315 and 410 nm (Fig. 4), whereas a
single peak at 340 nm was observed with p-nitrobenzal-
dehyde (inset). Furthermore, a delayed first-order in-
crease (k¼ 4.4� 104 s�1) in absorption at 360 nm was
recorded in the latter case. The transient spectra for the
.OH reaction with m-isomers with an electron-donating
group (OCH3 or Cl) also showed a single peak whereas
the spectra for the p-isomers have two peaks. The trend is
reversed with the systems containing electron-withdraw-
ing groups (e.g. nitrobenzaldehyde). These spectra are
assigned to the .OH adduct, which subsequently under-
goes elimination to form the phenoxyl radical.


The spectral intensities measured in the reaction of the
N3


.
with p-methoxy-and p-chlorobenzaldehyde was found


to be low. In the case of p-methoxybenzaldehyde, the
spectrum exhibited two peaks at 325 and 400 nm, which
is similar to that observed for the .OH reaction. However,
in the case of p-chlorobenzaldehyde, the time-resolved
spectrum exhibited a single peak at 300 nm, which


decayed almost completely within 40ms (Fig. 3, inset).
A similar spectrum was obtained for the reaction of N3


.


with p-nitrobenzaldehyde. The time-resolved spectrum
for the reaction of SO4


�. with p-methoxybenzaldehyde is
identical with the corresponding spectrum for the .OH
reaction (Fig. 2, inset). Similarly, the spectra of all the
isomers (m- and p-methoxy-, m- and p-chloro- and m- and
p-nitrobenzaldehydes) are similar to the corresponding
spectra measured for the .OH reaction, indicating the
involvement of the same transient species. Therefore, the
transient species involved in the reaction of N3


.
or SO4


�.


with substituted benzaldehydes is assigned to the
phenoxyl radical. Since the yield (G) of SO4


�.


[G(SO4
�.)¼ 3.3� 10�7 mol J�1] is lower than that of the


.OH [G(.OH)¼ 5.6� 10�7 mol J�1], the intensities of the
spectra for the SO4


�. reaction are lower.


Kinetics and mechanisms


Kinetics of reactions of .OH, N3
.
and SO4


�.. The rates
for the reactions of .OH, N3


.
and SO4


�. with substituted
benzaldehydes were determined from the growth of the
transient band at the respective �max in the solute con-
centration range (0.2–1)� 10�3 mol dm�3. The second-
order rate constants were evaluated from the slopes of the
plots of kobs versus [solute] and are given in Table 1
together with the absorption maxima (�max) of the
transient intermediate. Also shown in Table 1 are the
values reported18,19,29 for selected substituted benzenes.
As can be seen, the second-order rate constant for
the reaction of .OH with p-methoxybenzaldehyde (k¼
11.0� 109 mol�1 dm3 s�1) is higher by nearly an order of


Figure 3. Time-resolved transient absorption spectra
recorded for the reaction of .OH, 2 (*) and 15 ms (*),
and (inset) N3


.
, 2 (O) and 40 ms (*) after the pulse, with


p-chlorobenzaldehyde (1�103mol dm�3). Dose/pulse¼
1.5 krad


Figure 4. Time-resolved transient absorption spectra ob-
tained for the reaction of .OH with m-nitrobenzaldehyde
and (inset) p-nitrobenzaldehyde, 2 (�) and 15 ms (!) after
the pulse (1� 103mol dm�3). Dose/pulse¼ 1.5 krad
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magnitude than that of the m-isomer (k¼ 8.0�
109 mol�1 dm3 s�1). These rate constants are comparable
to those measured for the reaction of .OH with p- and m-
hydroxybenzaldehydes,25 suggesting that OH and OCH3


groups activate the ring nearly to the same extent. This is
in agreement with the reported30 �p


þ value for the OH and
OCH3 groups of �0.92 and �0.78, respectively. The
second-order rate constant for the reaction of .OH with
m-chlorobenzaldehyde (k¼ 3.1� 109 dm3 mol�1 s�1) is
identical with that for the p-isomer (k¼ 2.8� 109 dm3


mol�1 s�1) and lower by an order of magnitude than those
for the hydroxy- and methoxybenzaldehydes. When the
Cl is replaced by NO2, the rate constants for the .OH
reaction remains unaffected (k¼ 3� 109 dm3 mol�1 s�1)
for both m- and p-nitrobenzaldehydes. The low rate
constants for the reaction of .OH with m- and p-
nitrobenzaldehydes could be due to the deactivation of
the ring by the electron-withdrawing NO2 group.


A comparison of the rate constants for the .OH reaction
obtained in the present study with those which we
measured earlier18,29 in related systems (m- and p-
isomers of chloroaniline and chlorotoluene) shows that
the rate constants are nearly diffusion controlled
(k� 3� 109–1.2� 1010 dm3 mol�1 s�1). In order to quan-
tify the substituent effect in substituted benzaldehydes,
the Hammett equation was employed and the plot of the
dependence of the rate constants for the .OH reaction
with the substituted benzaldehydes on �p


þ gives a good
linear correlation of �þ ¼�0.4� 0.09 (Fig. 1, inset).
This is in agreement with the reported values obtained by
us24 and by others earlier6,7 (�0.4 to �0.52) for sub-
stituted benzenes, suggesting an addition reaction.


In the reaction of N3
.
with p-hydroxybenzaldehyde, the


second-order rate constant for the formation of the
transient species at 350 nm was estimated as
1.16� 1010 mol�1dm3 s�1. In contrast, the rate was


halved for the reaction of N3
.


with the m-isomer
(k¼ 6� 109 mol�1dm3 s�1). The lowering of the rates is
more pronounced for methoxybenzaldehydes, where a
two orders of magnitude decrease in the rate constant
was observed with the p-isomer (k¼ 0.13�
109 dm3 mol�1 s�1) relative to the hydroxybenzalde-
hydes. m-Methoxy- and m- and p-nitrobenzaldehydes
(1� 10�3 mol dm�3) were found to be unreactive
(k� 1� 107 dm3 mol�1 s�1) even at 50ms, as used in
our investigation. Surprisingly, a very high second-order
rate constant was observed for the reaction of N3


.
with p-


chlorobenzaldehyde (k¼ 1.3� 1010 dm3 mol�1 s�1). This
can be explained by the fact that the activation of the m-
position by the CHO group in the m-isomers of methoxy
and chlorobenzaldehydes is deactivated by the electron-
donating OCH3 or Cl groups. The lack of reactivity in the
m- and p-nitrobenzaldehydes is attributed to the electron-
withdrawing nature of NO2 and CHO groups. Further-
more, the reduction potential of these compounds must be
higher than that of N3


.
/N3


� (E � ¼ 1.33 V). When the more
powerful one-electron oxidant SO4


�. (E � ¼ 2.5–3.1 V)
was used, all the derivatives were found to react with
SO4


�. under identical conditions. The transient absorp-
tion spectra observed in the reaction of SO4


�. with these
substituted benzaldehydes were fully developed within
2 ms, indicating that the rates are nearly diffusion con-
trolled [k� (0.7–6.0)� 109 dm3 mol�1 s�1].


Mechanisms of reactions of .OH, N3
.
and SO4


�.. .OH
generally reacts by addition or H abstraction or both.
Considering the rate constants for the reaction of
.OH with the methoxy-, chloro- and nitrobenzaldeh
ydes [k¼ (2.6–12.1)� 109 dm3 mol�1 s�1], direct H
abstraction, the rate of which is expected to be lower
than that of addition by one to two orders of magnitude, is
considered unlikely. Therefore, it is proposed that the


Table 1. Second-order rate constants (k /109mol�1 dm3 s�1) and absorption maxima (�max/nm) obtained for the reaction of
.OH and N3


.
with m- and p-substituted benzaldehydes


.OH N3
.


SO4
�.


Compound �max k �max k �max k


Benzaldehyde 370 2.6 nda nd 370 0.7
m-Hydroxybenzaldehyde 400 7.7 370 (6.0) 410 4.2
p-Hydroxybenzaldehyde 325, 410 12.1 345 (11.6) 400 (5.9)
m-Methoxybenzaldehyde 400 8.0 nd <0.01 400 0.43
p-Methoxybenzaldehyde 325, 410 11.0 325, 400 (0.13) 325, 410 0.8
m-Chlorobenzaldehyde 370 3.1 nd <0.01 375 nd
p-Chlorobenzaldehyde 310, 375 2.8 300 13.0 310, 375 (2.7)
m-Nitrobenzaldehyde 315, 410 3.0 nd <0.01 300, 410 nd
p-Nitrobenzaldehyde 330 3.0 360 <0.01 350 (0.45)
m-Cresolb 325 10.0 nd nd 290, 390 3.8
p-Cresolb 305 9.2 nd nd 290, 390 6.1
m-Chloroanilineb 310, 350 4.5 305, 410 2.0 nd nd
p-Chloroanilineb 315, 370 5.0 315, 420 1.5 nd nd
m-Chlorotolueneb 330 3.5 nd nd 325 0.9
p-Chlorotolueneb 310 5.5 nd nd 270, 315 1.1


a nd, Not determined.
b The values for cresols, chloroanilines and chlorotoluenes are taken from Refs 18, 19 and 29.
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first step in the .OH reaction is the addition to the ring
forming different isomeric of .OH adducts (reaction 1,
Scheme 1).


The transient absorption spectra and their stabilities are
found to depend on the substituent and the position. In m-
and p-methoxybenzaldehydes, the initially formed .OH
adducts decay to the corresponding phenoxyl radicals
(reaction 3, Scheme 2). The first-order decay rates ob-
served at 400–410 nm are attributed to the formation of
the phenoxyl radical by demethoxylation (reaction 3,
Scheme 2). The difference in the spectra of phenoxyl
radicals of m- and p-substituted benzaldehydes are evi-
dent as the phenoxyl radicals of the m-isomers show two
peaks whereas a single peak is observed in the case of
phenoxyl radicals of the p-isomers. The first-order decay
observed in the case of p-chlorobenzaldehyde suggests
that the same mechanism is also operative.


Because N3
.
or SO4


�. generally react by direct electron
transfer, the formation of the radical cation (reaction 4,
Scheme 2) is the initiating step. The radical cation then
hydrolyses to form the corresponding .OH adducts. Of the
possible six isomeric .OH adducts, the formation of the
.OH adducts corresponding to the .OH attack at the ipso
position of the substituents is more likely. The decay of
absorption in the transient spectrum observed in the
reaction with p-chlorobenzaldehyde and p-nitrobenzal-
dehyde is attributed to the formation of the phenoxyl
radical (reaction 5, Scheme 2) by dechlorination/
denitration of the .OH adducts.


CONCLUSION


The time-resolved spectral changes in the reaction of .OH
with substituted benzaldehydes are interpreted in terms of


phenoxyl radical formation via an addition reaction. The
rate constants for the reaction of .OH with the substituted
benzaldehydes are dependent on the nature and position of
the substituent (�þ ¼�0.4� 0.09), which further sup-
ports an addition reaction of .OH. The rates of formation
of phenoxyl radical from the .OH adducts among the
various derivatives seems to increase in the order p-
hydroxy (5.5� 105 s�1)>m-hydroxy (4.6� 105 s�1)> p-
methoxy (1.7� 105 s�1)>m-methoxy (7.2� 104 s�1)>
p-nitro (4.4� 104 s�1). The reactions of N3


.
and SO4


�.


with the substituted benzaldehydes proceeds by electron
transfer forming the intermediate radical cation, which
hydrolyses to form the corresponding .OH adducts.
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epoc ABSTRACT: Carbon-13 NMR is widely used in the determination of the stereochemistry of organic compounds.
Changes in chemical shifts caused by interactions of groups that are close in space normally result in shielding of the
carbon and deshielding of the hydrogen nuclei that are involved. This is not always the case, however, and further
work on the origin of these effects would be desirable. Early applications of theoretical methods to the study of NMR
shielding parameters were not particularly successful, but in recent years, the calculation of NMR shielding
parameters by theoretical methods has developed into a useful and popular tool for structural studies by NMR. A
promising approach to the problem of distinguishing and evaluating stereochemical influences on carbon and
hydrogen chemical shifts is provided by natural chemical shielding (NCS) analysis. This method allows a partitioning
of theoretical NMR shieldings into magnetic contributions from bonds and lone pairs of the molecule using the natural
bond orbital (NBO) method. In order to investigate the origins of steric effects, we employed the NCS analysis to
axial/equatorial-Me-cyclohexane, norbornane and exo/endo-Me-norbornane, in addition to n-pentane in the anti,
gauche and gP gM conformations. Our results indicate that distortions in molecular structure due to steric effects can
result in bond stretching or compression or in angular distortions. Changes in bond lengths result in the predictable
shielding or deshielding of the nuclei that are involved. Where the molecular framework may be distorted to alleviate
strain, chemical shifts appear to reflect changes in angles. Copyright # 2004 John Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience


KEYWORDS: 13C NMR spectroscopy; �- and �-effects; steric hindrance; partitions to natural chemical shieldings


INTRODUCTION


The widespread use of 13C NMR spectroscopy in the
determination of the stereochemistry of organic com-
pounds is based on changes in chemical shifts caused by
groups that are close in space. Their interactions normally
result in shielding of the carbon and deshielding of the
hydrogen nuclei that are involved. However, since this is
not always the case,1 it seems that further theoretical and
experimental work would be desirable in order to trace
the origin of these effects.


Nuclear magnetic shielding constants were identified
and analysed over 40 years ago. However, because of
practical problems associated with the calculation of this
property, the early applications of theoretical methods to
the study of NMR shielding parameters were not parti-
cularly successful. In recent years, these obstacles have
been overcome, partly as a result of a general improve-
ment in quantum mechanical techniques and computer
technology and partly through the development of special
methods and programs for the calculation of NMR


properties. As a result, over the last 5–10 years, the
calculation of NMR shielding parameters by theoretical
methods has developed into a useful and popular tool of
computational quantum chemistry,2 and several labora-
tories have made use of theoretical methods to investigate
the structural and conformational dependences of 13C
NMR chemical shifts and substituent effects.3–9


The interpretation of 13C and 1H NMR spectra of
tetracyclododecane10 confirmed some of the earliest
work11 related to steric effects on chemical shifts. Com-
parison of tetracyclic norbornyl systems with their bi-
cyclic counterparts clearly shows that, in all cases in
which significant van der Waals interactions might be
expected, shielding is observed for carbon atoms and
deshielding is observed for hydrogen atoms. Force field
calculations revealed a significant shortening of the
compressed C—H bond,10 in line with the theoretical
analysis of strain in cyclic hydrocarbons since, in CH2


groups subjected to strain, charge is transferred from
hydrogen to carbon, increasing the s-character of the C—
H bond.12,13 On the other hand, the ab initio IGLO MO
work of Barfield and co-workers on paramagnetic bond
contributions to carbon-13 chemical shifts was used to
examine the torsion angle [’ about C(2)—C(3)] depen-
dence of �-, �- and �-effects for n-butane.7 Satisfactory
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agreement was found with the experimental data for
n-butane but not for the methyl-substituted bicyclic
compounds with reasonably well defined geometries.
Extension of the analysis of �-effects led to satisfactory
agreement with the experimental data (for several series
of methyl-substituted bicyclic compounds). A subsequent
IGLO study of n-pentane and three substituted butanes
(X¼CN, OH, F) examined the dependence of �-, �-, �-
and �-effects on the torsion angles ’1 and ’2 about the
C(1)—C(2) and C(2)—C(3) bonds, respectively.8 In
contrast to �-effects, which were found to be almost
independent of ’2, the calculated �-, �- and �-effects
showed substantial variations with both dihedral angles.
The predicted dependences of substituent and conforma-
tional effects were consistent with the experimental
results for several series of substituted bicyclo[2.2.1]hep-
tanes, bicyclo[2.2.2]octanes and trans-decalins. Fisher
and Gradwell14 similarly noted a correlation between
dihedral angles and substituent effects on hydrogen
chemical shifts. How, then, can these stereochemical
influences on 13C and 1H chemical shifts be distinguished
and evaluated?


A promising approach to this problem is provided by
natural chemical shielding (NCS) analysis.15 This
method allows a partitioning of theoretical NMR shield-
ings, calculated by gauge including atomic orbitals
(GIAO), into magnetic contributions from bonds and
lone pairs of the molecule using the natural bond orbital
(NBO) method. In addition to computing the contribu-
tions to shielding from localized (or ‘Lewis’) bonds, this
approach also computes those of a delocalized (or ‘non-
Lewis’) nature.15


A good example of the application of NCS analysis to
chemical shifts of saturated hydrocarbons is provided by
cyclohexane.16 The difference in chemical shifts of axial
and equatorial hydrogens had long been attributed to the
anisotropic effect of the C—C single bond. As result of
the NCS analysis, calculated in that study,16 the various
contributions to theoretical NMR shieldings of the axial/
equatorial protons of cyclohexane were obtained; actu-
ally, the contributions of the C(2)—C(3) and C(5)—
C(6) bonds to the theoretical shieldings of the C(1)—
Heq/Hax protons determine both position and chemical
shift difference of the two protons (dominated by hy-
perconjugation).


In order to investigate the origins of steric effects, we
applied NCS analysis to systems for which these effects
make significant contributions to chemical shifts; espe-
cially the various partitions of the bonds to the NCS of
13C nuclei in �- but also �-fragments were considered
(Scheme 1).


The aim of this work was to establish with the help
of NCS analysis why these two effects in 13C NMR
spectroscopy, even if being sterically very similar, proved
to be of reversed sign (�-gauche effect to high field and �-
syn-axial effect to low field). A number of simple
molecules were studied for this purpose: axial/equator-
ial-Me-cyclohexane, norbornane and exo/endo-Me-nor-
bornane, and n-pentane in the anti, gauche and gP gM


conformations (Scheme 2).


RESULTS AND DISCUSSION


Our preliminary results using MM2 methods indicated
that distortions in molecular structure due to steric effects
can result in bond stretching or compression or in angular
distortions.13 Changes in bond lengths lead to C—H
bond polarization and the type of steric effect that was
originally invoked to account for changes in chemical
shifts and were detected for rigid policyclic systems.11


Where the molecular framework may distort to alleviate
strain, chemical shifts appeared to reflect changes in
angles of the type investigated by Barfield’s group.3–8


For cyclohexane (1) and norbornane (2) derivatives,
our present theoretical values of both � and also ��,
calculated by the GIAO method, are in good agreement
with the observed shielding or deshielding and their
relative magnitudes. This is also the case for the corre-
sponding 13C chemical shifts of n-pentane in the three
conformations that reflect other structures of interest (cf.
Table 1).17 These results indicate that the calculations
that were used are in line with the available experimental
data on the molecules that were selected.


c-Effects


Substituent effects ��i (i¼�, �, �, �, ", etc.) in the 13C
NMR spectra of aliphatic and alicyclic compounds are
the changes in chemical shifts ��i of carbon Ci which
occur on replacing a hydrogen atom at the C� carbon by a
substituent X. Empirical additivity relationships based on
the tabulated substituent effects are very useful in the
interpretation of 13C NMR spectra. The relationship
between �- and �-substituent effects and stereochemicalScheme 1


Scheme 2
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features were recognized at an early stage, and the
conformational implications of the various substituent
effects were revealed to be of particular interest.18


The consequences of steric interactions can be exem-
plified by the �-effect. The introduction of a methyl group
in a cyclic molecule leads to new interactions with a
neighbouring hydrogen atom, resulting in shielding of the
carbon nuclei that are involved. In Table 2 the chemical
shift variations (��i), due to additional �- and �-sub-
stituent effects, are compared with the results of the
corresponding NCS analysis, in which only the most
significant contributions to the natural chemical shield-
ings ��i of the 13C nuclei of interest are included. For
these systems, the calculated ��i substituent effects are
due to contributions only from the bonds to the carbon
atom that is involved in the steric interaction, the C(�)—
C and C(�)—H bonds. This is the case for the terminal
methyl carbons [in the case of exo/endo-Me-norbornane,
the C(2)—H(exo) bond also contributes to some extent],
whereas for methylene carbons, besides the C—C bond
only the C(�)—H bonds and not those attached to
adjacent carbon atoms contribute significantly.


The sum of these C(�)—C and C(�)—H contributions
to the �-carbon chemical shieldings corresponds to the
chemical shift difference between the two conformations
even though all other bonds of the molecule contribute
likewise (but, obviously, compensate each other). The
C(�)—C bond lengthens, while the corresponding
C(�)—H bonds are shortened (cf. Table 2) in order to
avoid steric strain. Even though the magnitudes of varia-
tions in bond lengths of the various �-fragments are
different, this effect is generally observed. Thus, the
NCS analysis is in line with the �-effect leading to
shielding when steric hindrance in the �-fragments in-


creases. Similar considerations apply to changes in bond
angles: cyclohexanes [C(2)—C(3)—H(ax) increases by
0.8� in 1(ax) with respect to 1(eq)]; norbornanes [compar-
ing 2a and 2b, both C(6)—C(7)—H(7syn) and C(1)—
C(6)—C(7) bond angles open by 0.6� and 1.05�, respec-
tively—comparing 2b and 2c, the two C(6)—C(5)—
H(5endo) and C(1)—C(6)—C(5) bond angles are wi-
dened by 1� and 2.7�, respectively, but the two angles
C(6)—C(7)—H(7syn) and C(1)—C(6)—C(7) will be
correspondingly reduced by �0.6� and �1.75�, respec-
tively—the angles C(6)—C(7)—H(7anti) and C(1)—
C(6)—C(7) proved to be influenced only negligibly]; n-
butanes [C(3)—C(4)—C(5) increases by 4.15� when
comparing anti and gauche conformations].


d-Effects


There are two variants of the �-effect (cf. Scheme 3). In
the first case (i), the terminal atom C(1) is not shifted to
lower field significantly but by �0.7 ppm to higher field.
A high-field shift of �¼ 0.24 ppm is calculated but
arising from the C(4)—C(5) bond (2.88 ppm), slightly
compensated by a deshielding effect of two C(5)—H
bonds. However, C(4) is strongly shifted to high field (by
�4.27 ppm), due only to the C(2)—C(3) bond, respec-
tively, deshielding �C(4) by þ4.37 ppm.


It is worth pointing out that it is not the terminal
carbons in �-fragments which will be shifted to lower
field, if the 1,3-syn-axial conformation is established.
Carbons in the inner fragment are influenced but
shifted (not suprisingly) to high field by ca 4.5 ppm.
The same is true for the other inner carbon atom C-3
(��¼�14.3 ppm; cf. Table 1) but here they are


Table 1. Comparison of experimental and theoretical 13C chemical shifts of 1--3


Substance C-1 C-2 C-3 C-4 C-5 C-6 C-7 C-8


1a 33.1 (27.1)a 35.8 (29.9) 26.7 (23.2) 26.7 (22.9) 26.7 (23.2) 35.8 (29.9) 22.9 (22.2)
1b 27.7 (23.5) 32.1 (27.2) 20.8 (18.7) 27.4 (23.2) 20.8 (18.7) 32.1 (27.2) 17.5 (17.8)


�� �5.4 [�3.6]b �2.7 [�2.7] �5.9 [�4.3] þ0.7 [þ0.3] �5.9 [�4.5] �2.7 [�2.7] �5.4 [�4.4]
2a 36.3 (32.1) 29.6 (26.1) 29.6 (26.1) 36.3 (32.1) 29.6 (26.1) 29.6 (26.1) 38.3 (34.3)
2b 36.9 (32.5) 39.8 (33.8) 36.4 (30.8) 43.0 (37.2) 30.0 (27.0) 28.7 (25.3) 34.8 (31.7) 22.3 (21.3)


��(2a–b)
þ0.6 [þ0.4] þ9.8 [þ7.7] þ6.8 [þ4.7] þ6.7 [þ5.1] þ0.4 [þ0.9] �0.9 [�0.8] �3.5 [�2.6]


2c 37.7 (32.7) 38.4 (32.5) 34.0 (29.0) 41.7 (36.5) 22.1 (20.4) 30.2 (26.4) (35.7) 17.4 (17.6)
��(2b–2c)
þ0.8 [þ0.2] �1.4 [�1.3] �2.4 [�0.9] �1.3 [�0.7] �7.9 [�6.6] þ1.5 [þ1.1] [þ4.0] �4.7 [�3.7]


3a (15.6) (22.5) (31.0) (22.5) (15.6)
3b (11.5) (15.8) (23.8) (17.7) (15.8)


��(3a–b) — — — �4 to �6.6
[�3.9] [�6.7] [�7.2] [�4.8] [þ0.2]


3c (14.9) (18.2) (16.7) (18.2) (14.9)
��(3a–3c) — — — —


[�0.7] [�4.3] [�14.3] [�4.3] [�0.7]
��(3b–3c) — — þ0.2 to þ 1.2 þ2.2 to þ 4.7


[þ3.4] [þ2.4] [�7.1] [þ0.5] [�0.9]


a In parentheses: calculated � values.
b In square brackets: calculated �� values.
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Table 2. Changes in bond lengths and partitions to the chemical shielding tensor of various 13C nuclei in 1--3 (l, lengthening; s,
shortening)


�(C7) 22.22 ppm 17.78 ppm ��¼�4.44 ppm �(C3) 23.24 ppm 18.74 ppm ��¼�4.5 ppm


C(1)–C(7) �� C(2)–C(3) ��
�12.04 �8.89 þ3.15 �7.70 �6.36 þ1.34
�0.88 �1.46 �0.58 �0.76 �0.99 �0.23


C(7)–H C(3)–H(11)(ax)
�2.52 �0.73 þ1.79 �3.16 �1.54 þ1.62


0.46 0.21 �0.25 0.87 0.79 �0.08
��¼þ4.11 ppm


C(3)–H(12)(eq)
�4.36 �3.59 0.77


0.19 0.10 �0.09
��¼þ3.33 ppm


�(C7) 34.26 ppm 31.69 ppm ��¼�2.57 ppm �(C5) 27.0 ppm 20.36 ppm ��¼�6.6 ppm


C(6)–C(7) �� C(5)–C(6) ��
�9.55 �8.37 þ1.18 �9.18 �7.11 þ2.07
�0.66 �0.78 �0.12 �0.66 �1.15 �0.49
C(7)–H(7syn) C(5)–H(5endo)
�7.52 �5.97 þ1.55 �5.71 �4.17 þ1.55
0.71 0.72 þ0.01 0.61 0.61 þ0.01


��¼ 2.84 ppm C(5)–H(5exo)
�4.59 �2.54 þ2.05


0.28 0.53 þ0.25
��¼þ5.43 ppm


�(C8) 21.27 ppm 17.56 ppm ��¼�3.71 ppm


C(1)–C(8) ��
�10.84 �10.24 þ0.6
�1.51 �1.70 �0.19
C(2)–H(12)
�0.63 0.15 þ0.78
�0.09 0.01 þ0.1
C(8)–H(20)
�4.17 �1.97 þ2.2
0.30 �0.64 � 0.94
C(8)–H(22)
�1.81 �1.17 þ0.64
0.43 0.32 �0.09


��¼þ3.1 ppm


�(C1) 15.63 ppm 11.52 ppm ��¼�4.11 ppm �(C4) 22.47 ppm 17.68 ppm ��¼�4.81 ppm


C(1)–C(2) �� C(4)–C(3) ��
�10.55 �7.65 þ2.90 �10.15 �8.23 þ1.92
�1.07 �1.73 �0.66 �0.69 �1.14 �0.45


Continues
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subjected to the much stronger effects of the two sides of
the symmetrical �-1,3-diaxial fragment. Hence, as a first
result, there is no low-field shift effect at all in the �-1,3-
diaxial fragment, only strong high-field shifts in the �-
fragments involved, as is usual for a kind of system which
is strongly sterically hindered.


As for the second case (ii) (cf. Scheme 3), when
comparing gauche-pentane with gPgM-pentane (�-1,3-


diaxial fragment), the chemical shift variations seem
very familiar (cf. Table 2). The terminal atom C(1)
(��¼þ3.35 ppm) becomes deshielded. Sources are
mainly partitions of the C(1)—H bonds of this terminal
methyl group, deshielding C-1 together by �� ca 3 ppm
(in fair aggrement with the experiment). The inner
carbon atoms C(2)/C(4) are not influenced by this
conformational change [deshielding contributions of


Table 2. Continued


�(C1) 15.63 ppm 11.52 ppm ��¼�4.11 ppm �(C4) 22.47 ppm 17.68 ppm ��¼�4.81 ppm


C(1)–H(15) C(4)–H(9)
�1.05 �0.60 þ0.45 �2.69 �1.72 þ0.97
þ 0.16 þ0.03 �0.13 0.79 þ0.68 �0.11
C(1)–H(16) C(4)–H(10)
�2.44 �2.63 �0.19 �2.69 �1.72 þ0.97
�0.02 þ0.34 þ0.36 0.79 þ0.68 þ0.11


��¼þ3.19 ppm
C(1)–H(17)
�1.05 �0.60 þ0.46
þ 0.16 þ0.03 �0.13


��¼þ3.06 ppm


�(C1) 15.63 ppm 14.9 ppm ��¼�0.73 ppm �(C4) 22.47 ppm 18.20 ppm ��¼�4.27 ppm


C(1)–C(2) �� C(2)–C(3) ��
�10.55 �7.67 þ2.88 �10.15 �5.56 þ4.59
�1.07 �1.60 �0.53 �0.69 �0.91 �0.19


��¼ þ 4.37ppm
C(1)–H(15)
�1.05 �1.61 �0.56
0.16 0.0 �0.16
C(1)–H(16)
�2.44 �3.5 �1.06
�0.02 þ0.37 þ0.39
C(1)–H(17)
�1.05 �1.61 �0.56
0.16 0.00 �0.16


��¼ 0.24 ppm


�(C1) 11.52 ppm 14.87 ppm ��¼ þ 3.35 ppm


C(1)–H(15) ��
�0.60 1.61 �1.01
0.03 0.0 �0.03
C(1)–H(16)
�2.63 �3.5 �0.87
0.34 þ0.37 þ0.03
C(1)–H(17)
�0.60 �1.61 �1.01
0.03 0.00 þ0.03


��¼�2.86 ppm
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C(2)/C(3)—H bonds are balanced by shielding contribu-
tions arising from C(1)—C(2)/C(4)—C(5) bonds and the
terminal C—H and the C(2)—C(4)—H bonds, respec-
tively]. Only C(3) is significantly shifted (��¼
�7.1 ppm; cf. Table 1) to high field, reflecting the steric
strain present in this �-fragment.


The corresponding bond lengths and bond angles
behave as expected if steric strain increases: C—C bonds
become longer and C—H bonds correspondingly shorter
in order to avoid the steric strain and the C(3)—C(4)—
C(5) bond angle increases by 9.55� if anti and gPgM


conformers are compared and by 5.3� if gauche and gPgM


conformers are compared, both in precise agreement with
the enormous increase in steric strain in the �-syn-axial
fragment.


This result further supports the former finding that
there is no systematic low field �-effect in �-syn-axial
conformations. Only if gauche-pentane conformers are
compared with the corresponding gPgM conformer with
respect to changes in the 13C chemical shifts is there a
low-field shift of the terminal carbons. However, it arises
from nothing more than the comparison of two specific
conformations, and it is not certain.


Another very interesting result arises from the NCS
analysis of the 13C chemical shifts of the carbon atoms
involved in the �- and �-fragments studied. Even if in
these strongly sterically hindered fragments the 13C
chemical shifts of just about all carbon atoms involved
will be influenced, the contributions to the corresponding
chemical shieldings arise from C—C and C—H bonds
including the carbon atom studied (cf. Scheme 2). Ob-
viously, only these are changed significantly owing to the
steric hindrance in the �- and �-fragments, and are
responsible for the chemical shift changes of different
signs for �- and �-effects observed in 13C NMR spectro-
scopy. Hence, the steric hindrance within the fragment
studied is not the real source of the sign of the �- and �-
effects but their sign can be partitioned into the natural
chemical shiedings of the relevant carbon atoms studied.


Computational method


Ab initio quantum mechanical calculations were per-
formed on SGI Octane and SGI Origin 2000 workstations
using the Gaussian 98 program.19 Geometry optimization
was performed at the HF/6–31G* level of theory without
constraints.20 Shieldings were calculated using the


gauge-independent atomic orbital (GIAO) method21,22


as incorporated in Gaussian 9815 at the same level of
theory.


The NBO 5.0 program15 was utilized by linking it
directly to the Gaussian 98 program.19 The NCS–NBO
analyses partitioned quantitatively the shielding of a
particular nucleus into magnetic contributions from all
bonds and lone pairs present in the structures, the shield-
ing and deshielding contributions being divided into
Lewis and non-Lewis components.
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epoc ABSTRACT: The title compound (P) was synthesized via Pd- and Cu-catalyzed coupling reactions (Sonogashira
reaction). Two model compounds prepared by similar synthetic routes, 1,4-bis(2,20-bipyridin-50-ylethynyl)-2,5-di(2-
ethylhexyl)oxybenzene (M), and 5,50-[1-ethynyl-4-(2,20-bipyridin-50-ylethynyl)-2,5-di(2-ethylhexyl)oxybenzene]-
2,20-bipyridine (D), were included in the spectroscopic investigations for comparison. As a result of steady-state
and time-resolved absorption and fluorescence investigations in solution and in solid films, we conclude that the �-
conjugation is restricted by torsional motions of the aromatic chain segments at ordinary temperature. It comprises
about 2–3 repetition units in the S1 state as concluded from a comparison of the experimental radiative rate constant
with that calculated from the Strickler–Berg relation. It is even less in the ground state. The theoretical limit obtained
from DFT calculations is about twice as large for the ideal coplanar conformation. Whereas the �–� stacking
interaction in pure polymer films is very weak in the ground state, it is significantly stronger in the S1 state, giving rise
to excimer fluorescence. Energy migration along the polymer backbone is inefficient. Intermolecular energy migration
and transfer to embedded acceptors becomes efficient in solid films. Copyright # 2004 John Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience.
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INTRODUCTION


Conjugated polymers have recently been the focus of
considerable interest owing to their potential applications
as electroluminescent materials,1 as photoactive materi-
als for the construction of a second generation of solar
cells2 and as molecular wires3 and also because of their
large optical non-linearities.4–6 Polymers with N-hetero-
cycles in the backbone exhibit a higher oxidation poten-
tial, which makes them more stable against oxidation, an
advantage in application as electroluminescent materials.
Among these N-heterocycles, 2,2-bipyridine and 1,10-
phenanthroline are particularly important owing to their
metal chelating properties.7 Ley and co-workers reported
the first synthesis of and photophysical data for a polymer
containing 2,20-bipyridylethynylene in the backbone.8 In
preceding papers,9–11 we reported the absorption and
emission spectra of new linear and angular conjugated
polymers, oligomers and their model compounds, all of


which contain 2,20-bipyridine and diethynylenebenzene
units in their backbone. From the viewpoint of basic
rather than applied research, segmented conjugated poly-
arenes are useful objects for investigating energy migra-
tion along the polymer chain.12,13 For instance, the
antenna effect could be exploited in order to enhance
significantly the sensitivity of a fluorescent chemosen-
sor.14 In particular, fluorescent rigid rod oligomers and
their model compounds are excellent probes for studying
molecular motions in viscous media via static and kinetic
monitoring of the fluorescence anisotropy.


Understanding the photophysics as a function of the
chemical structure is one prerequisite for the chemical
design of optimized luminescent polymers for practical
application. Low molecular weight model compounds and
monodisperse oligomers are indispensible for that
purpose.15


In this paper, we report the synthesis of and photo-
physical data for a polymer and of two low molecular
weight model compounds. The model compounds consist
of one or two repetition units and are end-capped by 2,20-
bipyridin-5-yl units. For convenience we shall call them
‘monomer’ and ‘dimer’, respectively. The structures of
the compounds are shown in Scheme 1.
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EXPERIMENTAL


Synthesis


The syntheses of the ‘monomer’ and ‘dimer’ model
compounds, 1,4-bis(2,20-bipyridin-50-ylethynyl)-2,5-
di(2-ethylhexyl)oxybenzene (M) and 5,50-[1-ethynyl-
4-(2,20-bipyridin-50-ylethynyl)-2,5-di(2-ethylhexyl)oxy-
benzene]-2,20-bipyridine (D), have been described else-
where.16 Poly{2,20-bipyridine-5,50-diylethynylene[2,5-
di(2-ethylhexyl)oxy-1,4-phenylene]ethynylene} (P) was
synthesized via Pd- and Cu-catalyzed Sonogashira cou-
pling reactions. The detailed procedure and analytical
data are given in the supplementary material, available at
the epoc website at http://www.wiley.com/epoc.


Instrumentation


Molar absorptivities were determined in CHCl3 and/or
1,4-dioxane (HPLC quality; Baker) on a Perkin-Elmer


Lambda 19 UV/VIS-NIR spectrometer. Spectroscopic-
grade solvents (Uvasol; Merck) were used for all other
spectroscopic investigations. Absorption spectra were
recorded on a Lambda 16 spectrophotometer (Perkin-
Elmer). Corrected fluorescence emission and excitation
spectra were measured using an LS50B luminescence
spectrometer (Perkin-Elmer). The emission spectra pre-
sented were recorded with excitation at the longest
wavelength absorption maximum. Fluorescence excita-
tion spectra were measured at various emission wave-
lengths in order to prove the purity of the compounds.
The spectral slit widths of both the emission and excita-
tion monochromators were set to 4 nm for all measure-
ments. Low-temperature experiments recorded at 77 K
used the low-temperature accessory of the LS50B spec-
trometer and were performed with samples that had been
placed in fused synthetic silica tubes of 2 mm inner
diameter. Fluorescence quantum yields (error <�10%)
were calculated relative to quinine sulfate (purum; Fluka)
in 0.1 N H2SO4 (pro analysi; Laborchemie Apolda) used as
a standard (�f¼ 0.55).17 The absorbance at the excitation


Scheme 1
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wavelength was kept below 0.05 for the samples and the
reference. The fluorescence kinetics with sub-nanose-
cond time resolution was investigated with a CD900
time-correlating single photon counting spectrometer
(Edinburgh Instruments). The excitation source was a
hydrogen-filled nanosecond flashlamp which allowed the
variation of the excitation wavelength. The instrument
response pulse had an FWHM of 1.3 ns. Polarizers with a
vertical orientation on the excitation side and a 55�


(magic angle) orientation on the emission side were
used to avoid polarization effects. The kinetics of fluor-
escence were recorded at the emission maxima under
excitation at the longest wavelength absorption maxima.
Decay curves were accumulated until 104 counts at the
maximum with at least 103 occupied channels. The
channel width corresponded to 13 ps.


Picosecond time-resolved fluorescence polarization
measurements were performed with an apparatus con-
sisting of a frequency-doubled mode-locked titanium–
sapphire laser (100 fs, 104 MHz, 400 nm) as the
excitation source and a Hamamatsu microchannel plate
photomultiplier (MCP-PMT R3809U-50) and an SPC-
430 single photon counting board (Becker and Hickl,
Berlin, Germany) as the detecting unit. The synchroniza-
tion signal for the SPC circuit was generated by a fast
photodiode (PHD-400) exposed to a small fraction of the
excitation pulses. A 90� excitation/emission geometry
was applied. Identical monochromators (Sciencetech
9030) used for excitation and emission are part of the
optical equipment. A Glan–Tompson prism can option-
ally be inserted between the monochromators and the
sample compartment. The width (FWHM) of the instru-
ment pulse is 35 ps due to the rise time of the photo-
multiplier. Polarized fluorescence decay curves were
accumulated until 64000 counts at the maximum with
at least 3000 occupied channels (channel width 2.44 ps).
4-Dimethylamino-40-cyanostilbene (DCS) in cyclohex-
ane at 25 �C was used as a reference substance for testing
the performance. We found a lifetime of 66.4 ps, which is
in excellent agreement with the literature.18 Emission
anisotropy measurements were performed in the usual
manner as described by Lakowicz.19 The correct align-
ment of the polarizers was tested with the help of a Ludox
suspension (Grace Davison, Columbia, USA) at the
excitation wavelength of 400 nm. We found an emission
anisotropy of r¼ 0.98� 0.02 for the scattered light.


In order to calculate the fluorescence lifetime, the
LEVEL 1 (up to four exponentials) and LEVEL 2
(Distribution Analysis, Spherical Rotor) packages imple-
mented in the Edinburgh Instruments software were used.
(The analysis makes use of the iterative reconvolution
technique and the Marquardt fitting algorithm.) Plots of
weighted residuals and of the autocorrelation function
and values of reduced residuals �2 were used to judge the
quality of the fit, �2 values larger than 1.4 were not
accepted. The error of the lifetimes (single exponential)
was <50 ps and <5 ps for the CD900 and the SPC430


data, respectively. The Edinburgh Instruments software
was used to calculate the fundamental anisotropies from
the experimental time-resolved anisotropy curves.


Films were prepared by spin coating (P6204, Speciality
Coating Systems, Indianapolis, IN, USA) from chloro-
form solutions (1–3 mg ml�1) at 2000 rpm, producing
layers of about 10 nm thickness for the pure films as
estimated from their absorption.


Computations


The Gaussian 98 package20 was used for geometry
optimizations and TDDFT (time-dependent density func-
tional theory) calculations. The hybrid b3lyp/6–31þg(d)
basis set was applied. Frequency calculations confirmed
that true minima were found if not stated otherwise.


RESULTS AND DISCUSSION


Absorption and fluorescence in fluid solution


Absorption spectra. Figure 1 shows the normalized
absorption and fluorescence spectra of M, D and P in
dioxane as solvent at room temperature. Photophysical
data for M, D and P are given in Table 1 for the solvents
dioxane and chloroform.


The molar absorptivities of the longest wavelength
transition increase linearly with the number of repetition
units. The molar absorptivity of P normalized to one
repetition unit is well reproduced with the model com-
pounds M and D. These findings underline that the
repetition unit as depicted in Scheme 1 is indeed the
essential chromophore unit for the absorption at least for
solutions at room temperature. As is obvious from Fig. 1,
the wavelength of the absorption and fluorescence max-
ima of the ‘dimer’ has almost converged to the values for
the polymer. Therefore, additional synthetic effort to
prepare larger oligomers may not be justified. Instead,
we calculated transition data for a slightly larger series of
model compounds 1–4 where the index n in the formula
(Fig. 2) serves as the substance code. The TDDFT results
for the S1 S0 transitions are shown in Fig. 2. Exponen-
tial fits of the theoretical absorption wavelengths extra-
polate to 522 nm for infinite chain length.


Because of low torsional barriers for motions around the
ethynylene linkage,21 the effect of non-coplanarity was
also theoretically investigated. Figure 3 shows the tor-
sional energy profile for 2 around the central ethynylene
linkage. The two parts of the molecule were kept coplanar.
Also included is the position of the absorption maximum.
The oscillator strength parallels qualitatively the curve of
�max with f¼ 3.1 and 1.5 for 0 and 90�, respectively.


The barrier amounts to 5.8 kJ mol�1, which is signifi-
cantly larger than that obtained for tolane calculated
earlier as 3.4 kJ mol�1 [B3LYP/6–31þG(d)].21 This
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clearly demonstrates the conjugation-enhancing effect of
the alkoxy substituents (replaced here by hydroxy groups
for simplicity). The rotational barrier of 2 is about twice
the thermal energy at 164 K. This means even at this
temperature we have to take into account a distribution of
rotationally hot molecules, and in most solid solutions we
will observe a distribution of frozen non-equilibrium
geometries. The TDDFT calculations predict the con-
verged absorption wavelength at a larger number of
repetition units than suggested by the experimental
data. Torsional motion diminishes the �-electron overlap
and reduces the conjugation length, which explains the
increasing difference between the calculated and experi-
mental absorption wavelengths with increasing degrees
of rotational motions. Another consequence is the sub-
stantial bathochromic absorption shift with decreasing
temperature.


The absorption maxima of M and D at 77 K (Fig. S1,
supplementary material) are located in the red edge or
extreme red edge of of the polymer absorption at room
temperature. Therefrom, we conclude that torsional mo-
tion of aromatic units restricts conjugation to less than


Figure 2. Convergence of the absorption wavelength:
comparison between theory and experiment


Table 1. Photophysical data in dioxane and chloroform at
room temperature


Parametera Solvent M D P


�a(nm) Dioxane 389 404 412
CHCl3 390 407 420


"(M
�1 cm�1) CHCl3 52100 110000 40900b


�f(nm) Dioxane 431 445 450
CHCl3 437 452 457


�� (cm�1) Dioxane 2500 2280 2050
CHCl3 2760 2450 1930


�f Dioxane 0.90 0.93 0.77
CHCl3 0.92 0.91 0.64


� (ns) Dioxane 1.35 0.90 0.76
CHCl3 1.25 0.98 0.74


�f/� (ns�1) Dioxane 0.67 1.1 1
CHCl3 0.74 0.93 0.86


kf (SB)/(ns�1) CHCl3 0.47 1.23 0.39
knr¼ (1��f)/� (ns�1) Dioxane 0.074 0.078 0.30


CHCl3 0.064 0.092 0.48


a �a, �f Wavelengths of the absorption and fluorescence maxima, respec-
tively �, molar absorptivity; ��, Stokes shift; �f, � , fluorescence quantum
yield and lifetime, respectively; kf (SB), radiative rate determined after
Strickler and Berg; knr, non-radiative decay rate.
b Calculated for one repetition unit.


Figure 1. Normalized absorption and emission spectra of M, D and P in dioxane solution at room temperature


Figure 3. Energy profile for the rotational motion around
an ethynylene linkage and its effect on the position of the
longest wavelength absorption


202 U.-W. GRUMMT ET AL.


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 199–206







two repetition units in the S0 state of the polymer at room
temperature.


Fluorescence. At room temperature the fluorescence
maxima show a moderate Stokes shift, which decreases
with increasing chain length (cf. Fig. 1). Again, the band
positions and shapes of D and P differ weakly from each
other. The half-widths of the fluorescence bands decrease
slightly with increasing chain length, in contrast to those
of the absorption spectra. The vibrational structure is
better resolved, which confirms the assumption of a more
rigid planarized structure of the molecules in the emitting
state. On lowering the temperature the absorption and
emission spectra become mirror symmetric with a mini-
mal Stokes shift, e.g. 147 cm�1 for D at 77 K (cf. Fig. S2,
supplementary material). The emission maxima undergo
only a very small bathochromic shift upon temperature
decrease, in marked contrast to the absorption spectra.
These findings demonstrate that vibrational relaxation in
the excited state produces nearly the same mainly planar-
ized molecular geometry as is occupied on lowering the
temperature.


The fluorescence kinetics of all model compounds
measured under magic angle conditions is singly expo-
nential and is independent of the emission wavelength.
The fluorescence kinetics of the polymers (magic angle)
shows small deviations from first-order decay only in the
long-wavelength region of the fluorescence band.


The large fluorescence quantum yields and the small
lifetimes are due to large radiative and small non-radiative
deactivation rate constants (cf. Table 1). With M and D the
radiative rates obtained from kf¼�f/� f agree well with the
kf calculated from the Strickler–Berg equation. The molar
absorptivity of P given in Table 1 was determined using
the number of repetition units. With this absorptivity, the
Strickler–Berg equation predicts a radiative rate constant
which is only 40% of the experimental value. If we
assume that both kf agree also for P, then we have to
assume an effective conjugation length of the emitting
chromophore or, in the language of solid-state physics, the
size of the exciton, of roughly 2.5 repetition units.


In contrast with the radiative deactivation, the non-
radiative deactivation is significantly enhanced from D to
P. Energy migration along the chain is expected to
contribute to non-radiative decay in that more quenching
sites become available.


Emission anisotropy and energy migration
in fluid solution


Energy migration along the polymer chain leads to
depolarization of the fluorescence if it goes along with
an alteration of the spatial orientation of the transition
moment. This cannot occur with the polymer molecules
existing as ideal linear rigid rods. We know from
frequency and molecular dynamics calculations that we
have a distribution of bent conformations in the thermal
equilibrium at ambient temperature. Hence investigations
into the stationary and time-resolved fluorescence aniso-
tropy in different solvents can deliver information on
energy migration. Stationary and fundamental anisotro-
pies rstat and r0, and rotational relaxation times �, are
given in Table 2.


The emission anisotropies for M and D obtained from
stationary, rstat, and from time-resolved, rkin, polarization
measurements are consistent with each other. The values
of rstat and � measured in dioxane and chloroform reflect
the viscosity ratio. If we calculate the rotational relaxa-
tion time from the molecular dimensions according to


� ¼ 	Vrot


kT
; Vrot ¼


4�a2b


3


then we obtain a reasonable coincidence with M if we
neglect the contribution of alkoxy substituents to Vrot


(Vrot¼ rotational volume; 	¼ viscosity; a and b¼ long
and short half-axis of the molecule, respectively). The
reason for using a2b instead of ab2 in the above equation
is discussed elsewhere.22 Neglecting the contribution of
alkoxy substituents to the rotational volume of M means
that the rotational diffusion may be interpreted as a
revolution around an axle defined by the alkoxy side


Table 2. Rotational relaxation times, stationary and fundamental anisotropies


M D P


Parameter Dioxane CHCl3 Dioxane CHCl3 Dioxane CHCl3


�exp 0.65 0.32 2.5 1.3 5–6 9.4
(ns)a


�calcd 0.52 0.24 1.44 0.65 128
(ns)b


r0(kin)a 0.39 0.35 0.40 0.374 0.33–0.39
rstat


c 0.11 0.069 0.25 0.19 0.27 0.24–0.19
rkin


d 0.127 0.069 0.29 0.22 0.29–0.35


a From TSCP measurements.
b �calcd¼ 	V/kT; V¼ 4/3�a2b.
c rstat¼ (IVV� IVH)/(IVVþ 2IVH).
d rkin¼ r0(kin)/(1þ � /�exp).
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groups. With D, however, the alkoxy substituents do
contribute to the rotational volume, which results in an
increased rotational relaxation time. The mechanism of
depolarization is a rotation around an axle perpendicular
to the long molecular axis for both M and D. This has to
be concluded consistently from the stationary and time-
resolved measurements in different solvents and the
calculated rotational volumes. The fundamental aniso-
tropy r0 is 0.39 and 0.40, respectively. That means that
the transition moments for absorption and fluorescence
are collinear.


For P in dioxane, a rotational relaxation time of 128 ns
is calculated from the molecular volume, the axial ratio
(a/b¼ 26.3) and the solvent viscosity according to the
equation given above. Hence the depolarization should be
ineffective during the fluorescence liftime of 0.76 ns
[rstat¼ r0/(1þ 0.76 ns/128 ns)¼ 0.99 r0]. However, we
find experimentally a rotational relaxation time of 5–
6 ns and a stationary emission anisotropy of rstat¼ 0.27,
which is significantly smaller than 0.99 r0¼ 0.398. This
means that there must exist another faster depolarization
mechanism which is not caused by rotational diffusion of
the molecule as a whole. The only reasonable explanation
is energy transfer between adjacent chromophores along
a bent polymer backbone.


Molecular dynamics calculations, e.g. with an octamer,
and emission anisotropies derived therefrom assuming
distinct migration distances give evidence that energy
migration is restricted to the next-neighbouring chromo-
phore units. Details will be presented in a forthcoming
paper.


The anisotropy decay curve for P does not extrapolate
to r0¼ 0.4 whereas those for M and D do (Fig. S3,
supplementary material). This and the limiting anisotro-
pies obtained from Perrin plots give further evidence of a
rapid depolarization mechanism not primarily governed
by rotational diffusion.


Another proof of the inefficiency of energy migration
along the polymer backbone comes from fluorescence
quenching experiments with Fe(II), Cu(II) and Ru(II)
(Fig. S4, supplementary material). The quenching con-
stants (static quenching) obtained from Stern–Volmer
plots for P were never found to be larger than twice the
value for M. This is in marked contrast to the results of
Swager and co-workers,13,14 who demonstrated energy
migration over about 50 repetition units of a crown ether-
substituted polyphenylenethynylene with the help of
fluorescence quenching experiments using paraquat as
an electron acceptor.


Absorption, fluorescence and energy transfer
in solid films


M, D and P form transparent glassy films. Whereas films
of M crystallize within a few hours after preparation, the
polymer films remain glassy for months. In comparison
with the solution spectra, the absorption maxima in films


are red shifted and display a shoulder or a second less
intense absorption peak in the red wing of the long-
wavelength band (Fig. S5, supplementary material).
These long-wavelength peaks correspond to those of
the solution at low temperatures. Temperature reduction
not only gradually reduces torsional motion but also
favours aggregation, which mutually requires planariza-
tions. Also �–� stacking interaction may give rise to a
bathochromic shift. In the crystal M shows a card-pack
stacking with an unusually large intermolecular distance
of 614 pm (H. Görls, personal communication, 2002). If
aggregates in solution exhibit a similiar geometry to the
molecular stack in the crystal, then one should expect
from exciton theory a hypsochromically shifted absorp-
tion maximum (H-aggregate) and a vanishing fluores-
cence quantum yield. The longest wavelength absorption
peaks of dissolved M at 77 K and of crystalline M at
room temperature coincide. Although comparatively
weak, the fluorescence is also observable in the film.
Hence we conclude that the �–� interaction is small in the
ground state and the temperature effect on the spectra is
mainly due to the freezing of torsional motion. The
molecular packing in the solid state has a similar effect
to temperature reduction in that it favours more and larger
more planarized species or chain segments giving rise to
longer wavelength absorption peaks Theory also predicts
the weakness of the �–� interaction. DFT calculations
with an aggregate of two molecules of 1 (X¼ bipy) using
the geometry from the crystal structure predict an attract-
ing interaction of 0.6 kJ mol�1. RHF calculations with the
aug-cc-pVDZ basis set predict a repulsive interaction of
1 kJ mol�1.


The fluorescence properties change more than the
absorption features when comparing the solution with
the film. Apart from being red shifted, the fluorescence
spectra are broadened and less structured. The fluores-
cence intensity is strongly diminuished by roughly two
orders of magnitude. The fluorescence kinetics are no
longer singly exponential and they slow with increasing
detection wavelength (Fig. S6, supplementary material).
The decay is faster in the short-wavelength region and
slower in the long-wavelength region of the emission
band in comparison with the (wavelength-independent)
decay in solutions. We have to conclude from the close
similarity of the decay curves for M and P that the same
type of intermolecular interaction is responsible for the
slowing with increasing wavelength.


Obviously, in the films of M, D and P more than one
different emitting species exist. The species emitting in
the short-wavelength region undergo additional deactiva-
tion in comparison with the solution, which is again faster
for the polymer than for the model compounds. However,
in the long-wavelength region the decay is dominated by
species with longer lifetimes which are nearly the same
for M and P.


We are led to suppose from distribution analyses of the
emission kinetics (cf. Fig. S7, supplementary material)
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that the fluorescence behaviour in the glassy film is not
determined by distinct species or aggregates. The experi-
mental data indicate that in films different emitting chro-
mophores exist in a more or less broad distribution which
undergo very effective radiationless deactivation. This
should be due to the enhanced internal conversion in the
aggregates itself and/or intermolecular energy transfer in
connection with quenching sites. From the mutual orienta-
tion of two M molecules in the crystal and from the
spectral data, we calculate the energy transfer rate along
the stacking direction according to the Foerster mechan-
ism as 2.2� 1014 s�1. Even between adjacent stacks the
rate is as high as 1.7� 1012 s�1. We may safely expect
similar transfer rates at least for crystalline domains of the
neat polymer.


In order to investigate the role of energy transfer in the
quenching process, rhodamine B octadecyl ester (RhBE)
was used as an additional energy acceptor for sensitiza-
tion experiments with P as the donor. This dye shows
good spectral overlap of its absorption with the fluores-
cence of P. Furthermore, the absorption spectra of the
donor and the acceptor are well separated to allow
selective excitation of either compound (Fig. S8, supple-
mentary material). The absorption spectrum of the mix-
ture is a linear superposition of both components, hence
there is essentially no interaction in the ground state. No
fluorescence is detectable with the P film when exciting
in the RhBE absorption region, nor is any excitation
intensity measurable in the region of the rhodamine
absorption when taking the fluorescence from the
RhBE emission region. Neat films of RhBE show fully
matching absorption and excitation spectra with no hints
of impurities or aggregation. Excitation in the region of
the donor absorptions yields a negligibly small emission
signal. The fluorescence spectra of the film containing
both P and RhBE (Fig. S9, supplementary material) give
strong evidence of an energy transfer from P to RhBE.
Excitation of the polymer results in a decrease in the
polymer fluorescence together with a marked increase in
the acceptor fluorescence. In particular, the significantly
lower directly excited rhodamine fluorescence in com-
parison with the more intense fluorescence observed upon
irradiation into the polymer absorption proves the energy
transfer. The same conclusion can be drawn from the
excitation spectra. The excitation spectrum of the rhoda-
mine fluorescence is significantly more intense in the
region of the polymer absorption than in the region of the
RhBE absorption.


The mean fluorescence lifetime of P is shortened from
0.83 to 0.47 ns. This gives evidence of a non-trivial
energy transfer, although the lifetimes are somewhat
uncertain because of low count rates. Whether intermedi-
ate energy migration along several donor molecules is
involved in the energy transfer from P to RhBE requires
further investigation.


In order to study the influence of intermolecular inter-
action on the spectral properties in more detail, we have


additionally investigated pure films of P and series of
solid solutions of P in poly(vinyl butyral) (PVBu) with
varying mass ratio (Fig. 4). The absorption spectra of spin
cast films characterized by a maximum at 455 nm and a
broad band between 440 and 390 nm do not show any
systematic variation with the polymer concentration. This
means that aggregation and �–� stacking interaction do
not cause spectroscopically significant effects in the
ground state. The bathochromic absorption shift with
respect to the solution is essentially due to restricted
rotation and a more extended coplanar conformation of
chain segments. This conclusion is confirmed by the
close similiarity of absorption recorded at 77 K in
methylcyclohexane–cumene with the room temperature
absorption of the film.


In marked contrast to the absorption spectra, the
fluorescence spectra of the films depend significantly on
the P concentration. The overall fluorescence quantum
yield of P is highest at the lowest concentration (P :PVBu
1 : 19) and decreases systematically by roughly two
orders of magnitude for the pure P film. The band shape
varies also systematically with increasing P concentra-
tion in that the broad long wavelength emission increases
at the expence of the narrow emission band at 470 nm.
The emission spectrum of P in PVBu solution at highest
dilution differs from that in fluid solution by a bath-
ochromic shift of 11 nm of the maximum. The changes of
the emission spectra as a function of P concentration are
comparatively more pronounced. These observations also
rule out that the concentration invariance of the absorp-
tion spectra might be due to a phase segregation of the
polymer mixture.


Obviously, there are two emitting types of species, (i)
non-interacting polymer backbone chromophores which
essentially determine the character of the solution spec-
trum and (ii) an excimer-like species which gives rise to
the broad long-wavelength emission. The intensity
increase of the excimer emission with increasing con-
centration of P becomes particularly evident from the
difference spectra (not shown) obtained by subtracting


Figure 4. Emission spectra from a series of films of P in
PVBu in comparison with pure P
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the emission spectra of the sample with the lowest
concentration from all other ones after normalizing all
spectra to unity at 470 nm. The emission spectra are
independent of the excitation wavelength and the excita-
tion spectra do not depend on the emission wavelength,
which means that both emissions originate from the same
absorbing species in accord with the excimer hypothesis.


CONCLUSIONS


Poly{2,20-bipyridine-5,50-diylethynylene[2,5-di(2-ethyl-
hexyl)oxy-1,4-phenylene]ethynylene} and its ‘monomer’
and ‘dimer’ model compounds are highly fluorescent in
solution. The excitation energy in the S1 state of the
polymer is delocalized over not more than about 2–3
repetition units. Torsional motion of aromatic chain con-
stituents prevent a larger conjugation length, which is
predicted from theory to be roughly twice as large. Tem-
perature reduction produces essentially the same molecular
coplanar chain segments in the ground state as vibrational
relaxation in the excited state. Intermolecular�–� stacking
interaction is negligibly small in the ground state both in
solution and in solid films. Planarization of larger chain
segments due to temperature reduction or to the molecular
packing in the solid state allow the formation of excimer
species upon excitation. Energy migration along the poly-
mer backbone is inefficient. Intermolecular excitation en-
ergy transfer, however, is efficient. This explains the
reduction of the fluorescence quantum yield with the
polymer in solid films. In spite of the short excited state
lifetime of the polymer, it can efficiently sensitize an
embedded rhodamine dye. Hence, among others, this
type of polymer deserves further consideration as antenna
chromophores for solar energy conversion.
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ABSTRACT: The kinetics of the gas-phase elimination of several 2-substituted primary, secondary and tertiary
hydroxy groups in nitroalkanes were determined in a static reaction system over the temperature range 220–400 �C
and pressure range of 29–235 Torr. The reactions, in seasoned vessels, are homogeneous and unimolecular and obey a
first-order rate law. The presence of secondary and tertiary hydroxy substituent at the 2-position of the nitro group in
nitroalkanes leads to a retro-aldol type of decomposition. The mechanism may be rationalized in terms of a six-
membered cyclic transition state to give the corresponding aldehyde or ketone and the nitroalkane, respectively.
However, some of the primary 2-hydroxy groups in nitroalkanes undergo a dehydration process with very limited
isomerization to the corresponding alkyl nitrate. The mechanism of dehydration is believed to proceed through a six-
membered rather than the already reported four-membered cyclic transition state to give the nitroalkene and water. In
the case of the primary hydroxy substituent in 2-methyl-2-nitro-1-pentanol, the products of elimination are HNO2 gas
and 3-hydroxy-2-methyl-1-propene. This reaction is rationalized in terms of a four-membered cyclic transition state
type of mechanism. The kinetic and thermodynamic parameters of the hydroxynitroalkane substrates are presented
and discussed. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: gas-phase kinetics; eliminations; pyrolyses; 2-hydroxynitroalkanes


INTRODUCTION


Previous investigations on the gas-phase elimination of dif-
ferent series of primary, secondary and tertiary 2-hydroxy
compounds have been reported as follows: 2-hydroxyalk-
enes,1–6 2-hydroxyacetylenes,7,8 2-hydroxy esters,2,9–13


2-hydroxy ketones,4,9,14–17 2-hydroxynitriles18,19 and 2-
hydroxyalkylbenzenes20 [reactions (1)–(6)]. From experi-
mental kinetic data and some theoretical studies of these
substrates, a six-membered cyclic transition state type of
mechanism was suggested as depicted in reaction (7).


ð1Þ


ð2Þ


ð3Þ


ð4Þ


ð5Þ


ð6Þ


ð7Þ
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The C�—C� bond is believed to be polarized
C��
� . . .C�þ


� in the reaction trasition state. The decom-
position rates increase from primary to tertiary C� con-
sistent with stabilization of the �þ charge.


August et al.4 were able to demonstrate, by comparing
different series of primary, secondary and tertiary 2-
hydroxy compounds, mainly 2-hydroxy ketones, 2-hy-
droxy esters and 2-hydroxyalkenes, that the higher the
nucleophilicity of the main group the faster is the rate of
elimination. In other words, the C——O bond is a better
nucleophile than the C——CH2 bond, which accounts for
the difference in reactivity in the order keto-
nes> esters> alkenes. Among the types of compounds
containing 2-substituted hydroxy groups as described in
reactions (1)–(6), it seemed of interest to determine the
gas-phase elimination kinetics of several primary, sec-
ondary and tertiary 2-hydroxynitroalkanes and to con-
sider their mechanisms.


RESULTS AND DISCUSSION


Primary 2-hydroxy substituent


2-Nitroethanol. According to the elimination products
of 2-nitroethanol described in reaction (8), the final
pressure, Pf, should be approximately twice the initial
pressure, P0, i.e. Pf¼ 2P0.


ð8Þ


The average experimental Pf/P0 at several different
temperatures and after 10 half-lives is 2.2 (Table 1). The
small departure from stoichiometry was due to the for-
mation of trace amounts of unidentified reaction pro-
ducts. HOCH2CH2NO2 also yields a small amount of the
isomer CH3CH2ONO2. However, the stochiometry of
reaction (8), up to 50% reaction, was confirmed by
comparing the percentage decomposition of the substrate
from pressure measurements with that obtained by chro-
matographic analysis of nitroethene formation (Table 2).


The homogeneity of this elimination was examined by
using a packed reaction vessel with a surface-to-volume
ratio six times greater than that of the unpacked vessel
(Table 3). The rates were unaffected by the packed and
unpacked seasoned vessels, whereas a significant hetero-
geneous effect was obtained with the packed and un-
packed clean Pyrex vessels. The effect of the free radical
inhibitor toluene is shown in Table 4. No induction period
was observed. The rates are reproducible with a standard
deviation not greater than 5% at a given temperature.


The first-order rate coefficient of nitroethanol calcu-
lated from k1¼ (2.303/t)log[P0/(2P0 –Pt)] was indepen-
dent of their initial pressures (Table 5). A plot of log[P0/
(2P0�Pt)] against time t gave a good straight line up to
50% reaction. The variation of the rate coefficients with
temperature and the corresponding Arrhenius equation is
given in Table 6 (95% confidence limits from a least-
squares procedure).


2-Nitro-1-propanol
The elimination products of 2-nitro-1-propanol described
in reaction (9) require approximately a twofold increase


Table 1. Ratio of final (Pf) to initial pressure (P0)


Substrate Temperature ( �C) P0 (Torr)a Pf (Torr)a Pf/P0 Average


2-Nitroethanol 303.2 65 127 2.0 2.2
314.0 70 157 2.2
320.5 106 239.5 2.3
329.5 65 162 2.5


2-Nitro-1-propanol 270.0 98 192.5 2.0 2.1
280.2 110 214 2.0
290.3 111.5 228.5 2.1
298.5 59.5 124 2.1


2-Methyl-2-nitro-1-propanol 260.4 49.5 103 2.1 2.3
270.2 40 91 2.3
279.3 61.5 150 2.4


3-Nitro-2-butanol 240.2 92.5 159.5 1.9 1.9
250.4 98 186 1.9
260.5 110 210.5 1.9
270.3 68 134 2.0


3-Nitro-2-pentanol 360.5 183 368 2.0 2.0
370.8 155 304 2.0
380.7 84 165 2.0
400.8 198 386 2.0


2-Hydroxy-2-methylnitropropane 245.6 55 101.5 1.9 1.9
255.5 70 133.5 1.9
264.8 82 155 1.9
270.0 72 138 1.9


a 1 Torr¼ 133.3 Pa.
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in the final pressure, Pf, i.e. Pf/P0¼ 2.0. The actual
experimental results for Pf/P0 at four different tempera-
tures and 10 half-lives is 2.1 (Table 1). Although 2-
nitropropanol produces small amounts of the isomer
propyl nitrate, the stoichiometry of reaction (9), up to
70% decomposition, was confirmed by comparing the
pressure measurements with the quantitative chromato-
graphic analyses of 2-nitropropene (Table 2).


ð9Þ


The effect of the surface area on the rate of elimination
was tested by carrying out several runs in a vessel with a
surface-to-volume ratio of 6.0 relative to that of the
normal vessel, which is equal to 1.0 (Table 3). Packed
and unpacked Pyrex vessels seasoned with allyl bromide
showed no effect on rates. However, the packed and
unpacked clean Pyrex vessels had a marked heteroge-
neous effect on the rate coefficients of 2-nitro-1-propanol.


The addition of different proportions of the free radical
inhibitor toluene (Table 4) showed no effect on rates. No
induction period was observed. The rate coefficients were
reproducible with a relative standard deviation of 5% at
any given temperature.


The rate coefficient also calculated from k1¼ (2.303/
t)log[P0/(2P0 –Pt)] was invariable with respect to of their
initial pressures (Table 5). On plotting log[P0/(2P0 –Pt)]
against time t, a good straight line, up to 70% reaction,
was obtained. The temperature dependence of the rate
coefficients is given in Table 6. The data were fitted to the
Arrhenius equation shown where 90% confidence limits
from a least-squares procedure are given.


2-Methyl-2-nitro-1-propanol
The unimolecular elimination of this substrate, in a
seasoned reaction vessel and in the presence of the free
radical suppressor toluene, proceeds according to reac-
tion (10). The stoichiometry demands Pf/P0¼ 2.0. The
average Pf/P0 at three different temperatures and 10 half-
lives was 2.3. The departure from the theoretical stoi-
chiometry increases with increase in temperature. The
variation was due to the formation of trace amounts of
nitropopane, isobutyl nitrite, isobutyl nitrate, 1-hydroxy-
2-methyl-1-propene, 1-hydroxy-2-methyl-2-propene and
isobutyraldehyde. However, it was possible to check the
stoichiometry of reaction (10), up to 50% reaction, by
comparing the pressure measurements with quantitative


Table 2. Stoichiometry of the elimination reaction


Substrate Temperature ( �C) Parameter Value


2-Nitroethanol 303.2 Time (min) 5 10 14 18
Reaction (%) (pressure) 23.7 30.2 41.5 51.6
Nitroethene (%) (GLC) 26.3 30.1 38.7 48.5


2-Nitro-1-propanol 270.0 Time (min) 5 10 15 20 30
Reaction (%) (pressure) 16.9 30.6 43.1 52.8 66.3
2-Nitropropene (%) (GLC) 19.8 34.0 47.0 53.9 63.7


2-Methyl-2-nitro-1-propanol 235.7 Time (min) 5 10 15 18
Reaction (%) (pressure) 20.1 37.0 51.5 57.1
3-Hydroxy-2-methyl-1-propene (%) (GLC) 21.6 39.3 52.8 60.1


3-Nitro-2-butanol 260.5 Time (min) 3 4.5 7 10 14
Reaction (%) (pressure) 17.8 30.7 41.8 50.5 62.8
Nitroethane (%) (GLC) 19.6 31.4 39.4 53.3 65.7


3-Nitro-2-pentanol 380.7 Time (min) 1 3.5 7 15
Reaction (%) (pressure) 25.0 34.9 55.1 74.5
3-Nitropropane (%) (GLC) 21.2 30.0 55.4 76.5


2-Hydroxy-2-methylnitropropane 235.7 Time (min) 10 15 20 25 30
Reaction (%) (pressure) 25.3 36.1 42.6 51.4 56.8
Acetone (%) (GLC) 23.2 34.2 40.9 49.8 53.8


Table 3. Homogeneity of the elimination reaction


Substrate S/V 104 k1 104 k1


(cm�1)a (s�1)b (s�1)c


2-Nitroethanol at 303.2 �C 1 21.61 5.96
6 21.20 6.07


2-Nitro-1-propanol at 270.0 �C 1 22.41d 6.15
6 26.16d 6.31


2-Methyl-2-nitro-1-propanol 1 14.53 7.79
at 270.0 �C


6 23.13 8.25
3-Nitro-2-butanol at 260.5 �C 1 15.02 12.85


6 41.13 13.23
3-Nitro-2-pentanol at 381.0 �C 1 6.03 5.60


6 11.92 5.87
2-Hydroxy-2-methylnitropropane 1 18.64 4.26
at 235.7 �C


6 19.26 4.10


a S¼ surface area; V¼ volume.
b Clean Pyrex vessel.
c Vessel seasoned with the products decomposition of allyl bromide (420–
450 �C).
d Average k values.
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chromatographic analysis of the main product 3-hydroxy-
2-methyl-1-propene (Table 2). The homogeneity of this
pyrolytic elimination was examined using a reaction
vessel with different surface-to-volume ratios, i.e. the
packed vessel had a 6.0 times greater surface-to-volume
ratio than the unpacked vessel (Table 3). The packed and
unpacked clean Pyrex vessels resulted in a marked
heterogeneous effect. The packed seasoned vessel
showed a very small surface effect. This substrate was
always pyrolyzed in the unpacked seasoned Pyrex vessel.
The elimination of this nitro alcohol substrate was not


affected by the presence of different proportions of the
free radical inhibitor toluene (Table 4). No induction
period was observed. The k values are reproducible
with a relative standard deviation not greater than 5%
at a given temperature.


ð10Þ


Table 4. Effect of the free radical chain inhibitor on rates


Substrate Temperature ( �C) Ps
a (Torr) Pi


b (Torr) Pi/Ps 104 k1 (s�1)


2-Nitroethanol 314.0 88.5 — — 6.25c


96 53.5 0.6 9.64
70 87 1.2 9.61
71.5 244 3.4 9.36


2-Nitro-1-propanol 290.3 85 — — 24.10
195 84 0.4 23.75
126 123.5 0.9 23.55
111.5 185 1.7 23.73


73 199.5 2.5 23.52
2-Methyl-2-nitro-1-propanol 270.2 72 — — 7.12


53 64.5 1.2 7.62
45.5 113 2.5 7.79
40 121 3.0 7.72
38 133 3.5 7.80


3-Nitro-2-butanol 260.5 103 — — 12.55
128 62.5 0.5 12.68


90.5 82.5 0.9 12.78
93.5 138.5 1.5 12.47
71.5 163.5 2.4 12.90


3-Nitro-2-pentanol 380.5 235 — — 6.10
84 134 0.6 5.51


160 168 1.1 5.08
63 182 2.9 5.25


2-Hydroxy-2-methylnitropropane 245.6 94 — — 7.47
101 59 0.6 7.56


61 79.5 1.3 7.67
64.5 112 1.7 7.51


a Ps¼ pressure of substrate.
b Pi¼ pressure of free radical inhibitor.
c Average k value.


Table 5. Invariability of the rate coefficients from initial pressure


Substrate Temperature ( �C) Parameter Value


2-Nitroethanol 320.5 P0 (Torr) 40 66 92 106
104k1 (s�1) 14.00 14.06 14.32 14.36


2-Nitro-1-propanol 290.3 P0 (Torr) 73 87 111 126 195
104k1 (s�1) 23.52 23.23 23.41 23.55 23.75


2-Methyl-2-nitro-1-propanol 260.4 P0 (Torr) 29 49 54.5 66 97
104k1 (s�1) 4.34 4.38 4.16 4.17 4.16


3-Nitro-2-butanol 260.5 P0 (Torr) 44.5 71.5 103 128 150
104k1 (s�1) 12.15 12.90 12.55 12.68 12.56


3-Nitro-2-pentanol 380.5 P0 (Torr) 84 157 182 210 235
104k1 (s�1) 5.51 5.15 5.07 5.70 5.60


2-Hydroxy-2-methylnitropropane 270.0 P0 (Torr) 66.5 74 89.5 105
104k1 (s�1) 31.81 31.73 31.40 31.65
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The rate coefficients, in seasoned vessel, from
k1¼ (2.303/t)log[P0/(2P0�Pt)] were found to be inde-
pendent of the initial pressure of the substrate (Table 5),
and the first-order plots of log[P0/(2P0�Pt)] versus time t
are satisfactorily linear up to 50% reaction (Table 5). The
temperature dependence of the rate coefficients and the
corresponding Arrhenius equation is described in Table 6
(90% confidence levels with a least-squares method).


Secondary 2-hydroxy substituent


3-Nitro-2-butanol. The experimental stoichiometry for
the elimination of 3-nitro-2-butanol in the gas phase
[reaction (11)] is Pf¼ 2P0. The average Pf/P0 at four
different temperatures and 10 half-lives was 1.9. The
small departure from the theoretical stoichiometry was
due to the very slight polymerization of acetaldehyde.
Further verification of the stoichiometry of reaction (11)
was possible by comparing, up to 70% decomposition,
the measurements of pressure increase with the quantita-
tive analysis of nitroethane formation (Table 2).


ð11Þ


The homogeneity of this elimination was investigated
by using a packed reaction vessel with a surface-to-
volume ratio six times greater than that of the unpacked
reaction vessel (Table 3). The rate coefficients are very
similar in the packed and unpacked vessels seasoned with
allyl bromide. However, the packed and unpacked clean
Pyrex vessels showed a marked effect on the rates.


The process of elimination of this substrate was not
affected by the presence of different proportions of a free
radical inhibitor such as toluene (Table 4). No induction


period was detected. The rate coefficients are reproduci-
ble with a relative standard deviation not greater than 5%
at a given temperature.


The rate coefficients of decomposition of 3-nitro-
1-butanol were calculated from k1¼ (2.303/t)log[P0/
(2P0�Pt)] and were found to be independent of the
initial pressure (Table 5). A plot of log[P0/(2P0�Pt)]
against time t gave a good straight line up to 70%
reaction. The variation of the rate coefficients with
temperature and the corresponding Arrhenius equation
are given in Table 6 (90% confidence limits from a least-
squares procedure).


3-Nitro-2-pentanol. The elimination reaction of this
substrate, in a seasoned vessel and in the presence of a
free radical inhibitor [reaction (12)] implies Pf/P0¼ 2.0.
The average experimental Pf/P0 value measured after 10
half-lives and at four different temperatures was 2.0
(Table 1). A further verification of the stoichiometry of
reaction (12), up to 75% decomposition, is that the
quantitative chromatographic analysis of nitropropane
formation corresponds to the pressure increase (Table 2).


ð12Þ


To examine the effect of surface area on the rates,
several runs in the presence of toluene inhibitor were
performed in a vessel with a surface-to-volume ratio
six times greater than that of the normal vessel
(Table 3). The packed clean Pyrex vessel resulted in a
significant heterogeneous effect. This nitropentanol sub-
strate was always pyrolyzed in seasoned vessel and in the
presence of at least a twofold excess of the free radical
inhibitor toluene (Table 4). No induction period was
observed and the rates were reproducible with a relative


Table 6. Variation of the rate coefficients with temperature


Substrate Parameter Value


2-Nitroethanol Temperature ( �C) 291.2 296.2 303.2 314.0 320.5 329.5
104 k1 (s�1) 2.68 3.37 5.96 9.56 14.28 22.91
Rate equation log k1 (s�1)¼ (11.14� 0.48) – (158.9� 5.3) kJ mol�1 (2.303 RT)�1, r¼ 0.9978


2-Nitro-1-propanol Temperature ( �C) 248.2 259.8 270.0 280.2 290.3 298.7
104 k1 (s�1) 1.44 3.16 6.15 13.24 23.41 37.75
Rate equation log k1 (s�1)¼ (12.40� 0.47) – (162.1� 5.0) kJ mol�1 (2.303 RT)�1, r¼ 0.9995


2-Methyl-2-nitro-1- Temperature ( �C) 239.4 249.5 260.4 270.2 279.3
propanol 104 k1 (s�1) 1.01 2.04 4.24 7.79 13.61


Rate equation log k1 (s�1)¼ (11.64� 0.06) – (153.4� 0.6) kJ mol�1 (2.303 RT)�1, r¼ 0.9998
3-Nitro-2-butanol Temperature ( �C) 220.4 230.9 240.2 250.4 260.5 270.3


104 k1 (s�1) 0.86 1.70 3.55 7.00 12.85 24.52
Rate equation log k1 (s�1)¼ (11.84� 0.21) – (150.4� 2.1) kJ mol�1 (2.303 RT)�1, r¼ 0.9996


3-Nitro-2-pentanol Temperature ( �C) 340.7 351.1 360.7 370.8 380.8 391.0 400.8
104k1 (s�1) 0.50 0.90 1.62 2.91 5.24 9.44 17.37
Rate equation log k1 (s�1)¼ (12.93� 0.24) – (202.8� 3.0) kJ mol�1 (2.303 RT)�1, r¼ 0.9995


2-Hydroxy-2- Temperature ( �C) 225.7 230.4 235.7 245.6 255.5 264.8 270.0
methylnitropropane 104k1 (s�1) 1.79 2.43 4.26 7.55 14.25 24.92 31.81


Rate equation log k1 (s�1)¼ (11.66� 0.40) – (146.9� 4.0) kJ mol�1 (2.303 RT)�1, r¼ 0.9981
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standard deviation not greater than 5% at a given tem-
perature.


The first-order rate coefficient of this substrate calcu-
lated from k1¼ (2.303/t)log[P0/2(2P0�Pt)] was inde-
pendent of the initial pressure (Table 5). A plot of
log[P0/(2P0�Pt)] against time t gave a good straight
line up to 75% decomposition. The temperature depen-
dence of the rate coefficients together with the corre-
sponding Arrhenius equation are given in Table 6 (90%
confidence limits from a least-squares method).


Tertiary 2-hydroxy substituent


2-Hydroxy-2-methylnitropropane. The product for-
mation of this nitro alcohol is described in reaction (13).
The stoichiometry requires that, for long reaction time, Pf/
P0¼ 2.0. The average experimental Pf/P0 values at four
different temperatures and 10 half-lives was 1.9 (Table 1).
Further verification of the above stoichiometry, up to 50%
reaction, was possible by comparing the percentage
decomposition of the substrate from pressure measure-
ments with that obtained from the quantitative chromato-
graphic analyses of the product acetone (Table 2).


ð13Þ


The homogeneity of this pyrolytic elimination was
examined in a vessel with a surface-to-volume ratio six
times greater than that of the normal vessel (Table 3). The
rates of formation of acetone and/or nitromethane were
unaffected in seasoned packed and unpacked Pyrex
vessels. However, clean packed and unpacked Pyrex
vessels showed a significant effect on the rates. The effect
of different proportions of the free radical inhibitor
toluene on the elimination reaction is given in Table 4.
No induction period was observed. The rate coefficients
were reproducible with a standard deviation not greater
than 5% at a given temperature.


The rate coefficients estimated from k1¼ (2.303/
t)log[P0/(2P0�Pt)] were invariant with respect to their
initial pressure (Table 5). On plotting log[P0/(2P0�Pt)]


versus time t, a good straight line, up to 50% decomposi-
tion, was obtained. The variation of the rate coefficients
with temperatures is shown in Table 6. The experimental
data were fitted to the Arrhenius equation (Table 6),
where 90% confidence limits from a least-squares proce-
dure are given.


ð14Þ


The experimental results and the data specified in
Table 7 require careful analyses for mechanistic interpret-
ations. In the case of the substrates with primary
2-substituted hydroxy groups, as in 2-nitroethanol and
2-nitro-1-propanol, the likely process for nitrate forma-
tion is an abstraction of the H of the OH by the oxygen of
the NO2 group as shown in reaction (14A). This process
of isomerization was found to be extremely rapid and a
kinetic determination was not possible. However, the
main elimination product is the dehydration reactions
(8) and (9). Because of the low-temperature pyrolysis
work on primary nitro alcohols and the values of log
A¼ 11.28 and 12.40 (Table 7) of these substrates, the
water elimination through a four-membered cyclic state
transition state type of mechanism [reaction (14C)]
appears to be unlikely. Moreover, primary aliphatic
alcohols with a C�—H bond are difficult to dehydrate


Table 7. Kinetic and thermodynamic parameters for pyrolysis of the 2-hydroxynitroalkanes at 280 �C


Z k1� 104 Ea Log A �S 6¼ �H 6¼ �G 6¼


(s�1) (kJ mol�1) (s�1) (J mol�1K�1) (kJ mol�1) (kJ mol�1)


HOCH2CH2NO2 1.35 158.9� 5.3 11.14� 0.48 �45.0 154.3 179.2
HOCH2CH(CH3)NO2 12.30 162.1� 5.0 12.40� 0.47 �20.9 157.5 169.1
HOCH2C(CH3)2NO2 14.13 153.4� 0.6 11.64� 0.06 �35.5 148.8 168.4
CH3CH(OH)CH(NO2)CH3 42.66 150.4� 2.1 11.84� 0.21 �31.6 145.8 163.3
CH3CH(OH)CH(NO2)CH2CH3 0.006 202.8� 3.0 12.93� 0.24 �10.8 198.2 204.2
(CH3)2C(OH)CH2NO2 60.26 146.9� 4.0 11.66� 0.40 �35.1 142.3 161.7
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even at temperatures higher than 500 �C, for a four-
membered cyclic transition state elimination in the gas
phase.20 Ethanol was difficult to pyrolyze, but under
maximum inhibition and at a single temperature of
525 �C gave a k value of 1.1� 10�5. However, propanol
showed a vatiation of the rate coefficient with tempera-
ture according to the following Arrhenius expression:
log k1ðs�1Þ ¼ 13:64 � 279:4 kJ mol�1 (2.303RT)�1. Com-
parison of the rate coefficents of ethanol, propanol
and 2-nitroethanol at 525 �C are given in Related Com-
parison 1.


Propanol: log k1(s�1)¼ 13.64–279.4 kJ mol�1 (2.303
RT)�1 2-Nitroethanol: log k1(s�1)¼ 11.28–160.6 kJ mol�1


(2.303 RT)�1


Etanol Propanol 2-Nitroethanol


k1 (s�1) at 525 �C 1.1� 10�5 2.3� 10�5 5.85


Related Comparison 1


The replacement of the H of ethanol by an NO2 group
cannot be a factor in increaseing the dehydration process
of the alcohol through the same mechanistic process of a
four-membered cyclic transition state with a rate as fast
as 500 000 s�1. This dramatic difference is hardly ob-
tained in gas-phase elimination reactions in the same
series of compounds. Consequently, the high dipole of the
NO2 group, as O——Nþ—O� and the proximity of the
adjacent C�—H for charge stabilization through isomer-
ization must not be overlooked. Therefore, it is not
unreasonable to believe that the mechanism of dehydra-
tion may well go through a six-membered cyclic transi-
tion state as described in reaction (14B).


The rate of dehydration of 2-nitro-1-propanol was
found to be faster than that of 2-nitroethanol (Table 7).
This marked difference apparently arises from the ab-
straction of the acidic H of the —ONOH group by OH to
form a water molecule [reaction (14B)], thus leaving the
adjacent C� atom partially positive. This positive C� atom
may then be stabilized through the electronic release of
the CH3 in the nitropropanol for augmentation in elim-
ination.


The dehydration process of the primary 2-hydroxy
compounds has also been observed as a parallel reaction
described in reactions (1)–(6). The authors concerned ass-
umed a four-membered cyclic transition state mechanisms
for this side-reaction. Complete kinetic studies of these


parallel reactions have only been reported for hydroxy
esters,4 hydroxy ketones,4,16 hydroxynitriles18 and hydro-
xylalkylbenzenes19 [reactions (15)–(18)].


ð15Þ


ð16Þ


ð17Þ


ð18Þ


According to the data in Table 8, where the range of
logA is 11.28–12.40, with the apparent exception of 2-
hydroxypropionitrile (13.12), a six-membered rather than
a four-membered cyclic transition state appears to be the
most probable mechanism for water elimination. This
assumption appears to be supported by the very negative
entropy of activation. In addition to this consideration,
when estimating the rate of elimination of water molecule
of the hydroxy compounds listed in Table 8 at 525 �C, the
difference is found to be extremely large (Related Com-
parison 2). With the same arguments for the transition
state of dehydration of nitroethanol, the substrates de-
scribed in Table 8 may well be undergo a similar six-
membered cyclic transition state as pictured in Scheme 1.


Relative H CH3 C6H5 CN NO2 CH3CO


rate a 525 �C 1 2.1 166 226 532� 103 13100� 103


Related Comparison 2


Scheme 1


With regard to the other primary 2-hydroxynitroalkane,
i.e. 2-methyl-2-nitro-1-propanol, there is no H attached to
C�; instead, there are two CH3 group, i.e.—C�(CH3)2.
Consequently, no isomerization of the H for dehydation


Table 8. Kinetic and thermodynamic parameters for pyrolysis of HOCH2CH2Z at 280 �C


Z k1� 104 (s�1) Ea (kJ mol�1) Log A (s�1) �S 6¼ (J mol�1K�1) �H 6¼ (kJ mol�1) �G 6¼ (kJ mol�1)


COCH3 43.9 155.7 12.35 �21.9 151.1 163.2
CN 0.0000478 227.0 13.12 �7.1 222.4 226.3
C6H5 0.00000563 229.2 12.40 �20.9 224.6 236.2
NO2 1.35 158.9 11.14 �45.0 154.3 179.2
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may take place. This appears to support the mechanism in
reaction (14B), based on the importance of the H at the
C� atom. In this case, the NO2 group is found to be
attached to a tertiary carbon atom. Consequently, the
nitro group is displaced by the C�—H bond of the CH3


group through a four-membered cyclic transition state
type of mechanism (Scheme 2). This type of elimination
is similar to the known and well-established mechanism
for tertiary butyl compounds containing a leaving group
Z attached to the tertiary carbon atom (Scheme 2).


Scheme 2


2-Methyl-2-nitropropane has been reported to produce
isobutene and HNO2 in the gas phase21 with the following
Arrhenius expresion: log k1 (s�1)¼ 13.63–179.3 kJ mol�1


(2.303 RT)�1. The reaction rate of this compound is
expected to be faster than that of 2-methyl-2-nitro-1-
propanol (Table 7) at 280 �C. However, the result is the
contrary (Related Comparison 3). The effect of the
HOCH2 group attached to the tertiary C atom should
destabilize the polarization of the C—Z bond, which is
rate determining. Therefore, the reaction rate of 2-methyl-
2-nitro-1-propanol should be slower than that of 2-methyl-
2-nitropropane. Some additional work is needed to ac-
count for such a difference.


(CH3)3CNO2 (HOCH2)C(CH3)2NO2


At 280 �C 4.90� 10�4 14.13� 10�4


Related Comparison 3


According to the product formation from the secondary
[reactions (11) and (12)] and tertiary hydroxynitroalkane
[reaction (13)], a retro-aldol type of decomposition takes
place, which is similar to the elimination process


described in reactions (1)–(6). Therefore, secondary and
tertiary hydroxy groups at the 2-position of nitroalkanes
appear to proceed through a six-membered cyclic transi-
tion state type of mechanism as described in reaction (7).
Therefore, the process of decomposition may be depicted
as in reactions (19) and (20).


ð19Þ


ð20Þ


The comparative kinetic and thermodynamic parameters
for the gas-phase elimination of different series of 2-substi-
tuted secondary and tertiary hydroxy compounds are given in
Tables 9 and 10. These results seems to provide an additional
support for August et al.’s4 idea about the fact that the
faster elimination rate of the substrate is due to the higher
nucleophilic nature of the main group. This view accounts
for the difference in reactivity in the order hydroxy
ketone>hydroxynitroalkane>hydroxyester>hydroxyalkyne
> hydroxyalkane> hydroxynitrile> hydroxyalkylbenzene.


EXPERIMENTAL


2-Hydroxy-2-methyl-1-nitropropane. This substrate was
prepared by treating nitromethane (1.03 mol) with
LiAlH4 (0.0014 mol) in 15 ml of dry tetrahydrofuran.
The reaction mixture was stirred under an argon


Table 9. Comparative kinetic and thermodynamic parameters for pyrolysis of secondary hydroxy substituent at 360 �C


k1� 104 Ea Log A �S 6¼ �H 6¼ �G 6¼


Z (s�1) (kJ mol�1) (s�1) (J mol�1K�1) (kJ mol�1) (kJ mol�1) Ref.


CH3CH(OH)CH2CH——CH2 5.56 162.2 10.13 �65.5 156.9 198.4 4
27.86 162.2 10.83 �52.1 156.9 189.9 5


CH3CH(OH)CH2C–––CH 50.16 164.8 11.30 �43.1 159.5 186.8 6
CH3CH(OH)CH2COCH3 8196.8 142.1 11.64 �36.6 136.8 160.0 16


7253.1 139.2 11.10 �46.9 133.9 163.6 4
CH3CH(OH)CH2COOCH3 21.55 164.4 10.90 �50.8 159.1 191.3 4
CH3CH(OH)CH2COOCH2CH3 61.76 163.1 11.25 �44.1 157.8 185.7 11
CH3CH(OH)CH2C–––N 0.25 222.6 13.76 3.97 217.3 214.8 18
CH3CH(OH)CH2C6H5 0.0017 240.1 13.04 �9.81 234.8 241.0 20
CH3CH(OH)CH(CH3)NO2 2683.6 150.4 11.84 �32.8 145.1 165.9 This work
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atmosphere at 0 �C for 30 min. Anhydrous acetone
(2.05 mol) was then slowly added (5 h) while stirring at
0 �C. The reaction mixture was kept overnight to reach
room temperature, then 30 ml of 1M HCl and 25 ml of
distilled water were added to stop the reaction. The
mixture was extracted with three portions of CH2Cl2.
The organic layer was dried over anhydrous Na2SO4,
filtered and evaporated at 55 �C. The excess of nitro-
methane was removed at 75 �C under vacuum. The liquid
product (12% yield) was found to be of 99.1% pure as
determined by GC–MS (Saturn 2000, Varian) with a DB-
5MS capillary column, 30 m� 0.53 mm i.d., 0.53mm film
thickness. 1H NMR: � 1.3 (s, 6H), 3.3 (s, 1H), 4.4 (s, 2H).
MS: m/z 119 (Mþ), 104 [CH3C(OH)CH2NO2


þ], 59
[(CH3)2COHþ], 43 (CH3C–––Oþ).


2-Nitroethanol (Aldrich), 2-nitro-1-propanol (K&K
Labs), 2-methyl-2-nitro-1-propanol (Aldrich), 3-nitro-2-
butanol (Aldrich) and 3-nitro-2-pentanol (Aldrich) were
shown to be better than 98.5% pure when analyzed by
GC–MS (Saturn 2000, Varian) with a DB-5MS capillary
column (30 m� 0.25 mm i.d., 0.25mm film thickness).
Quantitative chromatographic analyses and identifica-
tions of products were also performed by GC–MS (Saturn
2000, Varian) with a DB-5MS capillary column
(30 m� 0.53 mm. i.d., 0.53mm film thickness).


Kinetics. Kinetic experiments were carried out in a static
reaction system as depicted in Fig. 1, as reported,22,23


with an Omega DP41-TC/DP41-RTD high-performance
digital temperature indicator. The rate coefficients were


Table 10. Comparative kinetic and thermodynamic parameters for pyrolisis of tertiary Hydroxy substituent at 300 �C


k1� 10�4 Ea Log A �S 6¼ �H 6¼ �G 6¼


Z (s�1) (kJ mol�1) (s�1) (J mol�1K�1) (kJ mol�1) (kJ mol�1) Ref.


(CH3)2C(OH)CH2CH——CH2 1.94 160.3 10.90 �50.0 155.5 184.2 4
1.94 160.3 10.90 �50.0 155.5 184.2 5


(CH3)2C(OH)CH2C–––CH 2.43 166.9 11.60 �36.6 162.1 183.1 6
(CH3)2C(OH)CH2COCH3 1583.3 133.4 11.36 �41.2 128.6 152.2 16


839.4 133.9 11.13 �45.6 129.1 155.2 4
(CH3)2C(OH)CH2COOCH3 4.02 159.9 11.18 �44.6 155.1 180.7 4
(CH3)2C(OH)CH2COOCH2CH3 3.04 174.5 12.39 �21.5 169.7 182.2 13
(CH3)2C(OH)CH2C–––N 0.020 212.5 13.68 3.21 207.7 205.9 18
(CH3)2C(OH)CH2C6H5 0.00021 222.9 12.65 �16.51 218.1 227.6 20
(CH3)2C(CH2OH)NO2 185.8 146.9 11.66 �35.46 142.1 162.1 This work


Figure 1. Static reaction system
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determined manometrically or by the quantitative
analyses of the starting material and/or by the corre-
sponding product. The temperature was controlled by a
Shinko DC-PS resistance thermometer controller and an
Omega SSR280A45 solid-state relay, maintained�
0.2 �C, and measured with a calibrated platinum–plati-
num–13% rhodium thermocouple. No temperature gra-
dient was observed along the reaction vessel. The starting
materials were all injected directly into the reaction
vessel with a syringe through a silicone-rubber septum.
The amount of substrate used for each reaction was
�0.05–0.2 ml.


REFERENCES


1. Smith GG, Yates BL. J. Chem. Soc. 1965; 7242–7246.
2. Arnold RT, Smolinsky G. J. Am. Chem. Soc. 1959; 81: 6443–6445.
3. Smith GG, Taylor R. Chem. Ind. (London) 1961; 949–950.
4. August R, McEwen I, Taylor R. J. Chem. Soc., Perkin Trans. 2


1987; 1683–1689.
5. Failes RL, Shapiro JS, Stimson VR. In The Chemistry of


the Hydroxy Group, Patai S (ed). Wiley: Chichester, 1980;
449–468.


6. Quijano J, David J, Sanchez C, Rincon E, Guerra D, Leon LA,
Notario R, Abboud JL. J. Mol. Struct. (Theochem) 2002; 580:
201–2057.


7. Viola A, MacMilan JH, Proverb RJ, Yates BL. J. Am. Chem. Soc.
1971; 93: 6967–6974.


8. Quijano J, Sanchez C, David J, Leon LA, Notario R, Abboud JL.
J. Mol. Struct. (Theochem) 2001; 572: 135–139.


9. Quijano J, Rodriguez M, Yepes M del S, Gallego LH. Tetrahedron
Lett. 1987; 28: 3555–3558.


10. Yates BL, Quijano J. J. Org. Chem. 1970; 35: 1239–1240.
11. Yates BL, Ramirez A, Velazquez O. J. Org. Chem. 1961; 36:


3579–3582.
12. Quijano J, Restrepo I, Gallego LH, Yepes M del S. Tetrahedron


Lett. 1994; 35: 4735–4738.
13. Dominguez RM, Chuchani G, Quijano J, Orozco LJ, Restrepo I.


React. Kinet. Catal. Lett. 1996; 57: 191–196.
14. Smith GG, Yates BL. J. Org. Chem. 1965; 30: 2067.
15. Yates BL, Quijano J. J. Org. Chem. 1969; 34: 2506–2508.
16. Rotinov A, Chuchani G, Machado R, Rivas C, Quijano J, Yepes M


del S, Restrepo I. Int. J. Chem. Kinet. 1992; 24: 909–915.
17. Feng W, Wang Y, Zhang S. Int. J. Quantum Chem. 1997; 62:


297–3027.
18. Chuchani G, Dominguez RM, Rotinov A, Quijano J, Valencia C,


Vicente B, Franco D. J. Phys. Org. Chem. 1999; 12: 19–23.
19. Chuchani G, Rotinov A, Domı́nguez RM. Int. J. Chem. Kinet.


1999; 31: 401–407.
20. Maccoll A, Thomas PJ. Prog. React. Kinet. 1967; 4: 119–148.
21. Nazin GM, Manelis GB. Russ. Chem. Rev. 1994; 63: 313–322.
22. Maccoll A. J. Chem. Soc. 1955; 965–973.
23. Swinbourne ES. Aust. J. Chem. 1958; 11: 314–330.


408 R. M. DOMÍNGUEZ ET AL.
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ABSTRACT: The principle of steric hindrance to resonance (SIR) was revised on the well-known example of the
electronic spectra of methyl-substituted acetophenones. The spectra were reinvestigated on an extended series 1–14,
and computer separation of bands was undertaken. The conformation of these molecules, total energy, rotational
barrier, geometry of the transition state and electronic spectra were calculated within the framework of the density
functional theory. The classical literature was correct that some molecules of the series are twisted from the planar
arrangement by a variable angle �. However, these angles do not agree with the values anticipated; the main difference
is that all derivatives with only one ortho-methyl group are planar ð� ¼ 0Þ. Our main objection is that the rotational
barrier is in some cases very low; hence � does not have the same importance with all derivatives. A better measure of
steric hindrance is the calculated energy �4E of the isodesmic reaction Eqn (4), in which the molecule of the
substituted acetophenone is formed from acetophenone and a methyl-substituted benzene. In contrast to the angles �,
there was good agreement between calculation and experiment in electronic spectra, viz. between the extinction
coefficients of the 1La band and the calculated oscillator strengths, at least in the relative values. Summarizing, SIR is
valid as a qualitative principle but the reported angles � based on several experimental quantities are often wrong.
Each case must be examined separately as to the actual shape of the molecule. The classical paper by Braude et al. is a
particularly bad example: the basic hypothesis of a planar excited state was not confirmed by our calculations.
Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: acetophenone; density functional theory; isodesmic reaction; resonance; steric hindrance


INTRODUCTION


The principle of steric inhibition to resonance1–3 (SIR)
assumes that substitution by bulky groups can change the
conformation of an originally planar molecule: part of the
molecule is rotated out and the electron delocalization is
reduced. SIR has been included in textbooks and applied
broadly, for instance to electronic2,4,5 and IR4 spec-
tra,13C6–8 and 17O9 NMR spectra, acid–base equili-
bria,3–5,10–12 dipole moments1,2,13 and molar
refraction.5,14 The most recent applications are typically
in kinetics.15 In a more sophisticated version of this
theory,2 attempts were made to estimate quantitatively


the torsion angle � from the experimental quantities.
(Most work deals with benzene derivatives; then � is
the angle between the planes of the ring and of the
substituent.) It was assumed that � increases within a
series of compounds according to the size of the sub-
stituent; the observable quantities dependent on the
electron delocalization are then reduced proportionally
to cos�. Hence � was estimated2 from the molecular
extinction coefficient " by means of Eqn (1) or from the
dipole moment � by Eqn (2):


cos� ¼ "="0 ð1Þ


cos� ¼ ð�� �1Þ=ð�0 � �1Þ ð2Þ


The values "0 and �0 relate to the unsubstituted com-
pound with � ¼ 0; �1 refers to the compound (some-
times hypothetical) with the extreme steric hindrance and
� ¼ 90�. The NMR shifts or pK values were treated
according to equations similar to Eqn (2). Equations (1)
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and (2) were modified using4–7 cos2� or even only9


� instead of cos�; the difference seems not to be
important.8


We already had the opportunity to criticize the SIR
theory—not overall but in some particular applica-
tions—from two points of view.16–18 First, some mole-
cules are undoubtedly twisted but their observable
properties can be explained even without appealing to
resonance and its inhibition (such as the dipole moments
of nitro compounds18). Second and more important, SIR
predicts that certain molecules, particularly substituted
benzoic acids, should be twisted by non-negligible an-
gles,3,7,9,10b,14 whereas they are in fact planar,16 as shown
in an unambiguous way.19


In this work, we proceeded to a more fundamental
revision of SIR, both in general and in its particular
application to electronic spectra. We used the classical
model, the methyl-substituted acetophenones. This was
one of the series on which SIR was based2a and was
investigated by the electronic spectra2,4,20 and also by
other methods;2,4,6,9a,11,21 the assumed angles � were
estimated several times2,4,6,9a according to Eqns (1) and
(2). We used an extended series of compounds, 1–14
(Table 1), and calculated their energy and geometry,


including the minimum-energy angle �, within the frame-
work of the density functional theory22 (DFT) at the
B3LYP/6–311þG(d,p) level. In important cases we
calculated also the rotational barrier and course of the
potential-energy curve. We also reinvestigated experi-
mentally the electronic spectra and attempted computer
separation of the bands with particular attention to the 1La
UV band on which the SIR correlations2,4,20 were based.
The experimental wavelengths � and molecular extinc-
tion coefficients " were compared with the calculations at
the RCIS/6–311þG(d,p)//B3LYP/6–311þG(d,p) level.
We calculated also the energy and geometry of the first
three excited states, one of which was given particular
importance in the SIR theory.2


Our first goal was to find which derivatives exist
actually in a twisted conformation (shown for
compound 8), which is anticipated by SIR for all ortho
derivatives. The alternative possibility is equilibrium


Table 1. Calculated energies and some geometric parameters of methyl-substituted acetophenones


Substituents E (DFT) � � est.a � est.b � est.c Populationd C(1)—C(O) C——O �4E
e �4E


e
corr


No. and conformation (a.u.) ð�Þ UV ð�Þ m ( �) NMR ( �) (%) (Å) (Å) (kJ mol� 1) (kJ mol� 1)


1 H �385.0016932 0.0 0 0 1.502 1.217 0 0
2 2-Me sp �424.3251100 0.5 41 30f(31) 28 98.7 1.500 1.219 11.01g 13.19


ac �424.3213794 148.4 1.3 1.508 1.217
3 3-Me sp �424.3295711 0.0 57.9 1.501 1.217 �0.55g 0


ap �424.3292696 180.0 42.1 1.501 1.218
4 4-Me �424.3300643 0.0 1.498 1.218 �2.18 0
5 2,3-Me2 sp �463.6491420 23.8 32 96.5 1.501 1.218 13.69g 16.42


ac �463.6462679 138.3 3.5 1.507 1.216
6 2,4-Me2 sp �463.6536231 0.0 35 58 25 98.9 1.496 1.218 8.15g 12.51


ap �463.6496947 151.3 1.1 1.506 1.220
7 2,5-Me2 sp �463.6525710 0.8 54 61 25 98.2 1.499 1.217 10.55g 13.28


ac �463.6491203 148.3 1.8 1.508 1.219
8 2,6-Me2 �463.6457513 73.3 71 55f(86) 50 1.510 1.214 28.66 33.02
9 3,4-Me2 sp �463.6573014 0.0 59.7 1.498 1.218 �7.68g �4.95


ap �463.6569285 180.0 40.3 1.498 1.218
10 3,5-Me2 �463.6569911 0.0 1.501 1.217 �0.85 0.25
11 2,3,4-Me3 sp �502.9742208 24.5 96.8 1.499 1.218 11.03g 15.94


ac �502.9712674 141.1 3.2 1.505 1.216
12 2,4,6-Me3 �502.9731043 68.8 80 78 51 1.507 1.215 27.54 34.08
13 3,4,5-Me3 �502.9817839 0.0 1.498 1.218 �9.15 �5.87
14 2,3,5,6-Me4 �542.2972744 90.0 57 1.516 1.213 23.74 29.20
Excited states
1* H �382.5557067 0.0 1.449 1.216
2* 2-Me �421.5972970 23.4h 1.481 1.251
8* 2,6-Me2 �460.6287899 50.1h 1.517 1.252


a Estimated from the extinction coefficients, Eqn (1), Ref. 2a.
b Estimated from the dipole moments, Eqn (2), Ref. 2a (in parentheses from the molar refraction, Ref. 14).
c Estimated from the 13C NMR shifts, Eqn (2), Ref. 6.
d Calculated population of rotamers when they are present.
e �4E is reaction energy of the reaction in Eqn (4); �4Ecorr is corrected according to the principle in Eqns (3a) and (3b).
f Ref. 13a.
g Related to the equilibrium mixture of conformers.
h Dihedral angle O——C—C(1)—C(2). The other dihedral angles on the same bond are different since the configuration on the carbonyl carbon atom is
pyramidal: the sum of the three bond angles is 357.9 � in the case of 2* and 352.9 � in the case of 8*.
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of two planar conformers, as shown in the formulas
2AÐ 2B; the equilibrium may be sometimes
strongly shifted to one side. Our ultimate intention was
to give some suggestions for how to evaluate the
numerous reported angles � and how to treat the new
examples of SIR.


EXPERIMENTAL


Materials. Compounds 2, 5, 8 and 10 were prepared from
the corresponding benzonitriles by reaction with
methylmagnesium iodide23 and 7, 11 and 12 from the
appropriate methylbenzenes with acetyl chloride.24 In
the synthesis of 11 it was necessary to remove the
byproducts by chromatography. Compound 13 was ob-
tained by isomerization25 of 12. The remaining
compounds were commercial. The purity of all samples
was checked in a parallel investigation of 1H and 13C
NMR spectra.26


Spectral measurements. The electronic absorption spec-
tra were measured at 25 �C in methanol at a concentra-
tion of 5 � 10�5 mol l�1 using a Hewlett-Packard
HP8453 spectrometer with extent of the diode field
190–1100 nm.


Separation of bands was carried out with the program
Galactic Peaksolve.27


RESULTS AND DISCUSSION


When SIR is now applied to methyl-substituted acetophe-
nones, its basic statements may be summarized at four levels:


1. In the ground state, the molecules of ortho-substituted
acetophenones are twisted by a variable angle �,
which increases with the steric crowding.


2. The angle � can be calculated from the experimental
quantities, particularly from the extinction
coefficient " of the 1La band2 according to Eqn (1),
from the dipole moment2 or from the 13C shift6


according to Eqn (2). This procedure was improved2a


when the experimental quantities were corrected for
the polar effect of the methyl group with respect to its
effects in the meta and para positions. For instance, "
of 2-methylacetophenone or 2,3-dimethylacetophe-
none are corrected according to the equations


"corrð2-MeÞ ¼ "ð2-MeÞ � "ð4-MeÞ þ "0 ð3aÞ


"corrð2; 3Þ ¼ "ð2; 3-Me2Þ � "ð3-MeÞ
� "ð4-MeÞ þ 2 "0


ð3bÞ


3. Changes in the observable quantities with � are con-
nected with the electron distribution. They may be


denoted as resonance and its inhibition and depicted
more or less closely by the common resonance formulas.


4. In the case of electronic spectra, reduction of " is
accompanied only by minute shifts of the wavelength
�. This was explained2 by assuming that resonance in
the excited state is strengthened and the pertinent
angle �exc is smaller than �, almost �exc � 0. Reduc-
tion of " was explained by transition from the higher
vibrational levels. This is an additional hypothesis,
not really SIR, and was not accepted by some later
workers.20


These four statements will be successively re-exam-
ined in the following sections.


Conformation and energy in the ground state


The calculated torsion angles � are given in Table 1,
column 4. Derivatives 2, 5, 6, 7 and 11 exist in equili-
brium of two conformers but the equilibrium is strongly
shifted. One can say that they exist in the sp conformation
(as for example 2A); minute populations of the ap or ac
conformers, not exceeding 4% (Table 1, column 8), do
not affect further conclusions. Derivatives 3 and 9 exist
each in two conformers, almost equally populated. Since
the energies of these two conformers are virtually equal,
their presence need not be taken into account.


As anticipated, � increases roughly with the steric
hindrance but agreement with the SIR estimates (Table 1,
columns 5–7) is poor. Our calculated values do not show
the anticipated continuous rise but can be better rationa-
lized when the compounds are divided into two classes.
Derivatives without an ortho-methyl group (1, 3, 4, 9, 10
and 13) and those bearing one ortho-methyl group (2, 6
and 7) are essentially planar, the sp conformation being
preferred. Compounds of the second class, with methyl
groups in both ortho positions (8, 12 and 14), exist in a
non-planar conformation with � not far from 90�. Com-
pounds 5 and 11, with two adjoining methyl groups
(buttressing effect), belong into the first class with a
certain approximation.


Let us examine the conformation of the most important
members of our series that have been separately investi-
gated. The planar conformation of acetophenone (1) has
been proven by several methods;28 a few contrary claims
were in our opinion based on inaccurate techniques.29


The greatest difference between � calculated by DFT and
estimated by SIR is observed for the derivatives 2, 6 and
7, bearing one ortho-methyl group: the exact conforma-
tion of 2-methylacetophenone 2 may appear to be the
central problem. Most of the experimental data may
be interpreted by a non-planar conformation and by the
equilibrium 2AÐ 2B also. The former possibility was
generally accepted2,4,6,13a,14,21a,d but some authors
claimed the equilibrium21c or the conformer 2A as the
only one present.21b In a parallel investigation,26 we
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measured the 3JC,C coupling constants of some acetophe-
nones labeled with 13C in the acetyl-CH3 group. We
confirmed conformation 2A to be strongly prevailing if
not the only one present but a small deviation from
planarity could not be excluded. Similarly, gas-phase
electron diffraction (D. Hnyk, S. Samdal and O. Exner,
unpublished work) cannot distinguish between the planar
form 2A and a small torsion angle, say � ¼ 20�.


The above problem is seen in the proper light when the
whole potential-energy curves were calculated for the
rotation around the C(O)—C(1) bond (Fig. 1). Neglecting
the small irregularities, it is evident that the curves differ
fundamentally for the individual compounds. For aceto-
phenone (1), the symmetrical curve shows a barrier of
23.6 kJ mol� 1, in agreement with the low-temperature 13C
NMR measurement28c ð22:4 � 0:4 kJ mol�1Þ but not with
some other experimental values.30 This value can be
considered as a rough estimate of the resonance energy
when the steric hindrance in the planar form is neglected.
For 8, the curve is also symmetrical but reversed: the two
minima are placed at � ¼ 73 and 107� but their energy is
practically equal to that at 90�. The barrier of
20.2 kJ mol� 1 can be interpreted as the steric hindrance
in the planar form diminished by the resonance energy
(greater than in 1). The curve for 2 is strongly unsymme-
trical, since the form 2B is populated only to 1% (Table 1);
the barrier measured from 2A is 15.1 kJ mol� 1. The
minimum-energy angle � ¼ 0� is not well defined since
the minimum is very shallow; the values up to 20� cannot
be excluded. With 5 the ground state is more sterically
hindered owing to the buttressing effect, hence the barrier
is lower (9.5 kJ mol� 1). The curve is still less regular.
Values of � between 0� and 40� must be admitted.


One conclusion that is evident from Fig. 1 is that the
values of � cannot be directly compared and cannot form a
continuous scale since their significance differs from one
member of the series to another. With certain compounds,
� defines a stable conformation, whereas with the others it
is of uncertain magnitude and does not correspond to any
real molecule. Within a series such as 1–14 it is more


meaningful to distinguish only compounds of two classes:
one with the energy minima near to 0 and 180� and the
other with one minimum near to 90�. These two cases can
be distinguished unambiguously.


Since the angle � is a bad measure of SIR or of the
steric hindrance, a more suitable quantity needs to be
searched for, preferably in the terms of energy. Energies
of non-isomeric compounds can be compared within the
framework of isodesmic reactions31 applied broadly also
in our previous work.16a,c,17 For 1–14, the reaction has the
form of Eqn (4); it is not only isodesmic but also
homodesmotic.32


Its reaction energy �4E is a measure of the total
substituent effect exerted on the functional group by all
methyl groups together. It has a clear physical meaning
and can be calculated unambiguously (Table 1, last but
one column). Similarly to ", even �4E can be corrected
for the polar effect of the methyl groups as for instance, in
Eqns (3a) and (3b). The corrected �4E is then a measure
of the substituent steric effect assuming that the polar
effect of a substituent is equal in the ortho and para
positions. The assumption was doubted33 but was applied
broadly in the previous work16a,c,17 with reasonable
success. In the present case, it is certainly sufficiently
precise since the polar effect of the methyl group is small.


Correlation of the electronic spectra
with structure


The electronic spectra of 1–14 were treated by the
standard computer program for the separation of bands,27


but the results depend somewhat on the details of the
separation procedure. Therefore, we tried a number of
possibilities and compared the statistics given by the
program also with some respect to the visual fitting.
The Gaussian form of bands was sufficient in all cases;
mixed Gaussian–Lorentzian bands brought no improve-
ment. Separation in terms of the absorptivities A was
more effective than in terms of logA. The input number
of bands and range of wavelengths appeared to be most
important. Of the three bands of benzene derivatives,
1E2 u, 1B1 uð1LaÞ and 1B2 uð1LbÞ, we were interested only
in the second, 1La. Therefore, the most efficient proce-
dure was fitting only by one band within the range 218–
260 nm; the first band was fitted separately in the range
200–218 nm. This procedure was not possible in the case
of 8, 12 and 14 since the two bands come together: in the
literature the 1La band is described only as an inflex.20,34


In these cases, the region 200–260 nm was treated


Figure 1. Calculated potential-energy curves of acetophe-
none (1), 2-methylacetophenone (2), 2,3-dimethylacetophe-
none (5) and 2,6-dimethylacetophenone (8): dependence of
the relative DFT energy on the torsion angle �


ð4Þ
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together and the search for two bands was input into the
program.


The results of the above procedures are given in
Table 2. We calculated also the integrated absorption
intensities but they were practically proportional to the
extinction coefficients and did not give better correlation
with the calculated spectra. Therefore, we preferred
discussion in terms of ", better comparable to previous
results. The progress of our separation as compared with
previous simple recording of spectra2a,4,20,34 concerns
mainly 8, 12 and 14 with low-intensity bands. With the
other compounds, there is reasonable agreement with the
previous measurements on smaller sets: our wavelengths
agree with those of Forbes and Mueller20 within 1 nm


(four compounds), the values of Suzuki34 are system-
atically 5 nm lower. Agreement of " with Forbes and
Mueller20 is very good (correlation coefficient
R ¼ 0:991, six compounds) when the erroneous value20


for 14 is omitted; with Suzuki34 it is somewhat worse
ðR ¼ 0:970Þ.


The calculated UV spectra are presented in Table 3 as
the transition wavelengths � and the oscillator strengths f
for the first three excited states. The spectra are more
complex than originally believed.2 In the place of the
experimental absorption band 1La two transitions have
been found theoretically, corresponding to the second and
third excited states. They differ only by 1–10 nm and
cannot be separated experimentally. Therefore, we


Table 2. Experimental electronic spectra of methyl-substituted acetophenones


1La band First band


No. Substituent � (nm) " "corrðrel:Þ � (nm) "


1 H 241.3 11660 0 209.0 18000
2 2-Me 242.0 7890 �4780 207.8 16240
3 3-Me 245.6 10490 0 210.9 10380
4 4-Me 251.4 12670 0 212.7 8030
5 2,3-Me2 245.8 5240 �6260 209.2 18180
6 2,4-Me2 252.2 10410 �3270 209.1 18150
7 2,5-Me2 246.8 6690 �4810 211.5 17190
8 2,6-Me2 230.2 1420 �12260 209.8 9250
9 3,4-Me2 254.8 12290 790 213.6 13970
10 3,5-Me2 250.7 10970 1650 212.7 19470
11 2,3,4-Me3 255.5 8350 �4160 212.9 17100
12 2,4,6-Me3 246.9 1140 �13550 213.5 10070
13 3,4,5-Me3 258.4 13630 3300 214.3 20510
14 2,3,5,6-Me4 241.3 312 �11030 214.3 8150


Table 3. Calculated electronic spectra of methyl-substituted acetophenones


No. Substituent �1 (nm) 104f1 �2 (nm) 104f2 �3 (nm) 104f3 104ðf2 þ f3Þa


1 H 250.6 2 215.3 632 212.6 878 1510
2 2-Me sp 253.0 2 220.1 845 212.8 700 1545


ac 249.5 38 215.4 440 212.5 685 1125
3 3-Me sp 250.9 2 219.4 478 216.4 1126 1604


ap 251.1 2 221.4 818 215.0 678 1496
4 4-Me 248.7 3 217.8 1749 215.0 257 2006
5 2,3-Me2 sp 251.9 7 220.7 560 214.7 555 1115


ac 250.3 43 215.5 302 211.8 354 656
6 2,4-Me2 sp 250.9 3 220.7 1177 215.0 833 2010


ap 248.0 57 217.0 1000 215.6 559 1559
7 2,5-Me2 sp 253.4 2 226.6 1059 215.3 523 1582


ac 249.7 35 220.8 683 214.8 461 1144
8 2,6-Me2 251.2 19 214.0 285 210.7 201 486
9 3,4-Me2 sp 249.1 2 218.4 1748 218.0 234 1982


ap 249.2 2 221.0 1363 216.1 552 1915
10 3,5-Me2 251.5 2 224.6 709 219.2 994 1703
11 2,3,4-Me3 sp 250.4 11 220.0 460 216.8 856 1316


ac 249.5 63 216.3 174 214.8 695 869
12 2,4,6-Me3 251.0 29 216.0 378 214.0 343 721
13 3,4,5-Me3 249.6 2 222.8 976 220.1 1038 2014
14 2,3,5,6-Me4 243.5 8 210.4 113 206.5 142 255


a Sum for the two bands.
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calculated the sum f2 þ f3 for these two bands; in addi-
tion, the values for the two conformers were summed as
the case may be. (The latter correction is of little impo-
rtance since either one conformer is negligibly populated
or the two conformers are very similar.) The values of
f2 þ f3 are given in Table 3, last column. The essential
agreement of the calculated and experimental UV spectra
is based on their correlation with the experimental
"(R ¼ 0.944, 14 points). We obtained no correlation of
the experimental and calculated � owing to the small
range of their values.


The central test of the SIR theory is now comparison of
the experimental " with the calculated �, which we
believe to represent the real geometry. We used corrected
values2 of " but the correction is insignificant. Although
the correlation coefficient of 0.832 could suggest some
relation, Fig. 2 reveals no linear dependence. Instead, the
points are divided into two groups: one with a planar
conformation and the other with rather high values of �.
This is the conclusion drawn already in the previous
section from the mere values of �. We conclude that SIR
fails in the critical point.


On the other hand, there is a good correlation of the
corrected " with the corrected energies of the isodesmic
reactions �4E (Fig. 3); in the latter quantity the correc-
tion must not be omitted. It follows that the extinction
coefficient depends on the intensity of steric hindrance
whether the molecule is planar or not. Similar results to
those in Figs 2 and 3 can be obtained on replacing " by
the 13C NMR shifts6 or by the gas-phase basicities;11 in
all cases the energies �4E are strongly preferable to the
minimum-energy angles �. This is the fundamental
objection against the SIR theory: not only are the ob-
servable quantities controlled by �, they are also modified
by the steric hindrance existing in the planar derivatives
(Fig. 3, the points in the middle).


Resonance and its inhibition


There is no doubt that SIR is broadly valid as a qualitative
principle: many proofs have been reported in accord with
the classical resonance theory. For acetophenone, this


theory gives the formulae 1A–1D, predicting some
changes of geometry, in particular shortening of the
C(1)—C(O) bond. Inhibited resonance in the crowded
derivatives should be seen on lengthening this bond. The
data in Table 1, column 9, confirm the prediction; see
particularly the derivatives 8, 12 and 14.


A quantitative extension of SIR would require a
dependence of the C(1)—C(O) bond length on �. The
shape of the potential-energy curve should be of less
importance with this test since we are dealing with fixed
structures, not with real molecules. Figure 4 reveals a
good correlation for the stable conformations of 1–14: the
greater is �, the shorter is the C(1)—C(O) bond. The
formulae 1A—1D express the real structure well in this
point. Deviation of the minor conformations in Fig. 4
means that the bond length is controlled partly also by the
steric hindrance in nearly planar molecules (it is length-
ened). Changes of other geometric parameters are less
evident and no important correlations were found. In


Figure 2. Dependence of the relative experimental extinc-
tion coefficients �"corr (corrected for the inductive effect) of
acetophenones 1--14 on the calculated torsion angle �


Figure 3. Dependence of the relative experimental extinc-
tion coefficients �"corr (corrected for the inductive effect) of
acetophenones 1--14 on the similarly corrected energies�4E
of the isodesmic reaction, Eqn (4); these corrected energies
represent the substituent steric effect


Figure 4. Dependence of the C(1)----C(O) bond length in all
conformers of 1--14 (corrected for the inductive effect) on
the torsion angle �: *, minimum-energy conformers; ~,
minor conformers (the statistics and the regression line
belong to the former group)
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particular, the changes of the C——O bond length (Table 1,
column 10) are small; only in strongly twisted derivatives
is the longer C(1)—C(O) bond connected with a shor-
tened C——O bond. Note that in some other cases the
resonance formulae express the real structure only in
certain aspects; the exceptions concern just the C——O
bond.35


We may conclude this section by our opinion that
when the resonance formulae are once accepted as a
reasonable expression of certain structural features, the
steric inhibition of resonance is to be accepted by the
same token.


The excited state


Electronic spectra were the first experimental method on
which the SIR theory was based but just this application
is problematic. Since in most cases " was strongly
affected by SIR whereas � was almost unchanged, a
special explanation was proposed2 based on the
assumption that the molecule in the excited state is
almost planar, or in any case much nearer to planarity
than in the ground state. This has not been confirmed by
our calculations (Table 1, bottom). The geometry in the
second excited state (1La transition) of 1*, 2* and 8* is
relatively similar to that in the ground state. This means
that 1* is planar and 2* near to planar, and the non-planar
conformation of 8* could be decisive for the above
theory. The angle �exc in the excited state is not very
different from that in the ground state but is badly defined
since the configuration at the carbonyl C atom in 8* is not
planar. (The sum of the three angles at this atom is less
than 360�, Table 1, footnote f ). Pyramidalization at this
atom is accompanied by lengthening the C——O and
C(1)—C(O) bonds, the latter at variance with the as-
sumed strengthening of resonance. On the other hand, it
is true that the C(2)—C(3) and C(5)—C(6) bonds are
shortened compared with the ground state. The geome-
tries of the planar molecules of 1* and 2* are of course
different, particularly the C(1)—C(O) bond is shortened
(Table 1).


In general, the geometry of the excited state is different
from that of the ground state and can hardly be discussed
in terms of common structural formulae. It is only certain
that the simple assumption about the strengthened reso-
nance and planarity2 is not valid: the changes during
excitation are much more complex to be described by
changes of the single angle �. In addition, the assumed
transition from the vibrationally excited states2 was from
the beginning improbable, since it is at variance with the
Franck–Condon principle.


We conclude that the particular application of SIR to
electronic spectra using the extinction coefficient as the
observed quantity was less justified than in the other cases.
It needed additional hypotheses, which were not correct. It
is strange that just the fundamental paper by Braude


et al.,2a establishing the SIR theory, was wrong in the
essential points. In the case of methyl-substituted
acetophenones, more suitable observable quantities are,
for instance, the gas-phase basicities11 or 13C NMR
shifts.6,26


CONCLUSIONS


The theory of SIR is evidently right as a qualitative
principle within the framework of the resonance theory,
which is also qualitative in character. The quantitative
extension operating with variable angle � was
inadequate in all examples revised. Several molecules
certainly do not possess the conformation attributed to
them by this theory; moreover, the angle � cannot serve
as a physical characteristic for comparing individual
compounds since the rotational barrier is in some cases
too low. Instead of a continuous series of � values, there
is a better description to distinguish only two groups of
compounds: nearly planar ð� � 0Þ and non-planar (� not
far from 90�).


In any new application of this theory, it is advisable to
determine the actual conformation of each derivative by
direct methods, say by calculations; the strength of the
steric hindrance is better evaluated in energy terms
(reaction energy of an isodesmic reaction) than in any
geometric parameter (angle �). The numerous values of �
reported in the literature should be viewed as bad esti-
mates of an ill-defined quantity and should not be given
credence. Application of SIR to electronic spectra is still
less trustworthy than the other owing to the problems
mentioned above.


CALCULATIONS


The DFT calculations of the ground state were performed
at the B3LYP/6–311þG(d,p) level according to the
original proposal22 using the Gaussian program.36 No
symmetry preconditions were presumed. All energy-
optimized structures were checked by the vibrational
analysis. The population of the conformers was calcu-
lated with the approximation �G�ð298Þ � �E. The
calculated energies, minimum-energy conformations
and reaction energies of the isodesmic reaction, Eqn (4),
are given in Table 1.


Energies of the conformations with frozen rotation
were calculated with a given fixed torsion angle �; all
remaining geometry parameters were optimized. These
results are given only in the form of potential energy
curves, Fig. 1.


Electronic transitions were calculated at the RCIS/
6–311þG(d,p)//B3LYP/6–311þG(d,p) level; the results
are given in Table 3. Geometry and energy of
the excites states were calculated at the RCIS/6–
311þG(d,p) level.
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ABSTRACT: The influence of solvent viscosity on the rate of enzymatic hydrolysis of a series of dipeptides (Z-Phe-
Gly, Z-Phe-Sar, Z-Phe-Ala, Z-Phe-NMeAla, Z-Phe-Aib and Z-Phe-Pro) by carboxypeptidase Y was investigated. The
effect of solvent viscosity on the enzymatic hydrolysis revealed that whereas all kcat values decreased with viscosity,
those of the N-alkyl peptides decreased more than those of the N-H peptides. The kinetic behaviour implies the
involvement of conformational changes of the enzyme in terms of the ‘induced-fit’ process. Copyright # 2004 John
Wiley & Sons, Ltd.
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INTRODUCTION


Solvent viscosity constitutes an informative medium
variable, whose utility is of prime importance for under-
standing the nature of solvent–solute interactions.1 Con-
sequently, the diversity of physical models developed to
rationalize the viscosity dependence of molecular trans-
formations has reached an impressive level. Furthermore,
viscosity has played a definitive role in the detection of
reaction intermediates and the elucidation of their che-
mical behaviour. The classical cage-effect studies con-
stitute an excellent example of the use of solvent
viscosity as a powerful mechanistic tool. In pioneering
work, Kramers2 proposed a chemical reaction model by
considering the Brownian motion of a particle along the
reaction coordinate in the presence of a potential-energy
barrier. There have been many investigations on the
influence of solvent viscosity on rate in various chemical
reactions, such as stereochemical inversion upon nitrogen
extrusion from cyclic azoalkanes,3 electron transfer
between a platinum electrode and Fe(CN)6


3�/4� or
ferrocene0/þ,4 and the isomerization reactions of stil-
bene,5 to name just a few.


Our approach is based on the conceptually simple free-
volume model of viscosity (�), in which the fractional-
power viscosity dependence (���) provides the effective
volume available for the enzymatic conformational
change under investigation. The free-volume model of


viscosity was suggested by Doolitle,6 who intuitively
pointed out that the translational motion of a molecule
in a liquid is only possible when sufficient free volume
(Vf) is available, i.e. when Vf is larger than some ‘critical’
value V0. The fluidity (��1) is proportional to the prob-
ability factor [exp(�V0 /Vf)] for the translational motion
of an ensemble of molecules. Therefore, the free-volume
dependence of the viscosity may be expressed by Eqn (1),
where A is a proportionality factor:


� ¼ A expðV0=VfÞ ð1Þ


In contrast to translational diffusion, enzymatic confor-
mational changes involve only a portion of the molecule.
Thus, only a fraction �V0 (�< 1) of the critical volume V0


is required to execute the conformational motion, for
which the catalytic rate constant kcat of the reaction from
enzyme–substrate complex to product in the enzymatic
pocket is given by Eqn (2). Substitution of Eqn (1) into
Eqn (2) results in Eqn (3). From Eqn (3), the higher the
solvent viscosity, the smaller the reaction rate becomes.


kcat ¼ k0 expð��V0=VfÞ ð2Þ


kcat ¼ k0ðA=�Þ� ð3Þ


Carboxypeptidase-Y (CPD-Y) (EC 3.4.16.5) from ba-
ker’s yeast is a lysosomal serine exopeptidase, which
catalyses the hydrolysis of the C-terminal peptide bond of
proteins. It has been suggested that a Ser-His-Asp cata-
lytic triad is involved in the process as found in the
trypsin and chymotrypsin families of endopeptidases.7


An interesting feature is that a peptide bond consisting
of a proline residue can be hydrolysed by catalysis of
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CPD-Y, whereas this bond is resistant to cleavage by
�-chymotrypsin. CPD-Y is synthesized in the nucleus as
a preproenzyme and transported to vacuoles. CPD-Y is a
popular model protein for studying protein sorting in
yeast.8 Initial studies have focused on applications such
as C-terminal sequence analysis. Recently, the structure
of monomeric CPD-Y has been determined by x-ray
diffraction studies.9


In general, enzyme catalysis is initiated by interaction
between the enzyme and the substrate prior to reaction,
which gives rise to what is known as the enzyme–
substrate (E–S) complex or Michaelis complex. The
‘induced-fit’ process has been suggested to account for
the reactivity in enzymatic reactions.10–12 According to
this assumption, the enzyme reaction proceeds by cata-
lytic conformations induced by interaction between the
enzyme and the substrate. The flexible active site opens
up to allow the incorporation of the substrate, but once
the substrate is incorporated, the amino acid residues of
the active site become fixed around the substrate.


Increasing solvent viscosity generally results in strong-
er friction forces between solvent and solute. Likewise,
structural fluctuations of enzymes are also expected to be
diminished.13 Therefore, the rate constant of a step where
the conformational effect of an enzyme is significant
should be strongly affected by solvent viscosity. In fact,
there are several examples where the rate of an enzymatic
reaction or isomerization of a protein depends on the
solvent viscosity.14–17 For instance, it has been reported
that an increase in solvent viscosity causes a decrease in
the rate in the photocycle of bacteriorhodopsin,18 in the
diffusion of atom groups CO or O2 in myoglobin19 and in
enzymatic reactions by carboxypeptidase A.16 In the case
of the diffusion of CO or O2, the relation between
viscosity and rate could be correlated by the value of
0.4<�< 0.8. In another example, from the dependence
on solvent viscosity of kinetic parameters for the hydro-
lysis of p-nitroanilides catalyzed by �-chymotrypsin, it
was concluded that the formation of a tetrahedral inter-
mediate in the acylation of the enzyme is significantly
more susceptible to conformational effects of the enzyme
than the breakdown of the intermediate.20


As a step towards gaining an understanding of the
mechanism of the hydrolysis of peptides by enzymes,
we have pursued this issue in terms of solvent viscosity
by comparing the difference in hydrolytic behaviour of N-
alkyl and N-H peptides catalysed by carboxypeptidase Y.


RESULTS AND DISCUSSION


Preparation and hydrolysis of
N-benzyloxycarbonyl-protected dipeptides


A series of dipeptides (Z-Phe-Gly, Z-Phe-Sar, Z-Phe-Ala,
Z-Phe-NMeAla, Z-Phe-Aib and Z-Phe-Pro) as shown in
Scheme 1 were prepared by typical procedures.


Kinetics


All kinetic experiments were performed in pH 6.5 at
37 �C. The progress of the reactions was determined by
monitoring spectrophotomerically (230–240 nm) the re-
lative amount of the released products. Kinetic para-
meters as designated in Scheme 2 for the hydrolysis of
these dipeptides by CPD-Y are summarized in Table 1.
The listed values are the average of 3–5 runs.


In addition, the enzymatic reaction of six substrates
was carried out in glycerol or sucrose at four or five
different concentrations and the kinetic data were calcu-
lated by non-linear fitting of the Michaelis–Menten
equation to plotted experimental data.


Scheme 1


Scheme 2
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Hydrolysis of dipeptides by carboxypeptidase Y


The order of the overall reactivity (kcat/Km) of the C-
terminal residue in the dipeptides was Ala> Pro>
Gly�Aib> Sar>NMeAla, as shown in Table 1.


On the basis of the Km values (NMeAla<
Pro<Ala<Sar<Aib<Gly), the affinity of the Pro
substrate towards the CPD-Y enzyme is favourable for


making the E–S complex relative to those of Ala, Sar, Aib
and Gly substrates. It was found that there is a high
correlation between hydrophobicity of the dipeptide sub-
strates and Km, suggesting that the hydrophobicity of the
C-terminal amino acid is a major factor in governing the
stability of the E–S complex.21 Therefore, the higher
reactivity (kcat/Km) of the Pro substrate relative to the
Sar, Aib and Gly substrates could be attributed to its
stronger affinity induced by hydrophobic interactions and
to the difference in steric demands to which it is subjected
in the transition state compared with the other substrates.


Examination of the x-ray structure of CPD-Y9 led to
the proposal that in CPD-Y the segment of the enzyme
bearing the amino acid residues Ser146, Asp338 and
His397, which could constitute the catalytic triad or
charge relay system, is the active site or catalytic cavity,
as illustrated in Scheme 3.


Near these catalytic residues are two hydrophobic
pockets consisting of the residues Thr60, Phe64, Glu65,
Tyr256, Tyr269, Leu272, Met398 and disulfide 56–298


Table 1. Kinetic parameters for hydrolysis of dipeptides by
CPD-Y


Dipeptide Km kcat kcat/Km


Z-Phe-Xaa (mM) (s�1) (mM
�1 s�1)


-NMeAla 0.273� 0.033 0.657� 0.027 2.40� 0.30
-L-Pro 0.338� 0.018 45.0� 0.8 133� 7
-L-Ala 0.939� 0.099 187.7� 11.4 200� 24
-Sar 1.94� 0.058 25.9� 0.55 13.3� 0.49
-Gly 3.36� 0.12 189� 5.5 56.4� 2.6
-Aib 2.86� 0.15 147� 9.66 51� 4.9


Scheme 3. Acylation step in the hydrolysis by serine proteinase
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designated the S10 binding site, and Tyr147, Leu178,
Tyr185, Tyr188, Leu245, Trp312, Ile340 and Cys341
designated the S1 binding site. It would be possible for
these pockets to accommodate hydrophobic side-chains
at the P1 (corresponding to the N-terminal amino acid
moiety) and P10 (corresponding to the C-terminal amino
acid moiety) positions, respectively. Another important
region at the active site, which could be assumed to be the
oxyanion hole consisting of Gly53 and Tyr147, is also
present.


The mechanism of bond cleavage can be rationalized
as proceeding via tetrahedral intermediates formed by
the attack of Ser146 upon the dipeptide substrates, which
go on to collapse to acyl-enzyme intermediates by
extrusion of the amino group of the cleaved peptide
bond following inversion upon the amide nitrogen atom
and protonation, as illustrated in Scheme 3. According to
the x-ray structure, there seems to be higher steric
hindrance at the tetrahedral intermediate (I) in the
enzymatic hydrolysis by �-chymotrypsin than carbox-
ypeptidase Y.22,23 When the C-terminal residue is
NMeAla and Sar, which have acyclic structures, differ-
ent steric interactions are expected to arise upon con-
formational change of the enzyme as compared with the
Pro substrate in the tetrahedral intermediate (II). This is
based on the principle of microscopic reversibility and
the stereoelectronic control theory.22 The role of the
His397 and Asp338 residues is thought to be to maintain
the Ser146 residue in a state capable of reacting with the
incoming peptide chain, and also to stabilize the tetra-
hedral intermediate formed during catalysis. The imida-
zole group of His397, which is essential in the enzymatic
catalysis,7b assists as a strong general base; the func-
tional group abstracts the alcoholic proton of Ser146 and
shuttles it to the amino leaving group. The negatively
charged Asp338 stabilizes the positive charge developed
on His397.


The order of the catalytic rate constants (kcat) in
the present work was Gly>Ala>Aib> Pro> Sar>
NMeAla and happens to be approximately the same as
the order of pKa values of the corresponding amino acids
[Gly (9.60), Ala (9.69), Aib (10.21), Pro (10.60) and Sar
(10.01)].24 Since the electron-donating ability of the
amino acid nitrogen atom is expected to correlate with
the pKa of the amino acid, the experimental results can be
rationalized as the more basic and thus the more electron-
donating amino acid being less capable of being attacked
by the oxide anion of the Ser146, thus leading to lower
kcat values.


Since N-H substrates are similarly hydrolysed by both
�-chymotrypsin and carboxypeptidase-Y, whereas N-
alkyl substrates are only readily hydrolysed by the latter,
it can be assumed that whereas the sizes of the cavity of
both enzymes are similar, carboxypeptidase-Y is much
more flexible and large conformational changes facilitate
the formation of E–S complexes even for N-alkyl sub-
strates in the hydrolysis reactions.


Influence of solvent viscosity on the kinetic
parameters Km and kcat


Since more conformational change of the enzyme is
expected to be necessary in the enzymatic hydrolysis of
N-alkyl peptides relative to the N-H substrates, we
expected that the kcat of N-alkyl substrates would be
more sensitive than N-H substrates to changes in solvent
viscosity. Thus, the relation between solvent viscosity
and parameters Km and kcat was next examined. In order
to ascertain that viscosity did not affect the structure of
the enzyme, circular dichroism (CD) spectra in the
wavelength range 200–300 nm were recorded for the
enzyme dissolved in Tris–HCl buffer containing 50%
glycerol (6 M), and compared with spectra of a reference
solution containing just Tris–HCl buffer and of a solution
containing 8 M urea with buffer. As shown in Fig. 1, since
the spectral profiles of the 50% glycerol and reference
solutions were essentially identical, it was assumed that
the presence of glycerol did not greatly affect the enzyme
secondary structure.


In the hydrolysis of dipeptides by carboxypeptidase-Y,
Km increased only slightly with viscosity and the max-
imum variation was within 1.28 times the value with no
viscogen (Fig. 2, Table 2).


Generally, the effects of viscogen on enzymatic reac-
tions have been explained by excluded volume effects,25


secondary and tertiary structual change,26 changes in
bulk water concentration27 and inhibition by the added
viscogen.26 As the additives (glycerol and sucrose) are
very hydrophilic hydroxy compounds, these compounds
have no excluded volume effect but produce a stabiliza-
tion effect of proteins in aqueous solution.28 The compar-
ison of the CD spectra (Fig. 1) indicates that secondary
and tertiary structure changes by excluded volume effects
did not occur substantially in the enzyme itself. Changes
in bulk water concentration and inhibition by the additive
is concerned with the changes in Km values. On the other
hand, it is considered that the catalytic rate constants kcat


from the E–S complex to the product are not directly
affected by the additive but are indirectly influenced
through the enzymatic conformational changes since
the active site of CPD-Y is isolated from the surrounding
solvent.9


Since Km was little influenced by the presence of
viscogens, we could assume that the association of
the enzyme and a substrate does not require appreciable
conformational changes of the enzyme in the present
series of reactions. The small increase in the Km values
could be attributed to the loss of entropy upon the
incorporation of the substrate into the enzyme interior
by the partial destruction of the water cluster structure
caused by the intervention of viscogen molecules
and the competitive inhibitor by the viscogen. When
substrates are more difficult to incorporate into the
enzyme by competitive inhibitor, the values of Km


increase.
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Figure 3(a) shows that the kcat values of the N-alkyl
peptides were more strongly affected by viscosity than
those of the N-H peptides. Figure 3(b) indicates that the
influence of viscosity on the kcat value in the sucrose–
water system is smaller than that in the glycerol–water
system.


The tendency for the smaller viscogen to be more
influential has also been observed in the inhibition of


adenosine deaminase-catalysed hydrolysis of adenosine
by transition-state analogue inhibitors,15 where sucrose
or Ficoll (Ficoll 400 is a neutral, highly branched,
hydrophilic polymer of sucrose which dissolves readily
in aqueous solution) was used as the viscogen. The
association and dissociation rates of the inhibitor showed
a decrease in the presence of the small viscogen sucrose
whereas the large viscogen Ficoll had no effect.15


Furthermore, in the hydrolysis of benzoylglycyl-L-
phenyllactate by carboxypeptidase A, where sucrose
and glycerol were used as viscogens,16 the reaction rate
constant kcat in the glycerol–water system was found to
be smaller than that in the sucrose–water system at the
same viscosity, revealing that glycerol affects the reaction
more than sucrose.


Here, the reaction rate constant kcat decreased as the
solvent viscosity increased for all the substrates studied.
It can be assumed that the decreases are due to the loss of
conformational mobility of the enzyme and can be
associated with the conformational change of enzymes
known as the ‘induced-fit’ process, induced by the inter-
action between an enzyme and the substrate. Hence it is
suggested that the kb step involving the formation of
tetrahedral intermediate (I) is the rate-determining step.20


Furthermore, as described above, the dependence of the
electron-donating ability of the amino acid moiety at the
C-terminus on the kcat values is consistent with this step
being rate determining.


Strajbl et al. have demonstrated that in the event of
nucleophilic attack of ROH such as serine protease on an
amide carbonyl group, the alcohol is assisted by base
by deprotonation.29 From the principle of microscopic
reversibility, the tetrahedral intermediate must therefore
eliminate RO� instead of ROH. A comparison of the
pKa values of methanol and ethanol (15.6 and 16,


Figure 1. CD spectra of carboxypeptidase-Y in Tris–HCl buffer at pH 6.5 (no additive), in 50 wt% glycerol in Tris–HCl buffer at
pH 6.5 and in 8M urea in Tris–HCl buffer


Figure 2. (a) Dependence of the Km of CPD-Y-catalysed
hydrolysis of dipeptides Z-Phe-Xaa on viscosity. (b) Depen-
dence of Km of the dipeptide Z-Pha-Xaa hydrolysis on
viscosity with sucrose or glycerol as viscogen
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respectively)30 with those of the ammonium group of
amino acids also indicates that the RO� moiety has a
poorer leaving group ability from the tetrahedral inter-
mediate (I) than the counterpart protonated amino acid.
Here, the increase in the pKa values of the corresponding
amino acid makes the addition of RO� even harder. In
other words, the addition of ROH assisted by base is more
difficult than the elimination of the corresponding amino
acid moiety. Since the activation energies of the N-
protonation and the N-inversion steps are generally
much smaller than those of the addition of alkoxide ion
and the elimination of amino acid steps, the rates of N-
protonation (ka, kd) and N-inversion (kc) should be faster
than those of addition (kb) and elimination (ke). If the step
involving C-terminal amino acid product release (kf)


were rate determining, a relationship between kcat and
the hydrophobicity of the corresponding amino acid
moieties would be expected since there are two hydro-
phobic pockets in CPD-Y. However, for the six substrates
in this study, no relationship (correlation factor r¼ 0.12)
between kcat and hydrophobic parameter �Gret,


21 which
is correlated with the hydrophobicity of the correspond-
ing amino acid moiety, was observed. As the N-terminal
residues of all the substrates are the same and kcat differs
for all the substrates examined, the final kg step could not
be rate determining. This would leave the step involving
the formation (kb) of the tetrahedral intermediate (I)
and the step involving breakdown (ke) of the protonated
tetrahedral intermediate as candidates for the rate-
determining step. The fact that kcat diminished with


Table 2. Kinetic parameters for the hydrolysis of the dipeptides Z-Phe-Xaa by CPD-Y in glycerol–water or sucrose–water mixed
solvent


Viscogenic Concentration Viscosity kcat Km


agent (wt%) (mPa s) (s�1) (mM)


Z-Phe-Ala 0 0.7197 187.7� 11.4 0.9386� 0.099
Glycerol 5.008 0.7776 181.4� 9.3 1.020� 0.054


18.11 1.107 169.9� 3.9 1.055� 0.025
25.29 1.370 164.8� 3.2 1.176� 0.023
33.73 1.766 154.8� 5.1 1.180� 0.391


Z-Phe-Pro 0 0.7197 44.97� 0.78 0.3387� 0.0180
Glycerol 3.236 0.7514 41.09� 0.36 0.3359� 0.0039


14.16 0.9791 36.16� 0.72 0.3483� 0.0088
23.39 1.329 33.96� 0.86 0.3752� 0.0113
34.38 1.888 30.84� 1.00 0.4062� 0.0149


Z-Phe-Gly 0 0.7197 189.4� 5.5 3.358� 0.121
Glycerol 4.514 0.7665 190.8� 16.1 3.971� 0.337


13.18 0.9195 184.8� 5.4 4.091� 0.121
24.13 1.311 171.3� 7.9 4.298� 0.198
34.51 1.903 162.1� 7.4 4.303� 0.216


Z-Phe-Sar 0 0.7197 25.93� 0.55 1.944� 0.058
Glycerol 7.048 0.8128 23.76� 0.92 2.134� 0.084


16.47 1.036 21.36� 1.62 2.375� 0.182
31.81 1.727 19.69� 0.84 2.418� 0.104
38.36 2.146 18.33� 0.59 2.429� 0.078


Z-Phe-Ala 0 0.7197 187.7� 11.4 0.9386� 0.099
Sucrose 14.08 1.026 182.6� 1.0 0.9745� 0.0057


23.13 1.376 173.5� 14.5 1.028� 0.089
28.69 1.77 166.8� 13.3 1.049� 0.086
32.13 2.053 163.5� 4.2 1.055� 0.028


Z-Phe-Pro 0 0.7197 44.97� 0.78 0.3387� 0.0180
Sucrose 13.47 1.046 40.01� 0.26 0.3392� 0.0028


21.82 1.416 35.45� 0.42 0.3469� 0.0052
27.55 1.809 34.38� 0.34 0.3537� 0.0040
31.00 2.201 34.12� 1.07 0.3586� 0.0134


Z-Phe-NMe-Ala 0 0.7197 0.6569� 0.0270 0.2740� 0.0325
Glycerol 9.51 0.8955 0.5937� 0.0039 0.2759� 0.0026


20.47 1.219 0.5406� 0.0058 0.2979� 0.0041
30.19 1.666 0.5147� 0.0099 0.3095� 0.0073
39.56 2.236 0.4803� 0.0126 0.3341� 0.0102


Z-Phe-Aib 0 0.7197 147.3� 9.7 2.864� 0.147
Glycerol 9.554 0.9075 135.8� 4.6 3.182� 0.107


20.01 1.186 129.2� 3.9 3.470� 0.104
29.74 1.600 118.2� 4.6 3.518� 0.136
39.61 2.228 117.2� 2.4 3.549� 0.363
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higher amino acid basicity and higher solvent viscosity
implies that the former formation step is the overall rate-
determining step.


Support for this conclusion in seen in ab initio calcula-
tions of the base-catalysed methanolysis of formamide,
which can be considered a simplified model system of an
enzymatic hydrolysis reaction. The nucleophilic attack of
an alkoxide anion is indicated to be the rate-determining
step and the calculated activation energy of this step is
consistent with experimental values for the general base-
catalysed hydrolysis of several amides.29


Further support for the rate-determining step was
provided by Fersht and Jencks, who showed that the
rate constant k2 (M


�1 s�1) for the nucleophilic attack
of R00O� on amide groups increases with decreasing
electron-donating ability of the amine moiety according
to the relationship log k2¼ 7.2� 0.67pKa(R


0NH3
þ),


where k2 represents the rate constant for the step invol-
ving acylation of the enzyme in the hydrolysis by serine
proteases.31 Furthermore, it is feasible for the catalytic
His to abstract a proton from the catalytic Ser simulta-
neously as the latter attacks the peptide bond to be
cleaved, because CPD-Y is known to be highly active
even at low pH where other serine endopeptidases
are inactive.8 In the alcoholysis of amides at low pH,
the rate-determining step is generally the formation of a
tetrahedral intermediate.31


In order to evaluate the � values in Eqn (3), substitution
of kcat


0 and �0, which are the values for no viscogen,
into Eqn (3) results in Eqn (4). Equation (3) divided by
Eqn (4) produces Eqn (5).


k0
cat ¼ k0ðA=�0Þ� ð4Þ


kcat=k
0
cat ¼ ð�=�0Þ�� ð5Þ


The � values for the substrates employed here were
calculated from normalized kcat/k


0
cat and normalized


�/�0 with Eqn (5) by non-linear fitting (Fig. 4, Table 3).
The � values correspond to the degree of dependence


of the rate on viscosity and here may be regarded as the
degree of solvation around the active site which is located
on the inside of the surface of the enzyme; �¼ 1
corresponds to a case where the variations in the solvent
mobility are fully transferred to the reaction site of the


Figure 3. (a) Dependence of the kcat of CPD-Y-catalysed
hydrolysis of dipeptides Z-Phe-Xaa on viscosity in glycerol–
Tris–HCl buffer mixed solvent. (b) Dependence of kcat of the
dipeptide Z-Phe-Xaa hydrolysis on viscosity with sucrose or
glycerol as viscogen


Figure 4. (a) Normalized kcat value against normalized
viscosity of the dipeptide Z-Phe-Xaa hydrolysis in glycerol–
Tris–HCl buffer mixed solution. (b) Normalized kcat value
against normalized viscosity of the dipeptide Z-Phe-Xaa
hydrolysis with sucrose or glycerol as viscogen


Table 3. � Values calculated from Eqn (5)


Glycerol Sucrose


Z-Phe-L-Ala 0.21� 0.01 0.12� 0.01
Z-Phe-Gly 0.16� 0.01
Z-Phe-Aib 0.24� 0.02
Z-Phe-L-Pro 0.45� 0.06 0.29� 0.02
Z-Phe-NMeAla 0.30� 0.02
Z-Phe-Sar 0.34� 0.04
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enzyme. From the � values in Table 3, the hydrolysis
reaction of the N-alkyl peptides was more sensitively
affected than the N-H peptides by variations of viscosity.


According to the free-volume model of viscosity,6 as
viscosity increases, the stronger an effect free volume has,
resulting in a larger � value. In other words, the hydrolysis
reaction of the N-alkyl peptides accompanied larger struc-
tural fluctuations (larger free volume) than the N-H pep-
tides. These results are consistent with the ‘induced-fit’
process model in the enzymatic reactions, induced by the
interaction between the enzyme and the substrate.


Examination of the x-ray structure9 of the main chain
of CPD-Y [Fig. 5(a)] reveals that the catalytic His397 is
near the C-terminal helix domain (Phe401–Ile415). This
domain is not bound by a surrounding peptide chain and
not located within a �-strand structure [Fig. 5(c)] and
may therefore fluctuate with ease. On the other hand, the
catalytic His of �-chymotrypsin is located within a �-
strand structure (Trp51–Thr54 and Val65–Ala68) and is
fixed to a surrounding peptide chain [Fig. 5(b)]. For this
reason, we believe that the hydrolysis reaction of the N-
alkyl peptides accompanied more fluctuation of the
domain including His397.


Scheme 4 illustrates the effect of viscosity on the
enzymatic reaction by the free-volume model.


With the conformational change of the substrate during
the conversion from the Michaelis complex to a tetra-
hedral intermediate as depicted, the geometry of the
amide bond nitrogen changes from planar to pyramidal
with the accompaniment of a conformational change of
the enzyme. As in Scheme 4(b), it is expected that a larger
conformational change of the enzyme (larger free vo-
lume) is required in the case of the N-alkyl substrates


during the reaction, and therefore is more susceptible to
solvent effects. The decrease in k with increasing �
implies that the increase in friction forces exerted by
the viscous solvent leads to retardation of the fluctuation
of the enzyme.


It has also been reported that most proteins are effec-
tively hydrated on the addition of glycerol, this being the
origin of structure stabilization of proteins in aqueous
glycerol.28 As shown in Fig. 3, although there is a slight
difference in the degree of change, the profiles were
similarly shaped for the two different viscogens. This
supports our conclusion that viscosity is directly related
to the speed of conformational change and that the
phenomenon is independent of the nature of the viscogen.


EXPERIMENTAL


Instrumentation. CD spectra were recorded on Jasco J-
500CH instrument. A Shimadzu UV-240 UV–visible
recording spectrophotometer was used for kinetic mea-
surements. Viscosity was measured by using a stalagm-
ometer at 310 K.


General synthetic method. Treatment of L-phenylalanine
(Phe) with benzyloxycarbonyl chloride (Z-Cl) and L-
alanine (Ala) with di-tert-butyl dicarbonate (Boc2O)
afforded Z-Phe and Boc-Ala, respectively. Methylation
of Boc-Ala with methyl iodide gave the N-methylalanine
derivative (Boc-MeAla). Reaction of �-amino acid
(Xaa¼ L-Ala, Gly, NMeAla, L-Pro, Aib and Sar) with
thionyl chloride followed by MeOH gave the correspond-
ing methyl ester (HCl�Xaa-OMe). The coupling reactions


Figure 5. The main chain of CPD-Y x-ray structure (PDB code: 1YSC).9 (b), (c) Sequence and secondary structure of �-
chymotrypsin [(PDB code: 4CHA),23 Leu33–Lys82, (b)] and carboxypeptidase-Y [Ala371–Leu421, (c)]. The sequence is shown as
a single letter code and H is the catalytic histidine of each enzyme. The assignments of secondary structure are: H¼helix;
B¼ residue in the isolated beta bridge; E¼ extended �-strand; T¼hydrogen-bonded turn; S¼bend


INFLUENCE OF SOLVENT VISCOSITY ON HYDROLYSIS RATES OF DIPEPTIDES 455


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 448–457







were mediated by dicyclohexylcarbodiimide to give the
corresponding N- and O-protected dipeptides (Z-Phe-
Xaa-OMe). Deprotection of the C-terminus of the dipep-
tides was carried out by treatment with an equivalent
volume of 1 M NaOH for 0.5–3 h at room temperature to
give the dipeptide substrates Z-Phe-Xaa.


N-Benzyloxycarbonyl-L-phenylalanyl-2-methylalanine (Z-
Phe-Aib). M.p. 158 �C (lit.32 161 �C), ½��20


D ¼�9.7
(c¼ 0.10, MeOH) (lit.32 ½��20


D ¼�9.5, c¼ 0.1, MeOH);
1H NMR (500 MHz, CDCl3), � 7.47–7.05 (10H, m), 6.48
(1H, s), 5.69 (1H, s), 5.08 (2H, s), 4.48 (1H, m), 3.05 (2H,
m), 1.55 (3H, s), 1.42 (3H, s).


N-Benzyloxycarbonyl-L-phenylalanyl-L-alanine (Z-Phe-
L-Ala). M.p. 160–162 �C (lit.33 165 �C), ½��20


D ¼�10.8,
(c¼ 0.0198, MeOH) (lit.33 ½��20


D ¼�11.0, c¼ 2, alco-
hol);1H NMR (500 MHz, CDCl3) � 7.47–7.05 (10H, m),
6.47 (1H, s), 5.41 (1H, s), 5.08 (2H, s), 4.52 (1H, q,
J¼ 7.5 Hz), 4.50 (1H, t, J¼ 7.5 Hz), 3.10 (1H, q,
J¼ 7.5 Hz), 3.06 (1H, q, J¼ 7.5 Hz), 1.38 (3H, d,
J¼ 7.5 Hz).


N-Benzyloxycarbonyl-L-phenylalanylglycine (Z-Phe-Gly).
M.p. 144–147 �C (lit.34 154 �C), ½��20


D ¼�9.9
(c¼ 0.025, AcOH) (lit.34 ½��18


D ¼�10.2, c¼ 2.73,
AcOH); 1H NMR (500 MHz, CDCl3), � 7.47–7.05
(10H, m), 6.52 (1H, s), 5.39 (1H, s), 5.07 (2H, s), 4.54
(1H, dd, J¼ 6.5, 12.5 Hz), 4.06 (1H, d, J¼ 17.9 Hz), 3.92
(1H, d, J¼ 17.9 Hz), 3.96–3.92 (1H, m), 3.08 (2H, m).
Found: C, 63.94; H, 5.57; N, 7.92%. Calculated for
C19H20N2O5: C, 64.04; H,5.66; N; 7.68%.


N-Benzyloxycarbonyl-L-phenylalanyl-N-methyl-L-alanine
(Z-Phe-NMeAla). M.p. 39–40 �C, ½��20


D ¼�33.2


(c¼ 0.100, MeOH); 1H NMR (500 MHz, CDCl3), �
7.33–7.16 (10H, m), 6.23 (1H, d, J¼ 9.0 Hz), 5.17 (1H,
q, J¼ 7.5 Hz), 5.12 (1H, d, J¼ 8.5 Hz), 5.09 (1H, d,
J¼ 8.5 Hz), 4.95 (1H, quintet, J¼ 7.4 Hz), 3.09–2.94
(2H, m), 2.86 (3H, s), 1.39 (3H, d, J¼ 7.5 Hz). Found:
C, 65.47; H, 6.46; N, 7.19%. Calculated for C21H24N2O5:
C, 65.63; H, 6.25; N, 7.29%.


N-Benzyloxycarbonyl-L-phenylalanyl-L-proline (Z-Phe-L-
Pro). M.p. 107–108 �C (lit.35 106.5 �C), ½��20


D ¼�43.7
(c¼ 0.130, MeOH); 1H NMR (500 MHz, CDCl3) �
7.37–7.120 (10H, m), 5.57 (1H, d, J¼ 9.0 Hz), 5.11
(1H, d, J¼ 12.5 Hz), 5.06 (1H, d, J¼ 12.5 Hz), 4.69
(1H, dd, J¼ 8.0, 15.1 Hz), 4.58 (1H, d, J¼ 5.5 Hz),
3.51 (1H, dd, J¼ 8.5, 15.9 Hz), 3.06–3.03 (2H, m),
2.85–2.80 (1H, m), 2.34–2.30 (1H, m), 2.01–1.93 (1H,
m), 1.89–1.83 (1H, m), 1.78–1.71 (1H, m). Found: C,
66.64; H, 6.13; N 6.90%. Calculated for C22H24N2O5: C,
66.65; H, 6.10; N, 7.06%.


N-Benzyloxycarbonyl-L-phenylalanylsarcosine (Z-Phe-
Sar). M.p. 61–63 �C (lit.36 46–50 �C), ½��20


D ¼�9.4
(c¼ 0.40, EtOH) (lit.36 ½��20


D ¼�9.5, c¼ 4.0, EtOH);
1H NMR (500 MHz, CDCl3), � 7.34–7.15 (10H, m),
5.91 (1H, d, J¼ 9.0 Hz), 5.08 (1H, d, J¼ 12.5 Hz), 5.02
(1H, d, J¼ 12.5 Hz), 4.95 (1H, q, J¼ 8.2 Hz), 4.20 (1H,
d, J¼ 17.5 Hz), 3.94 (1H, d, J¼ 17.5 Hz), 3.07–2.94 (2H,
m), 2.88 (3H, s). Found: C, 64.71; H, 6.24; N, 7.45%.
Calculated for C20H22N2O5: C, 64.85; H, 5.99; N, 7.56%.
FABMS: m/z 371.1639. Calculated for C20H23N2O5:
371.1608.


Solvent viscosity. The viscosity of the reaction solvent
was controlled by adding an appropriate amount of
glycerol or sucrose to Tris–HCl buffer (50 mM, pH 6.5).


Scheme 4. The viscosity effect on the enzymatic reaction
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When an equal volume of viscous fluid is measured by
using the same thin tube, the viscosity (�) is given by


� ¼ ð�t�0Þ=ð�0t0Þ ð6Þ


where t is the time required for passage through the tube,
� is the solution density and �0, t0 and �0 are the values for
water as the standard fluid. The time for passage of 5 ml
of solutions and water was measured five times with the
stalagmometer. The average passage times were used to
calculate the solution viscosities relative to water.


CD spectra. The effect of solvent viscosity on the sec-
ondary structure of the enzyme was investigated by CD
spectroscopy in the wavelength range 200–300 nm. The
enzyme was dissolved in solutions controlled at pH 6.5
with Tris–HCl buffer (50% glycerol, 8 M urea and a
reference solution without either additive).


Enzyme CPD-Y. CPD-Y prepared by Oriental Yeast was
purchased from Wako Pure Chemical Industries and used
without purification.


Kinetic measurements. A spectrophotometer was used for
kinetic measurements. Kinetics were measured by fol-
lowing the decrease in absorbance at 230 nm. The reac-
tion conditions were kept constant over all kinetic
measurements: temperature 310 K, concentration of the
buffer 50 mM, pH 6.5.


As a typical procedure of these experiments, carbox-
ypeptidase-Y (4.68 mg, ca 7.8� 10�8 mol) was dissolved
in Tris–HCl buffer (1 ml) and the solution was diluted
appropriately. A stock solution of substrate was prepared
(ca 1 mM) by dissolving the substrate in Tris–HCl buffer
and diluting appropriately. The solution of substrate
(3 ml) was placed in a thermostated compartment of the
spectrophotometer and incubated for 5 min. After 20ml of
enzyme solution had been added, the mixture was shaken
to make it homogeneous. The absolute absorbance of this
solution was then measured. One set of measurements
was composed of data from five different substrate
concentrations and the initial velocity of each substrate
concentration was calculated as the average of 3–5 runs.
The dipeptide and the hydrolysis product of the dipeptide
Z-Phe-Xaa of carboxypeptidase-Y were checked by re-
versed-phase HPLC and no diastereomer was detected.
The mobile phase (0.5 ml min�1) consisted of acetoni-
trile–water (3:7) containing 60 mM AcONa buffer
(pH 6.0).
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ABSTRACT: The gas-phase elimination kinetics of the title compounds were examined in a static reaction system
over the temperature range 350.2–399.7 �C and the pressure range 16.5–107 Torr (1 Torr¼ 133.3 Pa). The reactions
are homogeneous, unimolecular and follow a first-order rate law. The rate coefficients are given by the
following Arrhenius equations: for ethyl 3-phenylglycidate, log [k1 (s�1)]¼ (12.15� 0.46)� (190.1� 5.8) kJ mol�1


(2.303RT)�1, and for ethyl 3-methyl-3-phenyl glycidate, log [k1 (s� 1)]¼ (12.02� 0.19)� (182.9� 2.4) kJ mol� 1


(2.303RT)�1. The ethyl side of the ester is eliminated as ethylene through a concerted six-membered cyclic transtion
state, while the unstable intermediate glycidic acid rapidly decarboxylates to give the corresponding substituted
aldehyde. The glycidic acid appears to lose CO2 gas by way of a five-membered cyclic transition state type of
mechanism. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: gas-phase elimination; pyrolysis; mechanisms; ethyl 3-phenyl glycidate; ethyl 3-methyl-3-phenyl glycidate


INTRODUCTION


An interesting review of glycidic esters and their conver-
sions to aldehydes and ketones was presented by Newman
and Magerlein1 [reaction (1)]. These esters on alkaline
hydrolysis and acidification yield the corresponding
acids which generally are difficult to isolate [reaction (1),
step 1]. Glycidic acids have been found to be unstable and
decompose even at room temperature. However, the physi-
cal constants of a few high molecular weight member of
these acids have been described.2,3 The reaction of con-
verting glycidic acids through decarboxylation into the
aldehydes or ketones [reaction (1), step 2] is by heating
to the decomposition point. In this respect, the above-
mentioned review1 reports several examples of pyrolyses
or thermal decompositions of alkaline salts of these
acids in the presence of a catalysts or heated in solvents.


ð1Þ


The process of removal of the alkyl side of the glycidic
ethyl ester [reaction (1), step 1], followed by a rapid
decarboxylation of the corresponding acid [reaction (1),


step 2], may be associated with some analogous reactions
undergoing a similar number of steps. Examples of such
reactions are the homogeneous, unimolecular gas-phase
elimination kinetics of ethyl carbamates4 [reaction (2)],
ethyl carbonates5 [reaction (3)] and ethyl esters of amino
acids6,7 [reaction (4)]. According to reactions (2)–(4), the
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ð3Þ


ð4Þ







alkyl side of the ester is eliminated to the corresponding
olefin, whereas the acid intermediate under the experi-
mental conditions, decarboxylate to final products.The
above information led to the present attempt to examine
some glycidates eliminations in the gas phase. Two
known compounds, ethyl 3-phenylglycidate and ethyl
3-methyl-3-phenylglycidate, on basic hydrolysis and
acidification yielded the corresponding 2-phenylacetal-
dehyde8,9 and 2-phenylpropionaldehyde,10 respectively.
Consequently, this work aimed at examining the gas-
phase kinetics and mechanisms of these substrates and to
compare the results, if any.


RESULTS AND DISCUSSION


The product formation in the molecular elimination of the
ethyl glycidates in the gas phase can be described
according to reaction (5).


ð5Þ


The theoretical stoichiometry of reaction (5) demands
that for a long reaction time Pf/P0¼ 3, where Pf and P0


are the final and initial pressures, respectively. The
average experimental result for Pf/P0 at four temperatures
and ten half-lives was nearly 3.0 (Table 1). The departure
of Pf/P0 to <3 for ethyl 3-methyl-3-phenylglycidate may
be due to some polymerization of the corresponding
aldehyde product. Additional examination for the verifi-
cation of the stoichiometry of reaction (5), up to 60–70%
reaction, was made by comparing the extent of decom-
position of the substrate from pressure measurements
with that obtained from quantitative gas-liquid chromato-
graphic (GLC) analyses of the corresponding ethylene
formation (Table 2).


The effect of the surface area on the rate of elimination
was tested by carrying out several runs in a vessel packed
with small cylindrical glass balls, with a surface-to-
volume ratio of 6 relative to that of the normal unpacked
vessel, which is equal to 1. The rates of elimination of
both substrates were unaffected in seasoned packed and
unpacked vessels. However, clean packed and unpacked
Pyrex vessels showed a significant heterogeneous effect
on the rate coefficients (Table 3).


The effect of different proportions of the free radical
inhibitor toluene on the elimination reactions is given in
Table 4. No induction period was observed and the rates
were reproducible with a relative standard deviation not
greater than 5% at a given temperature.


The rate coefficients for the glycidic ethyl esters
calculated from k1¼ (2.303/t)log[2P0/(3P0�Pt)] were
found to be independent of the initial pressure (Table 5).
A plot of log(3P0�Pt) against time t gave a good straight
line up to 60–80% reaction. The temperature dependence
of the rate coefficients and the corresponding Arrhenius
equation are given in Table 6 (90% confidence coeffi-
cients from a least-squares method). Therefore, these
reactions, carried out in seasoned vessels and in the
presence of the free radical inhibitor toluene, are homo-
geneous, unimolecular and follow a first-order rate law.
The rate coefficient is expressed by the following Ar-
rhenius equations:


for ethyl 3-phenylglycidate:


log½k1ðs�1Þ� ¼ ð12:15 � 0:46Þ
� ð190:1 � 5:8ÞkJ mol�1ð2:303RTÞ�1


for ethyl 3-methyl-3-phenyl glycidate:


log½k1ðs�1Þ� ¼ ð12:02 � 0:19Þ
� ð182:9 � 2:4ÞkJ mol�1ð2:303RTÞ�1:


The kinetic and thermodynamic parameters are des-
cribed in Table and Figures 1 and 2. The results for logA
of 12.15 and 12.02 for the substrates listed in Table 7 are
the commonly accepted values for a six-membered cyclic
transition state mechanism for ester pyrolyses in the gas
phase [reaction (6)].11-13 Moreover, this mechanistic
consideration is reinforced with a significant negative
entropy of activation (�S 6¼ ). Therefore, the first stage of
elimination is the formation of ethylene and the corre-
sponding glycidic acid [reaction (7), step 1)].


ð6Þ


Unfortunately, the phenylglycidic acid intermediate,
under the present reaction conditions, decarboxylates to
give the corresponding aldehyde as described in


Table 1. Ratio of rate of final pressure (Pf) to initial pressure
(P0)


a


Temperature P0 Pf


Substrate ( �C) (Torr) (Torr) Pf/P0 Average


Ethyl 369.6 67 202 3.0 3.0
3-phenylglycidate


379.9 76.5 222.5 3.0
389.9 74 211.5 2.9
399.7 69 216 3.1


Ethyl 3-methyl- 360.0 31.5 79 2.5 2.7
3-phenylglycidate


370.6 12 32 2.7
380.2 22 61 2.8
391.1 35.5 98 2.8


a Vessel seasoned with allyl bromide. 1 Torr¼ 133.3 Pa.
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reaction (5). Attempts to prepare pure 3-phenylglycidic
acid as reported3 were unsuccesful, since this acid de-
composes even at room temperature. Therefore, sub-
strates <97.5% pure lead to unreliable and
irreproducible kinetic results. To rationalize a reasonable
mechanism for the formation of the final products from
the glycidic acid intermediates, the tertiary carbon at the
3-position, rather than the secondary carbon at the 2-
position, is more liable to a C—O bond polarization, in
the sense of C�þ� � � �O��. Consequently, the oxygen
becomes very nucleophilic in nature and may abstract
the acidic H of the COOH through a five-membered
cyclic transition state as shown in reaction (7), step 2.


Table 2. Stoichiometry of the reaction


Temperature
Substrate ( �C) Parameter Values


Ethyl 3-phenylglycidate 390.1 Time (min) 3.5 4.5 7 10 12
Reaction (%) (pressure) 24.6 30.2 43.8 55.9 64.1
Ethylene (%) (GLC) 22.7 29.5 41.7 54.8 60.0


Ethyl 3-methyl-3-phenylglycidate 380.3 Time (min) 3 5.5 9 12 15
Reaction (%) (pressure) 45.0 55.0 65.9 70.5 79.5
Ethylene (%) (GLC) 44.5 56.4 69.2 73.4 77.5


Table 3. Homogeneity of elimination reactions


S/V 104 k1 104 k1


Substrate (cm�1)a (s�1)b (s�1)c


Ethyl 3-phenylglycidate 1 16.28 14.09
at 390.1 �C


6 22.72 13.87
Ethyl 3-methyl-3-phenylglycidate 1 25.56 24.91
at 380.2 �C


6 22.86 24.33


a S¼ surface area; V¼ volume.
b Clean Pyrex vessel.
c Vessel seasoned with allyl bromide.


Table 4. Effect of free radical inhibitor (toluene) on rates


Substrate Temperature ( �C) Ps
a (Torr) Pi


b (Torr) Pi/Ps 104k1 (s�1)


Ethyl 3-phenylglycidate 390.1 47 — — 14.45
85 63 0.7 13.91
44.5 78 1.8 14.18
53 106 3.8 14.40


Ethyl 3-methyl-3-phenylglycidate 380.2 20 — — 26.31
22 24 1.1 25.80
21 72 2.3 25.73
22 131 6.2 25.81


a Ps¼ pressure of the substrate.
b Pi¼ pressure of the inhibitor.


Table 5. Invariability of the rate coefficients with initial pressurea


Substrate Temperature ( �C) Parameter 104k1 (s�1)


Ethyl 3-phenylglycidate 390.1 P0 (Torr) 44.5 53 78 85 107
104 k1 (s�1) 14.18 14.45 14.18 13.91 14.03


Ethyl 3-methyl-3-phenylglycidate 380.2 P0 (Torr) 16.5 30 47 58 67
104 k1 (s�1) 25.31 25.90 26.32 25.80 25.71


a Vessel seasoned with allyl bromide.


Table 6. Variation of the overall rate coefficients with temperature


Substrate Parameter Value


Ethyl 3-phenylglycidatea Temperature ( �C) 350.2 360.0 369.6 379.9 390.1 399.7
104 k1 (s�1) 1.61 2.82 5.01 8.98 14.09 24.28


Ethyl 3-methyl-3-phenylglycidateb Temperature ( �C) 350.5 360.0 370.6 380.2 391.1
104 k1 (s�1) 5.47 8.51 15.41 25.81 40.21


a Rate equation: log [k1 (s�1)]¼ (12.15� 0.46 )� (190.1� 5.8) kJ mol�1 (2.303RT)�1; r¼ 0.9980.
b Rate equation: log [k1 (s�1)]¼ (12.02� 0.19)� (182.9� 2.4) kJ mol�1 (2.303RT)�1; r¼ 0.9998.
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The aldehyde product is readily formed from isomeriza-
tion of the corresponding enolic intermediate.


ð7Þ


The alternative mechanism for the glycidic acid de-
composition through decarboxylation as depicted in re-
action (8) appears to be unlikely since the epoxy
intemediate was not isolated. Moreover, most epoxy
compounds undego isomerization and rearrangements
at temperatures even higher than those employed in the
present experiments.14–16


ð8Þ


The k-value of ethyl 3-methyl-3-phenylglycidate is
found to represent a nearly 2.9 times faster for rate than
ethyl 3-phenylglycidate (Table 7). This result is surpris-
ing since the glycidic acid intermediates are unstable and
decarboxylate very fast at the high working temperatures.
Consequently, the difference in rates between the two
esters may be deduced from the ethylene elimination
[reaction (2), step 1], rather than the decarboxylation of
the corresponding glycidic acid intermediate [reaction
(2), step 2]. This means that the 3-phenyl oxiranyl


substituent at the acid side of the ester should give a
faster overall rate than the 3-methylphenyl oxiranyl
substituent. Otherwise, it is possible to believe that such
difference may be due to a concomitant fragmentation of
the oxirane to generate the enol directly. Apparently, the
greater substitution of the enol 3-methyl-3-phenyl sub-
stituent may provide an enhanced driving force for the
reaction as compared with the 3-phenyl derivative. Ac-
cordingly, the enol would be more stabilized and if
Hammond’s postulate holds, then the activation barrier
would be lowered and therefore result in a faster rate
coefficient. Moreover, the result of a greater negative
entropy of activation of the ethyl 3-methyl-3-phenylgly-
cidate compared with ethyl 3-phenylglycidate suggests
that the more concerted elimination of ethylene and then
carbon dioxide to generate the enol intemediate appears
to be rationalized by the experimental results (Table 7).


EXPERIMENTAL


Ethyl 3-phenylglycidate (Aldrich) and ethyl 3-methyl-3-
phenylglycidate (Acros) were redistilled to >98.8%
purity when analyzed by GC-MS (Saturn 2000, Varian)
using a DB-5MS capillary column (30� 0.25 mm i.d.,
0.25mm film thickness). Quantitative analysis of the
product ethylene was performed by using a 3 m GC
column of Porapak Q, 80–100 mesh. The verification of
the substrates and identification of the products were
carried out with the Varian Saturn GC-MS instrument
with a DB-5MS capillary column.


Table 7. Kinetic and thermodynamic parameters at 370 �C


k1� 104 Fa Log A �S 6¼ �H 6¼ �G 6¼


Substrate (s�1) (kJ mol�1) (s�1) (J mol�1 K�1) (kJ mol�1) (kJ mol�1)


Ethyl 3-phenylglycidate 5.10 190.1� 5.8 12.15� 0.46 �27.2 184.8 202.3
Ethyl 3-methyl-3-phenylglycidate 15.41 182.9� 2.4 12.02� 0.19 �44.6 167.8 196.5


Figure 1. Kinetic plot to determine entropy and enthalpy of
activation for the ethyl 3-phenylglycidate. Ln(k/T)¼ ln(kB/
�h) ��S#/R��H#/RT; slope �22225.3; intercept 20.49;
r¼0.9995; �H#¼184.8 kJmol�1; �S#¼�27.15 Jmol�1;
�G#¼202.26 kJmol�1


Figure 2. Kinetic plot to determine entropy and enthalpy
of activation for the ethyl 3-methyl-3-phenylglycidate.
Ln (k/T)¼ ln (kB/�h) ��S#/R ��H#/RT; slope �20182.6;
intercept 18.40; r¼0.9989; �H#¼ 167.8 kJmol�1; �S#¼
�44.55 Jmol�1; �G#¼196.5 kJmol�1
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Kinetics. The elimination kinetics were measured in a
static reaction system as described.17,18 The rate coeffi-
cients were determined manometrically with a precision
of 0.5 mmHg. The temperature was controlled by a
resistance thermometer controller, Shinko DIC-PS
25RT, and an Omega solid-state SSR240AC45, main-
tained within� 0.2 �C and measured with a calibrated
platinum–platinum-13% rhodium thermocouple. No
temperature gradient was found along the reaction vessel.
The ethyl glycidate substrates were injected (0.05-0.1 ml)
directly into the reaction vessel with a syringe through a
silicone-rubber septum.
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9. Ruggli P, Hegedüs B. Helv. Chim. Acta 1942; 25: 1285–1296.
10. Allen CFH, Van Allan J. Org. Synth. 1944; 24: 87–88.
11. Taylor R. In The Chemistry of the Functional Groups: Suplemen-


tary Volume B, Acid Derivatives, Patai S (ed). Wiley: Chichester,
1979; 859–914.


12. Holbrook KA. In The Chemistry of Acid Derivatives: Vapor
and Gas Phase Reactions of Carboxylic Acids and Their
Derivatives, vol. 2, Patai S (ed). Wiley: Chichester, 1992;
703–746.


13. Chuchani G, Mishima M, Notario R, Abboud JLM. In Advances in
Quantitative Structure–Property Relationship, vol. 2, Charton M,
Charton BI, (eds). JAI Press: Stanford, 1999; 35–126.


14. Flowers MC, Parker RM, Voisey MA. J. Chem. Soc. B 1970;
239–243.


15. Flowers MC, Parker RM. Int. J. Chem. Kinet. 1971; 3: 443– 452.
16. Flowers MC, Parker RM. J. Chem. Soc. B 1971; 1980–1988.
17. Maccoll A. J. Chem. Soc. 1955; 965–973.
18. Swinbourne E. Aust. J. Chem. 1958; 11: 314–330.


698 G. CHUCHANI ET AL.


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 694–698








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2004; 17: 215–220
Published online in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/poc.716


Diethyl ketone triperoxide: thermal decomposition
reaction in chlorobenzene solution and its application
as initiator of polymerization
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ABSTRACT: The kinetics of the thermal decomposition reaction of diethyl ketone triperoxide (3,3,6,6,9,9-hexaethyl-
1,2,4,5,7,8-hexaoxacyclononane, DEKT) in chlorobenzene solution were studied in the temperature range 99.0–
148.0 �C and at initial concentrations of (1.65–4.97)� 10�2


M. The thermolysis of DEKT follows a first-order kinetic
law up to at least ca 80% triperoxide conversion. The activation parameter values for the initial O—O bond rupture in
chlorobenzene (�Hz ¼ 134.6� 1.7 kJ mol�1; �Sz ¼ 4.2� 3.8 J mol�1 K�1) and the reaction products observed
support a stepwise reaction mechanism which includes as a first step the unimolecular homolytic cleavage of one
peroxidic bond of the DEKT molecule giving rise to a biradical as intermediate. Additionally, the results obtained
were compared with those obtained in toluene, toluene–styrene (50%, v/v) and chlorobenzene–styrene (50%, v/v)
solution, showing that the decomposition reaction is strongly solvent dependant. Further, the biradical intermediate
obtained in all cases was used to initiate styrene polymerization. It was demonstrated that DEKT can effectively act as
initiator in styrene polymerization and its performance is similar to that presented by a multifunctional initiator giving
rise to high molecular weight polystyrene at a high reaction rate. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: cyclic organic peroxide; diethyl ketone triperoxide; hexaoxacyclononane; solution kinetics; multifunctional


initiator; cyclic peroxide initiator; styrene polymerization; polystyrene


INTRODUCTION


Most commercial vinyl polymers such as polystyrene,
polyethylene and poly(vinyl chloride) are produced in-
dustrially by means of free radical polymerization, where
organic peroxides are usually used as free radical initia-
tors. Cyclic organic di- and triperoxides can decompose
thermally by homolytic cleavage of the O—O bond to
give an intermediate biradical,1–4 which in turn initiates
the polymerization of vinyl monomers. The radical thus
produced is incorporated into the polymer structure
yielding polymeric species with embedded peroxide
groups that decompose later during the polymerization
process. Since the nature of the biradical formed is
dependent on peroxide structures and has a profound
influence on the final polymer properties, it is important
to clarify the initiation mechanism of organic peroxides,


in particular di- and triperoxides, which can be consid-
ered as multifunctional initiators as a consequence of the
two or three active sites of the peroxide molecule.
Recently, we have published5 some results dealing with
styrene polymerization in the presence of diethyl ketone
triperoxide (3,3,6,6,9,9-hexaethyl-1,2,4,5,7,8-hexaoxa-
cyclononane) (DEKT) in the bulk and in toluene solution.


In this paper, we report a study of the thermal decom-
position reaction of DEKT and its application as a
trifunctional initiator of styrene polymerization. The
kinetic experiments were carried out in chloroben-
zene, chlorobenzene–styrene (50%, v/v), toluene–styrene
(50%, v/v) and styrene. The selection of chlorobenzene in
particular was made taking into account its low transfer
constant in a polymerization process (Cs¼ 0.56� 10�4)
and the value of half-life of the DEKT in that solvent
(t1/2¼ 5.1 h at 130 �C).


RESULTS AND DISCUSSION


Thermal decomposition of DEKT in solution


We have shown previously1 that there is a significant
solvent effect on the kinetics and activation parameters
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corresponding to the thermal decomposition reaction of
DEKT in solution in benzene, toluene and benzene–2-
propanol (1 : 1, v/v). The unimolecular thermal decom-
position reaction of this molecule can be represented by a
stepwise homolysis where the rate of ring cyclization
within the solvent cage after the initial O—O bond
cleavage would be a relatively fast step6,7 [Eqn (1)].
Thus, the rate-determining step is biradical (dialcoxy
radical) formation that further decomposes by either
C—C, C—O or O—O bond rupture, originating differ-
ent final products.


In a previous study (A. I. Cañizo, unpublished work,
2001), it was also demonstrated that the biradical decom-
poses thermally to form free ethyl radicals that react with
the solvent, benzene or toluene, to generate different
products such as ethylbenzene, biphenyl or n-propylben-
zene and bibenzyl, respectively. In this way, this cyclic
peroxide can be considered as an important source of
ethyl radicals.


The thermal decomposition reaction of DEKT in
chlorobenzene solution, at temperature and initial con-
centration ranges of 99.0–148.0 �C and (1.65–
1.76)� 10�2


M, respectively, follows a first-order kinetic
law up to at least 80% triperoxide conversion. In order to
discard a radical-induced decomposition reaction as a
competing mechanism, the kinetics of the DEKT thermal
decomposition reaction in chlorobenzene solution were
studied at 135.0 �C with a higher initial peroxide con-
centration (4.97� 10�2


M) (Table 1). The results of the
experiments show that the rate constant values are prac-
tically independent of the initial DEKT concentration.
Hence it can be assumed that, under the experimental


conditions employed in this study, there are no contribu-
tions from second-order processes inducing the decom-
position of the triperoxide, either at higher conversions
(ca three half-lives) or at higher initial DEKT concentra-
tion. Therefore, the observed rate constant values
(Table 1) can be ascribed to the unimolecular initial
step of DEKT thermolysis [Eqn (1)].


The reaction products in chlorobenzene detected by
gas chromatography were diethyl ketone, ethane, butane,
4,40-dichloro-1,10-biphenyl, 1-chloro-3-ethylbenzene,
1-chloro-4-ethylbenzene, 1-chloro-2-ethylbenzene and
methyl propionate. These reaction products can be inter-
preted in terms of the initial O—O bond homolytic
rupture to give the corresponding biradical [Eqn (1)].
This biradical can reform the DEKT molecule or undergo
either a C—O, C—C or O—O bond cleavage. Quanti-
tative analysis of 3-pentanone, generated by C—O bond
ruptures, shows a molar yield of 0.27 mol per mole of
DEKT decomposed. Ethyl radicals derived from C—C
bond ruptures can abstract a hydrogen atom from the
solvent to give ethane and other products by combination
of free radicals (1-chloro-3-ethylbenzene, 1-chloro-4-
ethylbenzene, 1-chloro-2-ethylbenzene, butane, 4,40-
dichloro-1,10-biphenyl). Product analysis confirms that
the C—C bond rupture to give ethyl radicals makes an
important contribution to the decomposition of the bir-
adical. The presence of methyl propionate can be as-
sumed to be a result of C—C and O—O bond ruptures
coming from the former biradical [Eqn (1)] to generate a
propionate radical. Oxygen and carbon dioxide probably
are also formed as reaction products but the instrumental
methods used made it impossible to detect them (see
Experimental). At present, quantitative analysis of the
reaction products is insufficient for the complete elucida-
tion of the thermolysis mechanism of DEKT in chloro-
benzene solution, and further work is in progress.


Nevertheless, the temperature effect on the rate con-
stant values (kexp) for the unimolecular reaction [Eqn (1)]
can be represented by the Arrhenius equation. The


Table 1. First-order rate constants for DEKT decomposition in chlorobenzene solution


Temperature ( �C) [DEKT]a (10�2
M) kexp (10�5 s�1) Experimental pointse DEKT conversion (%) rf


99.0 1.65 0.167 5 26 �0.990
118.0 1.65


0.925d 9 80 �0.994
1.76


135.0 1.65b 7.44d 9 52 �0.998
1.76c 80
4.97b 7.84 5 50 �0.988


148.0 1.65
28.0c 9 78 �0.990


1.76


a Initial DEKT concentration.
b Naphthalene 0.7% as internal standard.
c Decalin 0.12% as internal standard.
d Average kexp values with 1.65� 10�2 and 1.76� 10�2


M as initial DEKT concentration.
e Number of experimental point obtained for the kinetic curve.
f r¼ correlation coefficient from Arrhenius equation.
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corresponding activation parameters can be deduced
from the Eyring plot (Fig. 1) and the kinetic data for
the thermal decomposition reaction of DEKT in toluene
solution obtained in previous studies (Ref. 1 and A. I.
Cañizo, unpublished work, 2001) were included. The
representation in Fig. 1 is linear (r¼ 0.996) over a
relatively wide temperature range (ca 49 �C), which
suggests that the activation parameters (Table 2) belong
to a single process, which corresponds to the unimole-
cular homolysis of the DEKT molecule [Eqn (1)]. The
errors shown in Table 2 are standard deviations from a
least mean squares treatment8,9 of the kinetic data.


The marked solvent effect observed1 on the unimole-
cular decomposition reaction of the DEKT molecule is
confirmed once again with the results obtained in other
polar solvents such as chlorobenzene and solvent–styrene
mixtures. In neat solvent both activation parameters
(enthalpy and entropy of activation) decrease when the
solvent polarity increases (Table 2); this effect is the
‘compensation effect’. The initial state of the DEKT
molecule, and also the corresponding activated complex,
is solvated to different extents depending on the solvating


power of the solvent used. In this case we postulate the
existence of a rather dipolar activation complex in com-
parison with the initial state. As a consequence of
differential solvation, in more polar solvents the reaction
is accelerated (kexp in chlorobenzene is three times higher
than that in toluene) because of higher solvation of the
activation complex. A more highly ordered activated
complex results because of the presence of some kind
of association with the solvent molecule resulting in a
more rigid species. Therefore, the observed activation
entropy values are lower in polar solvents, reflecting the
decrease in the degrees of freedom of the molecules.


On the other hand, when the thermal decomposition
reaction of DEKT was carried out in styrene–
chlorobenzene or styrene–toluene mixtures (Table 2), it
could be observed that the reactivity of DEKT in the
presence of styrene is higher when the organic solvent is
toluene, in contract to the behavior observed in neat
solvents. Again, it is evident that solvent effects are
closely related to the nature and extent of solute–solvent
interactions developed locally in the immediate vicinity
of the solutes. When the same decomposition reaction is
evaluated in pure styrene, the rate constant (kexp) reaches
the highest value, probably owing to the fast reaction that
takes place between the biradical initially formed [Eqn
(1)] and styrene molecules, which are excellent radical
scavengers. The multifunctional character of the ini-
tiator makes the polymerization reaction rate increase
as a consequence of successive initiation–propagation–
termination reactions during the course of the polymer-
ization process. In this scenario, polymerization of
styrene in the presence of DEKT is analyzed on the basis
of the initial step previously proposed that includes the
presence of a biradical initiating species (Scheme 1).


Polymerization of styrene in the presence
of DEKT


The effect of solvent on the monomer conversion and
polymer molecular weight was studied using DEKT as
initiator and the behavior of this cyclic peroxide in
styrene solution polymerization was also evaluated. The
temperature employed was 130 �C because at this tem-
perature and in toluene solution, it was previously


Figure 1. Eyring plot corresponding to the thermal decom-
position reaction of DEKT in chlorobenzene and toluene
solution


Table 2. Kinetic and activation parameters for DEKT thermal decomposition in different solvents


Solvent t1/2 (h) kexp
130 �C (10�5 s�1) Rp (10�3 mol l�1 s�1) �Hz (kJ mol�1)a,b �Sz (J mol�1 K�1)a,b


Styrene 0.13 153 7.5 n.a. n.a.
Styrene–toluene (50%, v/v) 0.34 56.5 7.2 n.a. n.a.
Toluene1 14.8 1.3 n.a. 203.6� 6.3 (48.7) 169.3� 14.2 (40.5)
Styrene–chlorobenzene 0.41 46.8 3.8 n.a. n.a.
(50%, v/v)
Chlorobenzene 5.1 3.8 n.a. 134.6� 1.7 (32.2) 4.2� 3.8 (1.0)


a Standard deviation from a least mean squares data treatment.
b In parentheses, activation parameters expressed in kcal mol�1 or cal mol�1 K�1, respectively (1 kcal¼ 4.184 kJ).
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demonstrated that this initiator can act as a multifunc-
tional initiator.5 One of the potential advantages of using
multifunctional initiators, such as that proposed in this
study, is that a high polymer molecular weight and a high
polymerization rate can be obtained simultaneously by
controlling the initiator decomposition rate through opti-
mal reactor temperature programming, leading to better
control of the radical concentration through sequential
decomposition of labile groups (Scheme 1, route A) of
different thermal stabilities. For free radical polymeriza-
tion with monofunctional initiators, the reaction rate
depends on the initiator concentration and the polymer-
ization is of order 0.5 with respect to initiator concentra-
tion. The presence of additional labile groups in
multifunctional initiators makes the polymerization ki-
netics very complicated, because labile groups such as
peroxide become redistributed repeatedly in the growing
and inactive polymers and they are engaged in further
initiation, propagation, chain transfer and termination
reactions during the course of polymerization.


From Fig. 2, it can be seen that whether the polymer-
ization takes place in bulk or in solvent–styrene mixtures,
the initiator efficiently initiates the polymerization of
styrene if curves b, c and d are compared with curve a,
which corresponds to the autoinitiated polymerization.


Moreover, the polymerization rates in bulk or solution are
higher than that obtained for the spontaneous process.


Nevertheless, when the conversion values and, in con-
sequence, the polymerization rates in chlorobenzene and
toluene are compared, it can be observed that conversion
is lower in chlorobenzene than toluene (Fig. 2). This
behavior is in accord with the observed half-lives of
DEKT in each solvent (t1/2¼ 14.8 h in toluene and 5.1 h
in chlorobenzene) and is reflected in an increase in the
polymerization rate (Rp) in toluene–styrene mixtures
(Table 2).


When the evolution of molecular weight with poly-
merization time is considered (Fig. 3), there is clear
evidence that supports the solvent participation in the
initiating step. The molecular weight of the polymers
obtained in chlorobenzene are of the order of
1.7� 105 g mol�1 with a polydispersity index (Mw/Mn)
of <2, values which are slightly higher than those
obtained in the presence of toluene.


With respect to the bulk polymerization, the conversion
values reached are greater than those in toluene or
chlorobenzene, as expected in a mass polymerization
process. Otherwise, the molecular weight values present
a singular behavior, as can be observed from Fig. 3 where
molecular weight increases with polymerization time in a


Scheme 1. Different routes proposed for the decomposition of DEKT and characteristics of the polymers obtained
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bulk process. This last situation is typical of a polymer-
ization reaction initiated by a multifunctional initiator
where in the course of the polymerization several cycles
of initiation–propagation–termination reactions take


place, allowing the conversion and molecular weights
to increase simultaneously, contrary to a ‘classical’
radical process where an increase in conversion, due to
an increase in radical concentration, leads to a decrease in
molecular weight of the final products. Moreover, the
high molecular weights observed in the first step of the
polymerization are associated with species that result
from the combination of growing primarily radicals
giving rise to species with two O—O bonds within their
structures that subsequently can decompose and initiate
new chains. The intermediate species formed from the
beginning of the reaction has recently been isolated by G.
Morales and co-workers (to be published). This fact
supports the postulated mechanism where the unimole-
cular homolysis of peroxide is the rate-determining step
and the existence of that biradical species is responsible
for the initiation step in polymerization reactions as
described above.


CONCLUSIONS


The thermolysis of DEKT in chlorobenzene solution
follows a first-order kinetic law up to at least ca 80%
triperoxide conversion.


Under the experimental conditions described here, a
radical-induced decomposition reaction as a competing
mechanism with the decomposition of DEKT may be
dismissed, so the activation parameters correspond to the
unimolecular thermal decomposition reaction of the
DEKT molecule.


Analysis of the reaction products is insufficient to
elucidate the real mechanism of the thermolysis of the
diethylketone triperoxide, but studies are in progress to
clarify it.


DEKT can effectively act as an initiator in styrene
polymerization and its performance is similar to that
presented by a multifunctional initiator leading to poly-
mers with high molecular weight at a high reaction rate
compared monofunctional initiated polymerization.


Values of the conversion and molecular weight of
the polymers obtained strongly depend on the solvent
used and the polymerization conditions. It was ob-
served that the DEKT initiator efficiency decreases in
chlorobenzene.


EXPERIMENTAL


Materials. DEKT was prepared by methods described
elsewhere10,11 and its purity was checked by GC, FTIR
(KBr), 13C NMR, 1H NMR and TLC. Caution: DEKT
must be handled with care because it can be detonated by
shock. Chlorobenzene (Mallinckrodt, AR grade) was
purified by standard techniques12 (b.p. 132–133 �C).
Sublimed naphthalene (Mallinckrodt, AR grade) or dec-
alin was employed as an internal standard in quantitative


Figure 2. Evolution of conversion as a function of polymer-
ization time for (a) thermal, (b) bulk, (c) toluene and (d)
chlorobenzene polymerization of styrene using DEKT as
initiator


Figure 3. Evolution of Mw as a function of time for styrene
polymerization in different solvents: ^, bulk; &, toluene;
~, chlorobenzene
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determinations of DEKT concentration and the 3-
pentanone concentration was determined by GC. Styrene
(Aldrich) was distilled over sodium under vacuum and
kept in refrigeration until use.13


Kinetic methods. Pyrex glass ampoules (10 cm
long� 6 mm o.d.) half filled with DEKT solution and
spiked with naphthalene or decalin as an internal standard
were thoroughly degassed under vacuum at�196 �C and
then sealed with a flame torch. To perform the runs, the
ampoules (5–8 at each temperature) were immersed in a
thermostated silicone oil-bath (� 0.1 �C) and withdrawn
after predetermined times. The reaction was stopped by
cooling to 0 �C. The concentrations of DEKT remaining
in the solution and the reaction products were determined
by quantitative GC analysis in a 3% SE-30 column
(silicone gum rubber stationary phase on Chromosorb-
W, 1/8 in o.d. stainless steel) installed in a Konik-2000 C
gas chromatograph with nitrogen as carrier gas and flame
ionization detection. The reaction products were identi-
fied by GC–MS analysis.


The corresponding first-order rate constants were cal-
culated from the slope of the line obtained by plotting the
values of ln[DEKT] aganist reaction time. The corre-
sponding activation parameters were deduced from the
Eyring equation and the errors were determined using a
least mean squares data treatment.8,9


Polymerization experiments. The syntheses of different
polystyrenes were carried out by dissolving the appro-
priate amount of DEKT in styrene–chlorobenzene (50%,
v/v) and equal amounts of the resulting solution were
placed in glass tubes. The tubes were evacuated, sealed
and kept at 130 �C for 4, 6, 8, 10, 15, 60, 120, 180
and 360 min. The conversion in the pure thermal poly-
merization of styrene was measured under the same
experimental conditions. Experiments in bulk were also
evaluated for comparison with the results obtained in
solution polymerization. After the predetermined poly-


merization time, the polymer samples were dissolved in
THF and precipitated by adding excess methanol, dried
in vacuo and the monomer conversion was measured
gravimetrically. The molecular weight and molecular
weight distribution of polystyrene were determined by
GPC using THF as a solvent.
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epoc ABSTRACT: Homodesmotic stabilization energies of XPhCOCl and XPhCOþ estimated at the B3LYP/6–311G**
level of theory for eight para-substituted derivatives (X¼H, Cl, F, OH, OCH3, NH2, NO2 and CH3) are good
descriptors for changes of the �-electron delocalization parameters of the ring, measured by NICS and HOMA, and
also for geometry parameters of COCl and COþ groups. Good correlations are also found for atomic charges in these
groups. Electron-donating substituents elongate the C—Cl bond dramatically and increase the negative charge at the
Cl atom in the XPhCOCl molecule. Copyright # 2004 John Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience
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INTRODUCTION


Acyl chlorides belong to the most reactive organic sub-
strates, versatile in a great number of transformations,
and hence they are very attractive for mechanistic stu-
dies.1 Solvolysis of aromatic acyl chlorides differs from
aliphatic cases at least in the possibility of a substantial
effect due to the �-electron delocalization intervening
during the reaction and hence affecting the reaction path.


Early mechanistic studies2 have shown that there are
three possible model reaction pathways for the solvolysis
of acyl chlorides:


1. unimolecular dissociation (SN1);
2. bimolecular (SN2);
3. addition–elimination mechanisms.


These three mechanisms may be combined in practical
situations, leading to very complex reaction paths. The
strong dependence of the kinetics of solvolysis on the
solvent is very well documented.3 Analysis of the depen-
dence of logk of solvolysis on the solvent or, more
generally, on medium parameters has often been em-
ployed to look for the correct mechanism for a given
system. The SN1 pathway is usually attributed to the
solvolysed systems which follow the linear Grunwald–


Winstein relationship.4 Non-linear logk vs mYCl
plots may


suggest a different mechanism of solvolysis of aromatic
acyl chlorides.5 Solvolysis of benzoyl chlorides has also
been studied by employing the Grunwald–Winstein
equation6 and by use of its more advanced modifica-
tions.7 Extension of the Grunwald–Winstein equation
into two-parameter8 and three-parameter9 equations has
accounted for the complexity of interactions of the
solvent and substrate molecules on the route from the
initial to the final stage of the reaction. In order to simplify
the situation, authors of recent work have often applied
isodielectric binary mixtures.10 In this way, the metha-
nolysis of para-substituted benzoyl chloride11 carried out
in methanol binary mixtures with acetonitrile, nitroben-
zene and nitromethane led to dramatic differences in the
plots of logk vs mole fraction of methanol. The irregular
behaviour for differently para-substituted benzoyl chlor-
ide was interpreted as a complex pathway which may
include a combined SN1–SN2 and carbonyl addition
mechanisms. Solvolysis of 1- and 2-naphthoyl chlorides12


is another example showing a substantial dispersion of the
data points in the Grunwald–Winstein correlation.


In the case of aromatic systems, as both the acyl chlo-
ride and the acylium cation group are strongly electron
accepting, they interact with the �-electron system of the
aromatic moieties. Thus a strong intramolecular charge
transfer from the ring to both groups may be expected.
This in turn will lead not only to a decrease in the positive
charge at COCl and COþ groups, but also to an increase
in the positive charge in the ring. Certainly, the charge
distribution depends significantly on the nature of the ring
and also on the presence of another substituent(s) in the
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ring. In this kind of situation, a very useful tool is the
Yukawa–Tsuno equation,13 allowing the prediction of
the characteristics of a transition state whose reaction
centre is attached to a substituted aromatic system. On the
other hand, it was also found many years ago14,15 that
both the resonance and inductive effects in benzene-like
systems depend on the solvent in different ways. A
remarkable enhancement was found of the negative �p


values for strong �-donor substituents in benzoic acids,14


and a smaller attenuation of resonance compared with the
inductive effect was observed with substituted phenols.15


These problems were discussed again more recently.16


Thus, the blend of the inductive–resonance effects from
the group being the reaction site, both in the initial state
[ArylCOCl] and during the reaction process, may vary
owing to several factors, the most important of which
seem to be


1. the change of COCl in direction to COþ;
2. the solvent influence on the reaction site and the moiety


to which the reaction site is attached;
3. the solvent effects on the attacking reagent.


These factors work simultaneously during the reaction,
but despite their substantial similarity, they will be
discussed separately for simplicity.


The effectiveness of the reagent, e.g. of the methanol
molecules in the case of methanolysis, also depends on
other species that are components of the binary solution.
The components of binary mixtures should be considered
as Lewis acid–base amphoteric systems,17 which rarely
follow a linear relationship in a plot against the mole
fraction.18 The above-mentioned interactions are also
present in the case of another substrate of the reaction,
the aromatic acid chloride molecules.


The purpose of this work was to study the interrelations
between the substituent effect on the relative stabilization
energy of the benzoyl chloride and acylium cation pairs,
and also the �-electron delocalization and changes
in the structure and atomic charges of these systems. As
model systems we have taken para-substituted benzoyl
chlorides11 for which substantial dispersions from the
Grunwald–Winstein and similar relationships were
observed.12


RESULTS AND DISCUSSION


Undoubtedly, the �-electron delocalization and in con-
sequence stabilization of the transition and/or intermedi-
ate states due to interactions between the reaction site and
the substituted aromatic moiety play an important role in
determining the mechanism of solvolysis of aromatic
acyl chlorides. In the simplest case, when the reaction
is of the SN1 type, the relative stabilization due to the
substituent effect may be estimated by the homodesmotic
reaction,19 which takes into account only the para-sub-


stituted benzoyl chlorides and their acylium cations,
while other species are added to fulfill the homodesmotic
reaction requirements (Scheme 1).19


The relative stabilization energy due to substituent
effects (SE) is defined as the difference between the total
energies of products and substrates:


SE ¼ EðPhCOClÞ þ EðXPhCOþÞ � EðPhCOþÞ
� EðXPhCOClÞ ð1Þ


In this work, the calculations were carried out by the
DFT method at the B3LYP/6–311G** level of theory20


with Cs symmetry. All species correspond to minima with
no imaginary frequencies. The atomic charges were
calculated in the frame of the Mulliken population
analysis.21


The optimized geometry of the rings of both the
PhCOCl and PhCOþ systems allowed us to estimate the
HOMA index,22 defined as


HOMA ¼ 1 � �


n


X
Ropt � Ri


� �2 ð2Þ


where Ropt is a reference bond length assumed to be
present in a fully delocalized system, Ri are the running
bond lengths in the system under study, � is a normal-
ization factor leading to HOMA ¼ 0 for the Kekulé
structure with alternate CC bond lengths as in 1,3-
butadiene,23 HOMA¼ 1 for the cases with Ri ¼ Ropt,
and n is the number of bonds taken into account.


For a long time, HOMA has served effectively to
account for �-electron delocalization, being one of the
most effective24 and frequently used geometry-based
criteria of aromaticity.25,26 At the same level of theory
were computed Schleyer’s NICSs,27 which have often
served to estimate the �-electron delocalization.28 NICS
is defined as the negative value of the absolute shielding
and may be computed in two ways, in the centre of the
ring (labelled NICS) and 1 Å above the centre [labelled
NICS(1)]. The latter accounts better for the �-electron
ring current.29 For �-electron systems with a homoge-
neous variation of structure, as was found in substituent
effects on aromaticity in 6-substituted fulvenes30 and
heptafulvenes,31 HOMA and NICS work equivalently; if
the variation in structure is more complex, then aroma-
ticity parameters may give different pictures.32


Scheme 1
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Table 1 presents the SE, HOMA and NICS values for
both series of system, XPhCOCl and XPhCOþ. For
comparison are added the values of HOMA and NICS
computed for benzene at the same level of theory, being
references for situations without intramolecular interac-
tions due to COþ/COCl groups and substituents.


Consider first the energy of the homodesmotic reaction
(1). The negative values of the stabilization energy,
SE, indicate greater stability of the substituted cation,
whereas positive values represent less stable species. The
results in Table 1 are in line with this interpretation: the
most negative SE values are for electron-donating sub-
stituents such as amino, methoxy, hydroxy and methyl,
whereas SE>0 are observed for electron-attracting sub-
stituents such as nitro, fluoro and chloro. The variation in
SE due to the substituent effects is substantial, around
27 kcal mol�1 (1 kcal¼ 4.184 kJ). Our approach is differ-
ent from that employed by Liu and Chen7e who employed
a comparison with the CH3COCl/CH3COþ system and
therefore their data were represented by the isodesmic
reaction,33,34 with computation at the RHF/6–31G* level
of theory. The advantage of our calculations is that the
homodesmotic reaction is employed and the DFT method
accounts for electron correlation, and the basis set is
much more adequate (B3LYP/6–311G**) and thus leads
to more reliable results, particularly for systems with
strong intramolecular interactions. Interestingly, the
energetics for both cases is alike: the ranges of SE
values are nearly the same, 12.47 (Liu and Chen) and
11.65 kcal mol�1 (this work), if the same substituted
systems are compared (MeO and Cl groups).


Additionally, for both COCl and COþ groups, inter-
acting with the �-electron systems studied in this paper
substituent constants �� were estimated, following the
model published recently.35 It relies on linear regression
of the aromaticity index HOMA22 on �� values for a set
of exocyclically substituted heptafulvene derivatives.
For these systems a very high correlation coefficient
(cc)¼ 0.993 was found and therefore these model sys-


tems could well be used to estimate �� values.35 The
values are 1.26 for COCl and 2.96 for COþ, estimated by
computation at the same level of theory, i.e. DFT B3LYP/
6–311þG**.35 Note that the estimated theoretical value
for COCl is very close to the experimental estimate,
1.24.36 Hence both of these groups induce a positive
charge in the aryl moiety, the effect realized mostly by
the �-electron system.


The �-electron delocalization, estimated by means of
the HOMA, NICS and NICS(1) indices of aromaticity
(Table 1), vary substantially, being stronger to a different
extent in the case of acylium cations than in the case of
acid chlorides. This is clearly shown by the ranges of
variation of HOMA and both sets of NICS values. When
we look at the ranges of variation, we find that they
are substantial for ArylCO,þ �HOMA¼ 0.281 and
�NICS(1)¼ 4.15, whereas they are much smaller for
ArylCOCl, 0.057 and 2.05, respectively.


The regressions of the aromaticity indices HOMA and
both NICS vs SE show good correlations for XPhCOþ


and slightly worse for XPhCOCl, as shown in Table 2.
These findings are obviously due to a stronger electron-
accepting power of the COþ group in comparison with
the COCl group, as shown by the reported earlier values
of ��.


Analysis of the changes in geometry (Table 1 in Sup-
plementary Material), i.e. bond lengths and atomic
charges, is more informative.


First, it is important to note that the bond lengths in the
rings of both systems, XPhCOCl and XPhCOþ, only
partly correlate with the SE values and mostly concerning


Table 1. Calculated SE (kcalmol�1), NICS, NICS(1) and HOMA for p-XPhCOCl and XPhCOþ systems


ArylCOþ ArylCOCl


X SE HOMA NICS NICS(1) HOMA NICS NICS(1)


H 0.00 0.888 �9.00 �11.00 0.980 �10.54 �12.60
F 2.07 0.860 �9.91 �10.54 0.981 �12.00 �12.22
Cl 2.11 0.851 �8.88 �10.39 0.983 �11.05 �12.09
CH3 �4.54 0.837 �8.29 �10.45 0.971 �10.24 �12.02
OCH3 �9.54 0.732 �7.79 �9.10 0.959 �10.84 �11.66
OH �6.27 0.768 �8.15 �9.27 0.964 �10.97 �11.57
NH2 �15.31 0.631 �6.16 �7.61 0.928 �9.56 �10.57
NO2 12.05 0.912 �11.13 �11.76 0.985 �11.96 �12.62
O�a — — — — 0.377 �3.87 �6.30
Mean �2.43 0.810 �8.66 �10.02 0.969 �10.90 �11.29
Range 27.36 0.281 4.97 4.15 0.057 2.40 2.05
Benzene 0.99143 �10.5043 �12.3043


a The data for O� substituent are given only for p-XPhCOCl to avoid confusion in the case of the XPhCOþ derivative. See text. These data are not used for
calculation of the mean value and the range.


Table 2. Correlation coefficient for regression of indices of
aromaticity plotted against SE


ArylCOþ ArylCOCl


HOMA NICS NICS(1) HOMA NICS NICS(1)


SE 0.918 �0.974 �0.934 0.889 �0.807 �0.879
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the bonds in the vicinity of the substituent, C3—C4 and
C4—C5, (for numbering of bonds, see Scheme 2).


In principle, correlations for the acylium cation are
better than for the acylium chloride. Table 3 presents
correlation coefficients for regressions defined as R(C—
C)¼ aSEþ b, where the subscripts for C–C in Table 3
label the kind of bond and those in bold are the cor-
relation coefficients of which absolute value is >0.9. The
differences in the correlation coefficient values for de-
pendences between aromatic stabilization energy (ASE)
and equivalent fragments of the benzene ring, e.g. C1—
C2 and C1—C6 are due to the AGIBA (angular group
induced bond alternation) effect.37 It is well documen-
ted38 that angular substituents, such as OCH3 or OH,
differentiate geometry in the ipso–ortho fragment of the
benzene ring.


The best correlations are observed for geometry para-
meters in the reaction site groups (with the modulo of
cc>0.92). A similar situation is observed for the changes
in atomic charges: the well correlated data with SE values
are the charges at C1, C7 and, in the case of PhCOCl,
additionally at Cl9 and O8 atoms. Table 4 shows the cc
values for regressions defined as q(atom)¼ a0SEþ b0.
Again, for better illustration, the bonds and atoms
whose parameters correlate well (modulo of cc>0.9)
are in bold.


When the C1—C7 bond lengths are plotted against SE
values for XPhCOCl and XPhCOþ species, then fairly
good linear regressions are found with correlation coeffi-
cients of 0.967 and 0.963, respectively. The lowering of
the stabilization energy is associated with a shortening of
the C1—C7 bond being the result of a quinoid structure
formation due to the intramolecular charge transfer when
the substituent becomes more electron donating (X¼D),
Scheme 3.


Another significant pattern is that the decrease in SE is
associated with a substantial increase in the C7—Cl9
bond length in XPhCOCl. Figure 1(a) presents this scatter
plot for which cc¼�0.990. Interestingly, in a similar
manner the negative charge increases at the Cl9 atom,
q(Cl9), as shown in Fig. 1(b) (cc¼ 0.992).


When the charges at C7 and Cl9 are subtracted,
�q¼ q(C7)—q(Cl9), then the difference may be consid-
ered as an approximate measure of the iconicity of the
bond. For a purely covalent bond �q¼ 0, increasing to
�q¼ 2 for an ideally ionic bond (the case of an ideal pure
cation and anion system). Figure 2(a) shows the scatter
plot of �q vs SE with cc¼�0.985. The increase in ionic


Scheme 2
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character measured by �q is associated with an increase
in the C7—Cl9 bond length, cc for this scatter plot
[Fig. 2(b)] being equal to 0.990.


The other important parts of the reacting systems are
the C1 (in the ring) and C7 atoms. The changes in atomic
charges at C1 and C7 clearly depend on the SE values,
as shown in Fig. 3 for acylium cation and its chloride
derivatives.


Unfortunately, it is impossible to estimate SE for
stronger electron-donating substituents, such as the nega-
tively charged substituent O�, since this would lead to a
completely different electron arrangement in the case of
the XPhCOþ system, then applying the energy of such a
system in Eqn (1) would lead to confusing results. Hence
no analogous scatter plots against SE can be made for this
kind of substituent. However, if the C7—Cl9 bond
lengths, the atomic charge at Cl and the ‘ionicity’ para-
meter �q correlate so well with SE, then these three
parameters should correlate with each other, making it
possible to use the data from optimization of XPhCOCl
with X¼O�. For the purpose of this kind of scatter plot,
the optimization of XPhCOCl with X¼O� was done at
the same level of theory and the point for this system is
indicated by the most negative value in (a) and the most
positive one in (b) in Fig. 4(a) and (b). The charge for
the Cl9 atom in this case is �0.35 and a very long C7—
Cl9 bond, 2.004 Å, with ionicity parameter �q¼ 0.96.
From these plots it results that the C7—Cl9 bond
becomes very long and more ionic than any of the others,
and the charge at the Cl atom becomes very negative.
This nicely illustrates that the chlorine atom is about to
leave the system as a chloride anion as is known for
solvolysis of benzoyl chlorides.


The SE values may also be interpreted by means of the
recently published Yukawa–Tsuno equation formulated
for the substituent-dependent stabilization energy �x�E39


�X�E ¼ � �0
� �


ab
þr ��þ


R


� �
ab


� �
ð3Þ


where � is the reaction constant, �0 is the normal sub-
stituent constant,13c ��þ


R ¼ �þ � �0 is the resonance
subsituent constant to measure the capability for �-
delocalization of �-electron donor para-substituents, �þ


is the electrophilic substituent constant40 and r is the
resonance demand, which is a measure of the degree of
resonance interaction between the carbocation centre and
the benzene �-system.13 The subsript ab means that the
parameters are obtained by use of ab initio modelling (at
the MP2/6–31G*//RHF/6–31G* level of theory).20 Ap-
plication of this equation to SE values for the substituted
benzylium cations (Table 1) leads to �¼�15.8 and
r¼ 0.77 with cc¼ 0.999. This correlation is very similar
to that for protonated acetophenone derivatives, for which
�¼�15.0 and r¼ 0.83.39 This is a substantial support
for the electron-withdrawing efficiency of COþ being
similar to that in COHþ in the protonated acetophenone
derivatives.


It should be added that the consequences of CH2
þ


substitution of benzene41 and benzenoid hydrocarbons42


on the �-electron delocalization and geometry parameters
also showed great diversity, depending on the kind of
counter substituent (benzene case) and the position of the
substituent. These results are conceptually in line with the
results presented in this paper.


The above results and their interpretation are presented
for isolated molecules or cations. If we take it into
account that these systems are immersed in reactive
media, then we have to take into consideration the
obvious fact that atoms in a molecule, particularly atoms
with non-zero charge, may interact with the species of the
medium, which in most cases are dipolar. Some of them
are just reagent molecules of the reaction. We should be
aware of the fact that molecules of the medium approach-
ing the XPhCOCl moiety with a positive pole (charge) of
the dipole interact with the substrate molecule, leading
in consequence to a situation resembling qualitatively
an action observed in a much stronger way when the
electron-attracting substituent is attached to this position.
An opposite view is found for molecules of medium
approaching the substrate molecule with a negative
charge. For example, the approach of the H atom of the
hydroxyl group of MeOH to a carbon atom in para and
ortho positions of PhCOCl acts similarly to (but much
more weakly than) an electron-accepting substituent, e.g.
the NO2 group. In contrast, when the MeOH molecule


Scheme 3


Figure 1. Dependence of (a) C7—Cl9 bond lengths on stabilization energy, SE (cc¼�0.990) and (b) the atomic charge at the
Cl9 atom on SE (cc¼ 0.992)
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approaches the para and ortho carbon atoms with an
oxygen atom, then it induces a charge at C(para) and
C(ortho), like the electron-donating substituent. This is a
very qualitative view but it brings us closer to a better


understanding of the medium effect on the electron
structure of the substrate and its possible ways of further
rearrangement as a result of interactions with the attack-
ing reagent.


Figure 2. Dependence of �q¼q(C7)—q(Cl9) on (a) stabilization energy, SE (cc¼�0.985) and (b) C7—Cl9 bond length
(cc¼0.990)


Figure 3. Scatter plots of atomic charges at C1 and C7 vs SE for (a), (b) acylium cation and (c), (d) its chloride derivatives


Figure 4. Scatter plots of atomic charges at Cl9 and �q¼ q(C7)—q(Cl9) vs C7—Cl9 bond length for chloride derivatives for
XPhCOCl with X¼O�
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The above qualitative vision of potential interactions
during the solvolysis of XPhCOCl is associated with the
following assumptions, which as single properties are
well known:


1. The variability of charge distribution and geometry
(bond lengths) of the reaction site, i.e. COCl (and
COþ), is caused by electron-donating/accepting prop-
erties of the covalently bonded substituents as shown
in this work.


2. The substituent effect, being a blend of resonance and
inductive interactions with the reaction site (through
the ring), depends not only on the nature of the
substituent but also on the nature of the medium in
which the system is immersed.14–16 This in turn gives
rise to some irregularities of the substituent effect
itself on the reaction site observed in a real medium.


3. Molecules of the medium of the reaction, and also
(often) of the attacking reagent, should be treated as
Lewis acid–base amphoteric systems. Hence their
molecules may act in both ways, e.g. activating the
C—Cl bond if they approach the negative pole (qua-
litative analogy with an electron-donating substituent)
to both ortho and para positions and the exocyclic
carbon atom, or approach a positive pole to the Cl atom
in the COCl group inducing an increase in the negative
charge of Cl�. If these actions coincide, the probability
of leaving of the chloride anion increases.


Supplementary material


Optimized bond lengths, atomic charge, absolute electro-
nic energies and zero-point vibrational energies (ZPE) at
the B3LYP/6–311G** level for all analysed benzonyl
chlorides and their acylium cations are summarized in
the Supplementary Material, available in Wiley-Inter-
science.
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2003; 16: 426–430.
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Effect of pressure on sterically hindered reactions with
late transition states


Badra Gacem and Gérard Jenner*
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ABSTRACT: The effect of high pressure is examined in two types of sterically congested reactions presenting late
transition states: isopolar Diels–Alder cycloadditions of isoprene and quinones of various steric environment and
conjugate additions of tert-butylamine and acrylic compounds. In the Diels–Alder cycloadditions, pressure has no
enhanced kinetic sensitivity in sterically demanding reactions compared with unhindered ones. This is due to the
structural closeness of the transition state and product. At variance, in the conjugate addition of amines, the effect of
pressure is magnified with increasing steric congestion at the reaction centres. This is ascribed to enhanced
electrostriction with removal of steric hindrance to ionization. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: steric hindrance; pressure; transition state; Diels–Alder reaction; Michael reactions


INTRODUCTION AND THEORY


Steric hindrance is an old and wide concept encompass-
ing the effect of bulkiness of reactants and the steric
accessibility of reaction centres on reagent approach. The
effect of steric hindrance on reaction rates is well estab-
lished, although quantitative aspects may still need refin-
ing. The major contributions to the quantification of these
effects are due to early workers,1 and more recent
contributions refined the concept.2 Among the various
routes explored for the analysis of steric perturbations, it
was proposed to consider activation parameters as in-
dicators of steric congestion (see Refs 10 and 18–20
quoted in our previous review paper3). In this respect, the
reaction volume and the activation volume are certainly
the most convincing quantities as they are related to the
size of the substituents, the spacing of the reactants and
the modification of the virtual volume of the activated
complex.


At the time when pressure was considered an interest-
ing physical parameter in organic synthesis, it was soon
recognized that, in some condensations, sterically con-
gested reactions were more accelerated by pressure than
would be expected from comparison with similar reac-
tions free of steric hindrance.4 This enhanced sensitivity
to pressure was quantified later via the activation vo-
lume.3,5


We started some time ago a programme directed
towards high-pressure synthesis of hindered functiona-
lized compounds using Knoevenagel,6 Passerini,7


Strecker8 and Stetter9 reactions and cyanoalkylations10


and miscellaneous reactions.11 In all these processes we


observed that the reactant bulkiness may severely influ-
ence the reactivity under pressure in the sense that greater
steric hindrance induced an enhanced pressure kinetic
response, confirming the results of the earlier and sparse
related literature.12 However, in contrast, sterically hin-
dered Baeyer–Villiger oxidations of ketones did not
conform to this kinetic scheme.13


The aim of the this work was to clarify the relationship
between pressure and steric hindrance in specific reac-
tions with late transition states.


Steric effects can be described by the Hammond
postulate.14 This popular concept states that for a single
reaction step, the geometry of the transition state resem-
bles the side to which it is closer in energy. This means
that, as an example, the transition state of an endothermic
one-step reaction will be more product-like than that for
an exothermic similar reaction.


Space filling by substituents of gradual higher bulki-
ness slows the reaction and induces higher energy re-
quirements. In other words, a steric perturbation in
reactions of the same family is associated with a change
in the position of the transition state. Its location is best
defined by the nuclear positions on the reaction coordi-
nate. From this point of view, the only, although indir-
ectly, measurable activation quantity is the activation
volume �V*, which can be determined from a kinetic
study as a function of pressure:


�V� ¼ �RTð@ln k=@PÞT ð1Þ


�V* results basically from two volume changes: mole-
cular reorganization (�V�


s ) and interactions of reactants
and activated complex with the medium (�V�


" ):


�V� ¼ �V�
s þ�V�


" ð2Þ
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�V�
s is the structural term and �V�


" the electrostriction
term (rigorously considered, �V* may also contain
viscosity contributions, which are certainly negligible
in the pressure range used for the present kinetic deter-
minations).


Taking into account this version of the Hammond
postulate, this should mean that when the transition state
of similar reactions is structurally very close to the final
state, an increase in steric constraints should not induce a
magnified kinetic pressure effect compared with the
normal effect expected for this type of reaction. However,
this is true in so far as the volume shrinkage due to the
application of pressure is the only consequence of bond
reorganization: the geometric volume change resulting
from bond breaking and forming. For polar reactions with
late transition states, one may wonder whether the addi-
tional activation volume term �V�


" can be affected by
steric effects.


As candidate reactions, we chose the Diels–Alder reac-
tion of dienes with quinones and the conjugate addition of
amines to acrylic compounds, both being characterized by
late transition states. In our context, the lateness of a
transition state is meant as the closeness of transition state
and product in terms of volume, e.g. the nuclei of the
activated complex are already near their final positions.


In [4þ 2] cycloadditions with normal electron demand
(reaction of electron-donating dienes with electron-with-
drawing dienophiles), the lateness of the transition state
has been amply demonstrated in several ways, convin-
cingly by pressure kinetics.15 In these reactions, the
values of �¼�V*/�VR lie between 0.8 and 1.0
(�VR¼ reaction volume based on partial molar vo-
lumes). If the reactants have a low polarity, the transition
and the ground states are nearly isopolar (�V�


" � 0).
The Michael-like conjugate addition of amines to


acrylic derivatives leading to �-amino compounds was
shown to be strongly accelerated by pressure, pointing to
a late and tight transition state.16 In these reactions,
�¼�V�


s /�VR � 1 and �V�
" can take significant values


depending on the medium.
Accordingly, we determined �V* values from the


pressure effect on rate constants in the Diels–Alder reac-
tion of isoprene and quinones with variable steric envir-
onment and the conjugate addition of tert-butylamine and
acrylic compounds of increasing steric complexity.


RESULTS


Diels–Alder reaction of isoprene and quinones


The [4þ 2] cycloaddition of 1,3-dienes and quinones was
studied a long time ago.17 For our purpose, we chose four
diversely substituted 1,4-quinones, 1–4 (Scheme 1). We
investigated the kinetic solvent effect, the pressure effect
and the temperature effect on the second-order rate
constant in their reactions with isoprene.


According to Table 1, the solvent effect is small,
showing an amplification ratio of 2–5 from low-polarity
solvents to ethanol. Visibly, the reactions are quasi-
isopolar despite the relative polarity of quinones. This
implies weakly polarized transition states justifying the
assumption �V*¼�V�


s , although �V�
" might take a


small value. As expected, the fastest reactions involve
the quinones having at least one unsubstituted double
bond (1 and 2) whereas 3 and 4 react more slowly by a
factor of 10–15.


The pressure coefficient of reaction rates (Table 2)
yields the activation volume (Table 3). All �V* values
were homogenized for T¼ 298 K with the aid of El’ya-
nov’s relationship.18 The results underscore the remark-
able uniformity of �V* values, which are all in the range
�32 to �38 cm3 mol�1. These are typical of normal
electron demand Diels–Alder reactions. The reaction
volume �VR based on partial molar volumes of reactants
and adduct also takes similar values so that � is very close
to unity.


Three conclusions can be drawn from these results:


1. Interestingly, the �V* values do not vary within
uncertainty limits according to the medium and,
accordingly, are free of any electrostatic term.


2. The fact that � is very close to unity demonstrates the
extreme lateness of the transition state for these
cycloadditions, pointing to a concerted mechanism,
although the structures of the transition states are
certainly not symmetrical with respect to the lengths
of the two newly forming �-bonds.


3. Finally, � is independent of the steric requirements in
the transition state. As suggested by a referee, the


Scheme 1


Table 1. Solvent effect in the Diels–Alder reactions of
isoprene with quinones 1–3a


106 k (dm3 mol�1 s�1)


Solvent �2b 1 2 3


Ethyl acetate 83 6.53 — 0.16
Tetrahydrofuran 83 4.58 — —
Chloroform 86 — 0.87 0.36
Dichloromethane 104 — 0.52 —
Ethanol 161 14.58 2.23 0.81


a T¼ (303.3 K for reactions involving 1 and 2 and 312.8 K for those using
3.
b Cohesion energy density.
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effect of steric hindrance on the fictive volume of the
transition state caused by the higher degree of sub-
stitution on the concerted C atoms is compensated by
the effect of longer partial bonds. Quantum chemical
calculations could probably provide conclusive infor-
mation on the steric effects reported here.


These conclusions are corroborated by the other activa-
tion quantities determined from a thermodynamic study.
Inspection of the E, �S*, �G* values in Table 4 shows
little change in the four quinone reactions. In particular,
there is no enthalpic penalty in the most sterically hin-
dered reactions. The �S* values are highly negative,
especially for the cycloadditions involving 3 and 4. They
are in accord with highly ordered transition-state com-
plexes, confirming the concertedness of the mechanism.


From this study, it is concluded that hindered isopolar
and concerted Diels–Alder reactions are no more en-
dothermic than those of their unhindered analogues.
Steric hindrance is manifested only in reduced rate
constants for the dimethylbenzoquinone reactions. The


results endorse our initial hypothesis based on the
Hammond postulate, that in sterically hindered isopolar
reactions with late transition states the pressure effect is
the normal effect expected for unhindered reactions, with
similar activation volumes.


Conjugate additions of tert-butylamine with
acrylic esters and nitriles


The conjugate addition of amines to ethylenic compounds
activated by electron-attracting groups consists in a nu-
cleophilic attack taking place at the �-position of the
olefinic double bond resembling the Michael reaction.
The reaction mechanism has been investigated in a pre-
vious study.16 The rate-determining step is nucleophilic
attack on the activated double bond of the acrylic reactant
with complete development of zwitterionic-like species
which undergo rapid proton transfer (Scheme 2).16,19


The reaction is extremely sensitive to the steric acces-
sibility of the reaction centres. In particular, �- and


Table 2. Pressure effect on the Diels–Alder reactions of isoprene with quinones in different solventsa


106 k (dm3 mol�1 s�1)


1 2 2 3 3 4 4
Pressure (MPa) (ethanol) (ethanol) (chloroform) (ethanol) (chloroform) (ethanol) (chloroform)


0.1 14.6 22.3 8.7 1.57 0.69 1.05 0.56
15 — — — 2.05 0.96 — —
18 18.9 29.7 — — — — —
22 21.4 — — — — — —
24 — — 11.8 — — 1.44 0.78
30 — 35.9 — — — — —
35 — — 14.6 — — — —
50 31.3 40.2 18.2 3.29 1.72 1.82 1.16
60 34.8 44.0 21.7 — — — —
75 35.2 — 25.7 5.50 2.02 2.42 1.38


100 — — — — — 2.98 2.05


a T¼ 303.3 K for reactions involving 1 and 2, 312.8 K for those using 3 and 314.2 K with 4 as the dienophile.


Table 3. Activation and reaction volumes of the Diels–Alder reactions of isoprene with quinones in different solventsa


1 2 2 3 3 4 4
Parameter (ethanol) (ethanol) (chloroform) (ethanol) (chloroform) (ethanol) (chloroform)


�V�
298 (�2.0 cm3 mol�1) �37.2 �35.2 �37.2 �38.1 �35.6 �32.3 �35.3


�VR (at 298 K) (�1.5 cm3mol�1) nd �37.4 �36.5 �35.4 nd nd �36.5
� (�0.10)b — 0.94 1.02 1.08 — — 0.97


a nd, Not determined.
b �¼�V*/�VR.


Table 4. Activation parameters of the Diels–Alder reactions of isoprene with quinones in different solvents


1 2 2 3 3 4 4
Parameter (ethanol) (ethanol) (chloroform) (ethanol) (chloroform) (ethanol) (chloroform)


E (�2.5 kJ mol�1) 67.1 66.2 68.1 69.5 70.9 64.4 68.1
Ln A (�1.2) 15.3 15.2 15.4 13.5 12.9 10.3 12.3
�S* (�9 J mol�1 K�1) �118 �118 �117 �133 �137 �159 �143
�G�


298 (�10 kJ mol�1) 100 101.5 100.5 106.5 109 109 108
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�-methyl groups decrease the reactivity owing to a
combination of electronic and, mainly, steric effects.
Table 5 reports some results. Interestingly, independent
of the nature of X, crotonic derivatives react faster than
methacrylic compounds.


The pressure effect was examined in the addition
reactions of tert-butylamine to unsaturated esters and
nitriles. The kinetic behaviour of three unsaturated methyl
esters is portrayed in Fig. 1. Clearly, the kinetic sensitivity
to pressure is higher for the reactions involving methyl
methacrylate and methyl crotonate. From the k values, the
overall activation volumes can be deduced (Table 6).


In contrast with the above quinone Diels–Alder reac-
tions, comparison of �V* and �VR values shows that the
overall activation volume is much lower than the reaction
volume; it follows, therefore, that Eqn (2) is applicable.
This indicates that electrostriction is the dominant deter-
mining factor in high-pressure kinetics. Electrostriction
interactions depend from the evidence on steric con-
straints imposed by R1 and R2 as �V* becomes more
negative (lower �V* values) with restricted access to the
� and � reaction centres in the acrylic compound. Such a
result can be interpreted as a pressure removal of steric
hindrance to ionization.10 In other words, in the conjugate
additions considered in this work, the pressure effect on
steric hindrance is not manifested, or only slightly, in
�V�


s owing to the lateness of transition states, but is an
integral part of �V�


" .
For the methacrylic ester, the methyl group destabilizes


the anionic part of the dipolar transition state even if its
steric effect is small. For the crotonate, the methyl
substituent has a strong steric effect and a weak electronic
effect. The stronger pressure kinetic enhancement for the
methacrylate Michel reaction is due to enhanced pressure
stimulation of the formation of ionic species. In this case,
pressure compensates for the destabilizing effect of the
methyl group on the anionic part of the dipole in the
transition state.


The high negative �V* values listed in Table 6 are also
in line with the �H* and �S* values determined for two
of these reactions.


At variance, it should be emphasized that the steric
environment in the amine is much less crucial for the
pressure kinetics with �V* values between �48 and
�53 cm3 mol�1 (Table 7). This is probably due to a high
degree of C—N bond formation in the transition state and,
simply, is in harmony with a late transition state.


The �V* values listed in Table 6 can differ from those
determined for the traditional base-catalysed Michael
reaction. In a previous study, we examined the addition


Scheme 2


Table 5. Kinetics of the addition of tert-butylamine to
acrylic compounds at ambient pressurea


k0 : kX


T (K) X Solvent Crotonic Methacrylic


308.9 COOCH3 Acetonitrile 230 815
318.0 CN Ethanol 880 1495


a k0¼ rate constant of the corresponding reaction involving the unhindered
acrylic compound (R1¼R2¼H).


Figure 1. Pressure effect on relative rate constants in the
addition of tert-butylamine to methyl acrylates (CH3CN,
308.9 K)


Table 6. Activation parameters of tert-butylamine conjugate additions (homogeneized for T¼ 298K)


X R1 R2 Medium �V*a �VR
b �H*c �S*d


COOCH3 H H CH3CN �39 �25.5 29.3 �176
COOCH3 CH3 H CH3CN �43 �25.4 35.1 �217
COOCH3 H CH3 CH3CN �50 �26.5 nd nd
CN H H CH3OH �35 �29.1 nd nd
CN H CH3 C2H5OH �57 �28.6 nd nd


a �3–5 cm3 mol�1.
b �1.5 cm3 mol�1.
c �2.5 kJ mol�1.
d �10 J mol�1 K� 1.
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of nitromethane to two differently crowded vinyl ketones
catalysed by tetrabutylammonium fluoride.20 The forma-
tion of the carbanion in this reaction does not require
pressure assistance (�V�


" � 0). Since �V* ��VR, steric
effects do not induce a stronger pressure acceleration and
should not be reflected in �V* values. This is in fact the
case since �V*/�V�


R is close to unity for the Michael
reactions involving either the unhindered methyl vinyl
ketone or the highly congested mesityl oxide.20 In the
latter reaction, steric hindrance is evidenced only in the
considerable slowing of the rate.


EXPERIMENTAL


Kinetic determinations. Isoprene, acrylic esters and ni-
triles were distilled before use. Other reagents were used
as received. Kinetic measurements were performed as
follows. Weighed reagents and internal standard (1,2,3-
trimethoxybenzene or bibenzyl, depending on the reac-
tion) were introduced in flexible PTFE tubes. After
completing the residual volume with the solvent, the
tube was closed and introduced into the thermostated
(�0.1 �C) high-pressure vessel. After reaction, the sol-
vents were removed in vacuo. The residue was then
analysed by 1H NMR (300 MHz). The kinetic data were
reproducible to better than 5%. Activation volumes were
determined in two ways: (i) from the initial slope of the
smoothed log k values against pressure and (ii) from
derivatization of the polynomial (log k¼ aþ bPþ cP2).


Determination of reaction volumes. Precision density
measurements permit the apparent molar volume, �V,
to be determined according to the known equation


�V ¼ Mw=d0 � ð1000=CÞðd � d0Þ=d0 ð3Þ


where Mw is the molecular weight of the solute and C its
molar concentration and d and d0 are the densities of the
solution and the solvent, respectively. Extrapolation of
�V to zero concentration gives the value of the partial
molar volume. Density measurements were performed at
25.0 �C in the corresponding solvent with a digital
densimeter (Parr DMA 602).


CONCLUSION


This study shows that for sterically hindered reactions
featuring late transition states the dependence of the
pressure effect on the magnitude of steric congestion
varies with the reaction type. It is small or non-existent as
long as the volume of activation is a one-component
structural expression. If steric hindrance to solvation or
ionization is likely to intervene, the pressure kinetic
acceleration is magnified with increasing steric conges-
tion at the reaction centres. The pressure effect on
sterically hindered reactions can, therefore, be clearly
described by the Hammond postulate, expressed as fol-
lows: the more endothermic activated complex should
involve more contraction along the reaction coordinate
provided that there is some space for the transition state
to progress toward the final state and, if occurring,
stronger electrostriction owing to the corresponding
higher polarization of the reactive species.


In addition, the clear predominance of electrostrictive
and steric effects in the conjugate addition reactions is of
high value for synthetic purposes. Activation volumes of
�50, �60, �70 cm3 mol�1 (values at 298 K) relate to rate
amplification ratios of about 60, 130 and 300, respec-
tively, at 300 MPa.
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epoc ABSTRACT: The reactivity of ketenylcarbenes has been widely discussed on experimental and theoretical grounds in
connection with the photochemical decomposition in cryogenic matrices of some substituted cyclobutenediones and
maleic anhydrides. It was found that, although the presence of these intermediates was postulated in the
decomposition mechanisms, only monofluoroketenylcarbene was experimentally evidenced and characterized by
its IR spectrum. In all other cases, the experimental data revealed the formation of the corresponding cyclopropenones
and, under continuing irradiation, of the alkynes. Theoretical calculations also point to their high reactivity towards
the ring closure reaction. In order to gain an insight into the main factors determining the ketenylcarbene reactivity,
ab initio calculations on both the ground (HF/6–31G* and MP2/6–31G*) and the first excited state (HF/6–31G*) were
performed. The results indicate that the ring closure reaction is mainly determined by the electrostatic interaction
between the carbene center and the C� atom of the ketenyl group. The role of the in-plane interaction between the
molecular orbital localized on the carbene center and the first two vacant orbitals is also discussed. The excited-state
optimized geometries allow for the characterization of the excited-state reactivity. Copyright # 2004 John Wiley &
Sons, Ltd.
Additional material for this paper is available in Wiley Interscience


KEYWORDS: ketenylcarbenes; cyclopropenones; HF-6–31G* calculations; ground state geometries; excited state


geometries


INTRODUCTION


The reaction mechanism suggested for the photochemical
decomposition of mono- and dicarbonyl compounds
isolated in rare gas cryogenic matrices assumes the
formation of highly reactive intermediates, carbenes,
which undergo further subsequent reactions towards the
final products.1–10


In the cases of some conjugated carbenes, allenyl3 and
substituted ketenylcarbenes, the main reactions leading to
the final stable compounds were ring closure, hydrogen
or chlorine migration and/or CO elimination.


Our previous studies showed that starting either from
dichlorocyclobutenedione4 or from maleic and dichloro-
maleic anhydrides,5 similar final products were isolated,
i.e. cyclopropenones or, with time and under continuous
irradiation, the corresponding alkynes. In the case of
dichlorocyclobutenedione, in addition to dichlorocyclo-
propenone, small amounts of dichloropropadienone were


also identified, but a kinetic survey of the respective
formation rate constants reveals a ratio of 13:1. On
further irradiation, the single product was dichloroacety-
lene. A similar behavior was reported starting with other
substituted cyclobutenediones7 or maleic anhydrides8,9


and was carefully analyzed by Sung et al.10 In the
suggested mechanisms, the presence as an intermediate
of the syn-ketenylcarbene was assumed (see Scheme 1).


In spite of various experimental studies devoted to
ketenylcarbenes, a survey of literature data shows that
only in a single case was a ketenylcarbene identified and
characterized by its IR spectrum, namely the fluorokete-
nylcarbene obtained by Dailey9 in the photolysis of
fluoromaleic anhydride.


Supporting the experimental data, the theoretical cal-
culations predict a low activation energy for the ring
closure reaction. For the unsubstituted and dichloro-
substituted ketenylcarbenes at the HF level, we pre-
viously obtained 2.4 and 3.1 kcal mol�1, respectively,
and for the fluoroketenylcarbene Dailey9 found
2.7 kcal mol�1 (1 kcal¼ 4.18 kJ). At the MP2 level,
Sung et al.10 reported that for some symmetrically di-
substituted ketenylcarbenes it was not possible to locate a
transition state for the ring closure. They stated that
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cyclopropenones are formed by a concerted reaction with
the decarbonylation reaction of bisketenes leading to
the ketenylcarbenes. Our previous MP2 calculations on
the dichloroketenylcarbene led to the same result, only
the dichlorocyclopropenone minimum being located.5,6


Considering the experimental data, this study started
from two facts, the high reactivity of the ketenylcarbenes,
which prevents their experimental identification, and the
special case of the fluoroketenylcarbene. From the theo-
retical point of view, the failure to locate for some
ketenylcarbenes, at the MP2 level, a carbene structure
makes us presume that the introduction of electronic
correlation enhances those electronic features which are
mostly correlated with the reactivity in the ring closure
reaction.


The aims of this work were twofold: an analysis of the
electronic factors that determine the reactivity of the
ketenylcarbenes and the characterization of the excited-
state properties for both the ketenylcarbenes (I) and the
corresponding cyclopropenones (II), in order to explain
the effect of the irradiation time on the system evolution.


The investigated compounds are presented in Fig. 1
and can be classified in three series according to the
substituted positions. Series a represents the compounds
substituted at the carbene center and series b those


substituted at the ketenyl moiety. The compounds in
series c are symmetrically substituted at both positions.
The reactions considered are those presented in Scheme 1,
the ring closure reaction and the CO elimination.


Two sources can be assumed for the presence of the
alkyne in the system: CO elimination from either the syn-
ketenylcarbenes or cyclopropenones and CO elimination
from the anti-ketenylcarbenes, formed at the same time
as the syn-carbenes in the first step of irradiation of the
carbonyl compounds.9 Since the experimental data show
that the alkyne accumulation occurs at long irradiation
time and mainly after the total disappearance of the
corresponding cyclopropenone from the system, we shall
focus on the first possibility.


One of the most discussed aspects of the electronic
structure of carbenes is the singlet or triplet nature of the
ground state. As long as the ring closure and the CO
elimination reactions are considered, it is more likely that
the singlet state is implied. We have shown5 that the triplet
state could be responsible for the 1,2 shift reactions starting
from the anti-ketenylcarbenes and leading to propadie-
nones. Accordingly, the following discussion will be
focused on the electronic features of the singlet state.


The following points will be developed: (i) the possi-
bility of nucleophilic attack of the carbene lone pair on
the ketene C� atom as the cause of the facile ring closure
reaction and the role of the electrostatic interaction
between the carbon atoms directly implied in the forma-
tion of the new bond, C2 and C4; this implies a survey of
the ground state (S0) frontier molecular orbitals calcu-
lated at HF and MP2 levels in order to identify the
electronic features mostly influenced by the introduction
of the electronic correlation; (ii) the discussion of the
optimized geometry and the relative energies of the first
excited singlet states (S1). One can consider that the main
geometric parameters of the excited transition states for
the ring closure and decarbonylation reactions are not
modified to a great extent in comparison with those of the
ground state. Therefore, the comparison of the S1 geo-
metry for both carbenes and cyclopropenones with the
geometry of the ground transition states corresponding to
these reactions will reveal the tendency in the excited-
state reactivity.


COMPUTATIONAL DETAILS


Ab initio, HF/6–31G*//HF/6–31G* and MP2/6–31G*//
MP2/6–31G*, calculations were performed for the singlet
and triplet states (ROHF) of the ketenylcarbenes in Fig. 1
using the GAMESS program.11 The syn-z geometries
implied in the cyclization process were considered. The
optimizations of the excited states were performed using
the TRUDGE non-gradient optimizer implemented in the
same program, followed by CISD calculations. The active
space was limited to the last four occupied and first four
vacant orbitals.


Scheme 1


Figure 1. The investigated compounds and the numbering
of the atoms. For the ketenylcarbenes the first label is I and
for the corresponding cyclopropenones II. The entries in
parentheses indicate the level of calculation, HF/6–31G*//
HF/6–31G* (HF) or MP2/6–31G*//MP2/6–31G* (MP2) at
which stable ketenylcarbene open forms were located. For
the ketenylcarbene I-4b the corresponding cyclopropenone
was obtained even at the HF/6–31G* level
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In order to check the method for the excited states, the
ground-state geometry was also optimized by the same
technique and the results were compared with those
obtained by gradients methods. The saddle points loca-
lized on the ground-state surface were checked by the
Hessian matrix. For the sake of comparison with excited-
state results, single-point CI calculations implying the
same configurations as for the excited state optimizations
were performed at the geometry of the saddle points.


RESULTS AND DISCUSSION


Ground-state electronic structure


In order to establish the nature of the ground state, all the
singlet and triplet carbene states were optimized under
the same conditions at both the HF and MP2 levels. In
addition, the transition states corresponding to the two
reactions considered, TScyc and TSCO elim, were located.


The singlet–triplet gaps, �EST, are listed in Table 1.
The data show that the HF (singlet states) and ROHF
(triplet states) calculations predict for all the investigated
ketenylcarbenes a singlet ground state. A special mention
must be made for the unsubstituted ketenylcarbene I-1.
Differing from the previous UHF calculations, the ground
state is a singlet, but the singlet–triplet gap is very small.


For the other compounds, the large �EST values,
especially for series a and c, show that the ground singlet
state and the triplet are well separated. In the case of the
fluoro-substituted ketenylcarbenes, this result is in agree-
ment with the statement that fluorine directly attached to
a carbene carbon strongly favors the singlet state.12 The
optimized geometries reflect the difference generally
predicted for the singlet and triplet states of carbenes, a
value of the angle between the carbene bonds, a643, of
about 109–115� for the singlet and 125–130� for the
triplet.


As already mentioned in the Introduction, for most of
the compounds, stable open ketenylcarbenes forms were
obtained only at the HF level. The compounds for which
the ketenylcarbene structure was maintained at the MP2
level belong to series a and c, i.e. I-2a, I-3a, I-4a, I-5a
and I-4c and I-5c, respectively. These results indicate that
the ketenylcarbenes in class b might be more susceptible


to undergo cyclization than the other two classes. We can
assume that the differences in the electronic structures of
classes a and c on the one hand and class b on the other
may provide some indications of those features mostly
implied in the ring closure reaction. Secondly, the same
indications can be obtained by analyzing the changes
brought about by introducing the electronic correlation,
i.e. MP2 vs HF. A summary of the results indicating the
level of calculation, HF/6–31G*//HF/6–31G* (HF) or
MP2/6–31G*//MP2/6–31G* (MP2), at which ketenylcar-
benes structures were located is indicated in Fig. 1.


The main difference in the HF optimized geometry of
ketenylcarbenes in series a and b consists in the lower
values of the bond angle a432 for the latter class. As for
ketenylcarbenes in series b, MP2 optimization leads to
cyclopropenone structures so we can consider this as a
sign of the enhanced propensity of series b to undergo the
ring closure reaction. The same tendency is also reflected
by the bond order values (p24) between the atoms C2 and
C4, non-bonded in the ketenyl structures. The data in
Table 2 show significant larger values of p24 for series b.


The ketenylcarbenes I-5b and I-5c deserve special
mention. The geometry at the minimum energy point
corresponds to a pyramidal structure of the NH2 group
substituted on C3, i.e. close to the ketenyl fragment.
The planar structure is higher in energy with
14.20 kcal mol�1. This structure is similar to that of the
amine group in ketenamine and is not influenced by the
carbene moiety.


Ring closure reaction of ketenylcarbenes. Accord-
ing to the experimental data, the ring closure reaction
represents the main reaction of the ketenylcarbene inter-
mediates. The calculation of the activation energies leads
to values in the range 2–12 kcal mol�1 for class a and
lower values, similar to those previously reported, for
class c. In all cases, the main feature of the TS geometry
in comparison with the equilibrium geometry is the
decrease of the bond angle, a432, reflecting the formation
of the three-membered ring. The C3–C4 bond length
approaches the value of a double bond. For the ketenyl-
carbenes I-2a, I-4a and I-5a, characterized by larger


Table 1. Hartree–Fock-calculated singlet–triplet gap, �EST


(kcal mol�1), for the ketenylcarbenes


a b c


I-1 2.18 2.18 2.18
I-2 19.91 11.95 23.60
I-3 11.66 7.92 15.49
I-4 28.68 —a 33.24
I-5 28.52 6.48 42.43


a No stable singlet ketenylcarbene structure was located.


Table 2. Relevant geometric parameter for the ring closure
reaction, a432 (�), and the bond order between the carbon
atoms, C2 and C4, p24


a b c


a432 p24(HF) a432 p24(HF) a432 p24(HF)


I-1 108.1 0.088
I-2 112.83 0.055 104.36 0.208 110.79 0.089
I-3 109.68 0.058 106.49 0.136 107.01 0.083
I-4 113.57 <0.050 —a —a 107.57 0.092
I-5 115.21 <0.050 99.63 0.188 111.16 <0.050
I-6 109.78 0.054 107.66 0.070 108.60 <0.050
I-7 108.52 0.084 99.55 0.168 98.96 0.174


a No stable ketenylcarbene structure could be located.
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values of the activation energies, 10–12 kcal mol�1, the
transition states could also be located at the MP2 level. At
this level we found a significant decrease of the activation
energy, down to around 2–3 kcal mol�1. The larger values
for the bond angle a432 reflect an earlier transition state
than for HF calculations.


Two aspects, generally considered in connection
with the electrocyclic reactions, will be discussed in the
following: the nucleophilic attack of the carbene lone pair
on the vacant orbital localized on the C� of the ketenyl
fragment and the role of the electrostatic interactions
between the atoms implied in the ring closure reaction.
Some relevant theoretical data regarding the features of
the frontier molecular orbitals and the charge distribution
are presented in Figs 2 and 3 and in Tables 3–5.


The highest occupied molecular orbital, homo, is a �-
orbital localized in the molecular plane; it corresponds
mainly to the carbene lone pair [Fig. 2(a)]. The degree of


localization on C4 is well reflected by the calculated
Mulliken atomic population in the highest occupied
molecular orbital, n(4): a value close to 2 indicates a
higher degree of localization on the carbene center.


The data in Table 3 show that the values of n(4) are
around 1.60–1.72, except for the chlorine and cyan C4-
substituted ketenylcarbenes, I-3a, I-3c and I-6a. For
these ketenylcarbenes, n(4) is lower, �1.3, reflecting
the conjugation of the lone pair of the substituent with
the carbene lone pair, as can be seen for I-3a in Fig. 2(b).


The first vacant orbital, hereafter labeled as lumo1 is a
�-orbital, orthogonal to the molecular plane, and has a
high degree of localization on both the carbene and the
ketene C� carbons.The next vacant orbital, lumo2, is the
characteristic vacant orbital of the ketenes. It is localized
in the molecular plane and corresponds to the in-plane �
antibonding interaction of the �-orbitals of O and C. A
typical example for the HF vacant orbitals is given in
Fig. 3 for I-1.


Some inversions in this general sequence of the frontier
orbitals were observed at both HF and MP2 levels. Thus,
for I-4a at the HF level and for I-5a at both levels, lumo1
represents the in-plane vacant orbital localized on the
ketenyl fragment. The sequence of the first two vacant
orbitals was found to be also dependent on the basis set,
i.e. for dichloroketenylcarbene at the STO 3–21G level
lumo1 is localized on the ketene and lumo2 on the
carbene center.


At the MP2 level, all three frontier orbitals were
stabilized; the effect was larger for the vacant orbital
located in the molecular plane, resulting in a decrease in
the corresponding energy gap, �".


Considering the features of the vacant molecular
orbitals, we can assume that the ketenyl carbon C�
represents a possible center for two nucleophilic attacks:


Figure 2. Highest occupied molecular orbital (homo) of
syn-ketenylcarbenes: (a) I-1; (b) I-3a


Figure 3. First two vacant molecular orbitals of the
ketenylcarbene I-1: (a) lumo1; (b) lumo2


Table 3. The atomic population on C4 in the highest occupied molecular orbital, n(4), the homo–lumo gap, �" (ha), and the
product of charge densities of the atoms implied in the ring closure reaction, q2q4, calculated at the HF/6–31G*// HF/6–31G*
and MP2/6–31G*// MP2/6–31G* levels for ketenylcarbenes in class a


I-2a I-3a I-4a I-5a
I-1 I-6a I-7a
HF HF MP2 HF MP2 HF MP2 HF MP2 HF HF


n(4) 1.720 1.622 1.614 1.285 1.259 1.604 1.595 1.678 1.671 1.358 1.617
�" (ha) 0.4777 0.4904 0.4883 0.4601 0.4585 0.4870 0.4840 0.4853 0.4804 0.4724 0.4804
q2q4 �0.157 0.197 0.094 �0.061 �0.092 0.118 0.036 0.102 0.035 0.038 �0.011


Table 4. The atomic population on C4 in the highest
occupied molecular orbital, n(4), the homo–lumo gap, �"
(ha), and the product of charge densities of the atoms
implied in the ring closure reaction, q2q4, calculated at the
HF/6–31G*// HF/6–31G* level for ketenylcarbenes in class b


I-2b I-3b I-5b I-6b I-7b


n(4) 1.642 1.614 1.655 1.693 1.646
�" (ha) 0.4801 0.4629 0.4861 0.4754 0.4881
q2q4 �0.186 �0.162 �0.168 �0.1491 �0.170
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an out-of- plane attack on the � vacant orbital, generally
lumo1, by an electron pair orthogonal to the molecular
plane and an in-plane attack on the other vacant orbital,
lumo2, by a lone pair localized in the molecular plane.


The localization of the carbene lone pair in the plane of
the molecule implies that the ring closure reaction lead-
ing to cyclopropenone might be due to the in-plane attack
and therefore will be determined by the homo–lumo2
interaction for I-2a and I-3a at both HF and MP2 levels
and for I-4a at the HF level and by the homo–lumo1
interaction for I-4a (MP2) and I-5a (HF, MP2). Under
this assumption, the reactivity of the ketenylcarbenes will
be dependent on two factors, the degree of localization of
the highest occupied molecular orbital on the carbene
center and the gap �" between the frontier orbitals
implied in the homo–lumo1 or homo–lumo2 interaction,
depending on the carbene.


The �" values in Tables 3–5 allow the following
observations. Considering the homo–lumo gap, the fluor-
oketenylcarbene I-2a occupies a special position, pre-
senting the largest value; it is followed by I-4a and I-5a,
that is, by the carbenes for which open ketenylcarbene
structures were found even at the MP2 level. The kete-
nylcarbenes for which at the HF level �" has lower
values are more susceptible to undergo cyclization on
attempted MP2 optimization. This is the case for I-1, I-3a
and I-6a. However, for I-3a an equilibrium geometry
corresponding to the open, uncyclized form was located
at the MP2 level. This could be explained by the factor
opposing the nucleophilic attack leading to cyclization,
that is, the degree of localization of the homo on the
carbene center; we have seen that the chlorine substitu-
tion determines the lowest value of n(4).


In order to check if the nucleophilic attack could be
considered as a driving force for the ring closure reaction,
we calculated the potential energy surface of the kete-
nylcarbenes in terms of the torsion about the C4—C3
bond, the dihedral d6435. At a certain value, this torsion
will bring the in-plane carbene lone-pair in a position
susceptible to attack the orthogonal vacant �-orbital,
lumo1. If the nucleophilic attack is the driving force for
ring closure, it is expected that optimization will lead to
cyclopropenones.


The dihedral was varied with a step of 10�, all the other
internal coordinates being fully optimized. It was found
that for values around 65–85� some ketenylcarbenes


undergo a spontaneous cyclization process on attempted
geometry optimization. These are I-1, I-7a, all the
carbenes in class b and I-3c. A typical example, the
potential energy surface (PES) for I-1, is presented in
Fig. 4.


It can be seen that the energy increases monotonically
toward the value corresponding to the transition state for
the syn–anti izomerization process, up to the values of 70
and 80�. For these values there is a break in the plot and
the energy is close to the value for cyclopropenones. The
angle a432 reaches a value of about 62�, characteristic of
the cyclopropenone ring. For larger values of d6435 the
plot again takes the expected aspect.


The results for series b are not very conclusive. On the
one hand, the geometric parameter, a432, the bond order
between C2 and C4 and the results of optimizations at the
MP2 level which predict cyclopropenones structures
point to the fact that this class will be more predisposed
to cyclize. On the other hand, the �" values are similar to
those of the compounds in series a, for which ketenyl-
carbene structures were obtained at the MP2 level. We
presume, therefore, that there is also another factor that is
implied in the high reactivity of this class.


Considering series c, we can assume that for the
ketenylcarbenes with a value of n(4) around 1.6–1.7, a


Table 5. The atomic population on C4 in the highest occupied molecular orbital, n(4), the homo–lumo gap, �" (ha), and the
product of charge densities of the atoms implied in the ring closure reaction, q2q4, calculated at the HF/6–31G*// HF/6–31G*
and MP2/6–31G*// MP2/6–31G* levels for ketenylcarbenes in class c


I-4c I-5c
I-1 I-2c I-3c
HF HF HF HF MP2 HF MP2


n(4) 1.720 1.618 1.294 1.603 1.574 1.677 1.603
�" (ha) 0.4777 0.4785 0.4420 0.4707 0.4831 0.4772 0.4713
q2q4 �0.157 0.154 �0.076 0.087 0.025 0.088 0.022


Figure 4. The potential energy surface for the ketenylcar-
bene I-1 with respect to the torsion around the C3—C4
bond
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�" value of about 0.470–0.478 ha is the limit for pre-
venting cyclization at the HF level; as the effect of MP2
calculations is to decrease the �" value, we can under-
stand why at this level the cyclization process is favored.


Taking in to account the results for class b, we have
also considered another aspect inferred in discussing the
electrocyclic reactions, i.e. the electrostatic interaction.12


In our case the most important atoms are C2 and C4
directly implied in the ring closure. An estimation of the
electrostatic interaction energy, Eel (kcal mol�1), was
made considering the formula 330.7q2q4/r24 (Å), where
q2 and q4 represent the Mulliken atomic charges and r24 is
the distance between C2 and C4. As this distance can be
considered to be very similar in all the compounds, the
electrostatic repulsive or attractive interaction between
both atoms is in fact determined by the product q2q4.
Considering the Mulliken charges on these atoms, the
following observations can be made.


The charge on C2, q2, has an almost constant positive
value in the range 0.60–0.68, reflecting the known elec-
tronic feature of the ketene C� atom, whereas q4 is
significantly influenced by the substituent. For class a,
at the HF level, the interaction is strongly attractive for
I-1, the charge distribution representing a positive factor
for the tendency to cyclization. Although attractive inter-
actions are also predicted for I-3a and I-7a, the low q2q4


values indicate that the electrostatic contribution will not
be an essential factor in the reactivity of these ketenyl-
carbenes. For I-2a, I-4a and I-5a, the predicted repulsive
interaction prevents the ring closure.


At the MP2 level, the charges on both C2 and C4 are
decreased in comparison with the HF values. These
changes in the charges of both atoms determine either a
decrease in the repulsive interaction which had prevented
the cyclization at the HF level (I-2a, I-4a and I-5a) or an
increase in the electrostatic attraction (I-3a). The overall
effect is an enhanced probability for the ring closure
reaction.


In order to obtain better evidence for the role of
electrostatic interaction in the ring closure reaction, the
activation energy for the ketenylcarbenes in class a was
plotted against the electrostatic energy (Fig. 5). The plot
reflects a quasi-linear dependence as long as the methyl-
containing ketenylcarbene is not included.


In the case of carbenes in class b, the charges on C2 do
not change to a great extent whereas the charges q4


became all negative, resulting a significantly increased
electrostatic attraction. As we have already seen that the
optimization at the MP2 level has as the main effect either
a decrease of the C2, C4 repulsion or an increase of the
attraction between the same atoms, it is predictable that at
the MP2 level all these ketenylcarbenes will cyclize.


The results obtained for series c predict a lower
repulsion (I-2c, I-4c, I-5c) or an enhanced attraction
(I-3c) with respect to series a. The bond order between
C2 and C4 is in the range 0.080–0.092 for all the
compounds except I-7c, for which it is larger, 0.174.


One expects a lower tendency for the ring closure reac-
tion compared with series b, but large enough to prevent
location of stable carbene geometries at the MP2 level.


Ring opening reaction of cyclopropenones. One
of the pathways leading to the alkynes could be the ring
opening of the cyclopropenones followed by CO elim-
ination. The located transition states for this reaction are
the same as those for the ring closure reaction. The cor-
responding activation energies are given in Table 6. The
trend in the activation energies for the ring opening
reaction of cyclopropenones is a< c< b.


CO elimination reaction (TSCO elim). The activation
energies for the CO elimination from the syn-ketenylcar-
benes are given in Table 7.


The main reaction coordinate is the distance r23 be-
tween the atoms C2 and C3. The transition states are


Figure 5. Plot of the activation energy of the ring closure
reaction against the electrostatic interaction of C2 and C4


Table 6. Activation energies (kcal mol�1) for the ring
opening reaction of cyclopropenones


II-2 II-3


II-1 a b c a b c


26.34 17.66 26.61 20.16 18.93 26.23 20.05


Table 7. Activation energy (kcal mol�1) for the CO reaction
of elimination reaction of ketenylcarbenes


I-2 I-3


I-1 a b c a b c


22.98 50.71 19.96 44.80 37.56 25.20 22.48
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characterized by r23 values in the range 1.7–1.9 Å and by
a strong decrease in r34 in comparison with the value in
the starting compounds, reflecting the early formation of
the triple bond. The linear structure of the ketenyl
fragment is lost, for all the compounds the CO elimina-
tion occurring under an angle a321 in the range 155–158�.
A comparison between the monosubstituted ketenylcar-
benes in classes a and b shows lower predicted activation
energies for carbenes b; for these carbenes, the C2—C3
bond lengths are the lowest, suggesting an earlier transi-
tion state. In the case of the fluoro-substituted carbene
I-2b, the lower value of the activation energy for the
decarbonylation reaction can be explained by the desta-
bilizing effect exerted by fluorine on ketenes.13


At the MP2 level, the location of the transition state for
the CO elimination was possible only for I-1, I-2a and
I-3a. The main difference compared with the HF-opti-
mized TSCO elim consists in lower values for the C2—C3
bond length, i.e. 1.56–1.65 instead of 1.70–1.85 Å.


For the carbenes I-2b, I-3b and I-3c, during the search
for the transition state an anti conformation was found
with low activation energies. As the syn–anti izomerisa-
tion requires higher energies (�25–30 kcal mol�1), this
transition state might reflect an inversion reaction at the
carbene center.


Excited-state reactivity


For those compounds for which experimental data were
available, the unsubstituted and the fluoro- and chloro-
substituted syn-ketenylcarbenes, and also for the corre-
sponding cyclopropenones, the ground- and excited-state
geometries were optimized under the same conditions
using the non-gradient optimization method, the only
method available for the excited states.


The relative energies of the main stationary points
localized on the ground- and excited-state potential energy
surfaces are summarized in Table 8. For all the compounds
the lowest points on the potential energy surfaces, the
ground-state energies of cyclopropenones were taken as


zero energy. FC represents the Frank–Condon transitions,
leading to the vertical excited states S1, and opt stands for
the energy of the optimized excited-state geometries. The
CIS energies calculated at the geometry of the S0 transition
state for the CO elimination were also included. A typical
example of the relative energies of the ground and excited
states is given in Fig. 6 for the monochloro-substituted
compounds, I-3a, I-3b and II-3a.


Excited-state structures of ketenylcarbenes (I).
The energies of the ground state of the ketenylcarbenes
calculated using the non-gradient technique correspond
to those found using the normal gradient optimization
techniques with CI calculations.


The geometries are also similar to those calculated
previously, except for class b of ketenylcarbenes for
which the angle a432 was found to be smaller than that
obtained by the former optimization. As this is the critical
parameter for the stability of the ketenylcarbenes in the
open form and the most sensitive to the method used, it


Table 8. Significant points on the ground- and excited-state potential energy surfaces of ketenylcarbenes (I) and
cyclopropenones (II)


1 2a 2b 2c 3a 3b 3c


S0(II-opt)a 0.00 0.00 0.00 0.00 0.00 0.00 0.00
S1(II-FC)b 136.45 156.38 156.38 172.66 141.66 141.66 149.62
S0 (II-FC) 49.68 49.36 42.36 56.08 59.09 40.96 38.38
S1(II-opt) 69.82 52.96 77.64 73.28 59.38 78.00 85.04
S0 (I-opt) 22.81 7.04 10.90 17.32 10.84 16.23 16.30
S1 (I-FC) 100.53 100.09 118.37 112.46 93.05 116.31 108.06
S0 (I-FC) 47.51 21.65 38.38 37.84 32.11 40.70 38.29
S1(I-opt) 72.51 75.27 91.34 79.99 71.44 78.00 85.04
TScycþCI 45.21 37.53 46.48 43.00 29.57 36.87 27.91
TSCOþCI 41.92 48.35 39.10 49.55 41.71 42.77 49.07


a opt represents the energy of the totally optimized geometry.
b FC represents the energy of the FC state at the corresponding totally optimized geometry.


Figure 6. Relative energies of the ground and excited states
of chloroketenylcarbenes I-3a and I-3b, monochlorocyclo-
propenone II-3 and the transition states, TSCO elim, starting
from the two ketenylcarbenes
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can be said that the non-gradient optimization predicts an
enhanced propensity towards cyclization.


In the excited states, the changes in the geometries are
similar for all the carbenes, being slightly influenced by
the type of substituent. The only different behavior was
noted for I-2b. Starting as for all the other ketenylcar-
benes with the syn conformer, during the optimization of
the excited state the anti conformer was obtained. The
same change in the conformation was observed in the
ground-state MP2 search of the transition state for the CO
elimination. This fact was assigned to an inversion at the
carbene center. The optimized S1 geometry maintains the
linear structure of the ketenyl fragment. This is different
from the excited-state geometry of the mono- and di
substituted fluoro- and chloroketenes for which the cal-
culations predict bent excited-state structures.


In the following, the main modifications in the excited
state will be discussed in relation to the two considered
reactions.


The main coordinate describing the transition state for
the ring closure reaction is the angle a432. It has already
been discussed that the lower the value of this angle, the
larger is the probability of ring closure. The calculations
for the ketenylcarbenes’ first excited state predict larger
a432 values than in the ground state, i.e. values around
122.5–124.5� in comparison with those found in S0, 90–
112� (Table 9). We can therefore assume that in the
excited state, the probability of the ring closure reaction
is diminished. The values for a432 in the ground state
listed in Table 9 are different from those given in Table 2
obtained during the normal gradient optimization.


Considering the CO elimination reaction, in all cases
the energy of the transition state, TSCO elim, was found at
lower values than that of the carbene S1 state. However,
although an increase in the C2—C3 distance (r23) to-
gether with a decrease in r34 is noted, the values are far
enough from those in the transition state, TSCO elim.


The optimized excited states of the ketenylcarbenes are
lower than the FC states by about 21–38 kcal mol�1, the
smallest relaxation energy from the FC state being ob-
tained for I-3a, 21.61 kcal mol�1 (Fig. 6). At the opti-
mized geometry of S1, the S1–S0 energy gap is strongly
diminished in comparison with the FC value starting from
the S0 minimum. The values ranges from 25 kcal mol�1


(I-1) to �54 kcal mol�1 (I-2a and I-2b).


Excited-state geometry of cyclopropenones (II).
The calculations show that for all cyclopropenones in
the excited state, the cyclopropene ring is opened, the


resulting geometry reflecting a ketenylcarbene structure.
In the case of monosubstituted fluoro- and chlorocyclo-
propenones, the ring opening can occur in two ways,
leading to ketenylcarbenes in series a and b, respectively.
As can be seen in Table 8, the lowest energy corresponds
to the formation of ketenylcarbenes belonging to series a.
The comparison of the optimized S1 results for all the
cyclopropenones reveals two kinds of geometry, labeled A
and B in Fig. 7. For the cyclopropenones II-1, II-2b II-3b
and II-3c (Fig. 7, A) a ketenylcarbene-like structure was
obtained, the ketenyl fragment retaining its usual linear
shape. The similarity with the S1 geometry of the related
ketenylcarbenes is almost perfect for II-1, II-3b and II-3c.
The energy difference between both optimized excited
states is very small, 2.69 kcal mol�1 for II-1 and practi-
cally zero for II-3b and II-3c. A large energy difference
was obtained between the optimized S1 states of II-2b and
I-2b and is due to the different conformer predicted by the
calculations. The optimization of the cyclopropenone led
to the syn conformer whereas, as has already been dis-
cussed, for the excited state of the corresponding ketenyl-
carbene the anti conformation was obtained.


The S1 ring opening of the other cyclopropenones, II-2a,
II-2c and II-3a (Fig. 7, B) leads to a distorted ketenyl str-
ucture characterized by a bent form of the ketene fragment.
At the same time the C2—C3 distance is larger than for the
ketenylcarbenes. The trend of the variation of both these
parameters reflects a tendency towards CO elimination.


CONCLUSIONS


The comparison of the theoretical predictions with the
available experimental data leads to the following
observations. As long as the ketenylcarbenes are formed,
the cyclization to cyclopropenones is the most likely
process. In agreement with the experimental data, the
calculations predict a lower propensity for this reaction
for the fluoroketenylcarbene. A similar reactivity is also


Table 9. The value of the bond angle a432 (�) in the
optimized ground and excited states of the ketenylcarbenes
(non-gradient optimizations)


I-1 I-2a I-2b I-2c I-3a I-3b I-3c


S0 98.74 112.23 85.2 103.15 110.97 89.31 102.34
S1 123.48 124.09 124.60 124.51 124.24 123.49 122.45


Figure 7. Geometry of the optimized excited singlet state
of cyclopropenones
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predicted for the amino- and hydroxy-substituted car-
benes. The lack of experimental data at present prevents
testing of this result.


The theoretical results support the assumption that,
especially in cases b and c, the electrostatic interaction
between the atoms directly implied in the new bond
formation represents the main factor in the reactivity
towards the ring closure reaction.


Under continuous irradiation, the cyclopropenones first
reach their FC excited state and relax quickly to their
optimized geometry. The optimized S1 energies are sig-
nificantly decreased, reflecting the drastic geometric
change that occurs upon excitation. The maximum dif-
ferences between the FC and the optimized energies of
the S1 statea were found for the fluorine-containing
cyclopropenones, II-2a, II-2c, and for the monochloro-
cyclopropenone II-3a and are in the range 103.4–
82.3 kcal mol�1.


The monosubstituted derivatives II-2a and II-3a de-
serve a special mention. At the geometry of S1, the S1–S0


gap is very small, allowing for the possibility of a state
crossing. The open shape predicted for these states shows
than from this point the reaction will evolve in a different
direction than cyclization and one of the most probable
routes is decarbonylation.


Supplementary material


Additional material is available in Wiley Interscience.
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ABSTRACT: Ortho-substituted phenyl-N-butyl carbamates (1–11) were synthesized to evaluate the inhibition
mechanisms of porcine pancreatic cholesterol esterase. All carbamate inhibitors act as the active site-directed pseudo
substrate inhibitors of the enzymes. The logarithms of dissociation constant (Ki), carbamylation constant (k2) and
bimolecular inhibition constant (ki) multiply linearly correlate with the Hammett substituent constant (�), the Taft–
Kutter–Hansch ortho steric constant (ES), and the Swan–Lupton–Hansch ortho polar constant (F). For the –logKi,
log k2 and log ki correlations, the reaction constant for ordinary polar effect (�), the intensity factor to ortho steric
constant (�) and the intensity factor to ortho polar constant (f) are 0.7, �0.07, and 0.5; 0.5, 0.04 and �0.5; and 1.1,
� 0.03 and 0.0, respectively. The cross interaction reaction constant (�XR) for the –log ki–, log k2– and log ki–�–��*–
���* correlations are 3, �2, and 1, respectively. The Ki step may be composed of the following two steps: (1)
protonation of carbamates 1–11 and (2) the pseudo-trans to pseudo-cis conformation change of protonated carbamates
1–11 due to a large �XR value of 3 and formation of the enzyme-protonated carbamates 1–11 tetrahedral intermediate.
The k2 step involves departure of the leaving group, which is protonated by the active site histidine of the enzyme,
from the tetrahedral intermediate to solution and formation of the carbamyl enzyme. Moreover, the distances between
the carbamate and phenyl groups in all transition states of inhibition reactions are relatively short owing to large j�XRj
values. The Ki step shows little ortho steric enhancement effect; moreover, the k2 step shows little ortho steric
inhibition effect. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: ortho effects; cross interaction correlations; cholesterol esterase; carbamate inhibitors


INTRODUCTION


Pancreatic cholesterol esterase (CEase, EC 3.1.1.13), also
known as bile salt-stimulated lipase, pancreatic carboxyl
ester lipase, pancreatic lysophospholipase, non-specific
lipase, functions in the hydrolysis of dietary cholesterol
esters and other dietary esters.1 In addition to cholesterol
esters, triacylglycerols, phospholipids and vitamin esters
are also substrates of CEase.2,3 Two x-ray structures of
CEase have been reported recently.4,5 Although different


bile salt-activation mechanisms have been proposed, the
active site of CEase is similar to that of lipases.6–8


Recently, there has been increased interest in CEase
and lipases owing to the correlation between enzymatic
activity in vivo and absorption of dietary cholesterol9,10


and the use of orlistat (Xenical). Orlistat, whose original
mechanism of action consists of the selective inhibition
of gastrointestinal lipases, has been commercialized for
the treatment of obesity.11,12 It has also been demon-
strated that CEase is involved directly in lipoprotein
metabolism, in that the enzyme catalyzes the conversion
of large low-density lipoprotein to smaller, denser, more
cholesterol ester-rich lipoproteins, and that the enzyme
may regulate serum cholesterol levels.13 Both CEase and
lipase share the same catalytic mechanism as serine
proteases14 in that they have a Ser–His–Asp (Glu) cata-
lytic triad that is involved in nucleophilic and general
acid–base catalysis and a neighboring oxyanion hole
(OAH), the hydrogen bonding peptide NH functions of
Gly and Ala, that stabilizes the incipient carbonyl C—O�


of the ester function during turnover. Both CEase and
lipase may well be expected to be inhibited by the same
classes of mechanism-based inhibitors. In the presence


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 707–714


*Correspondence to: G. Lin, Department of Chemistry, National
Chung-Hsing University, Taichung 402, Taiwan.
E-mail: gilin@dragon.nchu.edu.tw
Contract/grant sponsor: National Science Council of Taiwan.


Abbreviations: ACS, alkyl chain binding site; CEase, cholesterol
esterase; �, intensity factor to ortho steric constant or NMR chemical
shift in ppm; ES, esteratic site; Es, Taft–Kutter–Hansch ortho steric
constant; F, Swan–Lupton–Hansch ortho polar constant; f, intensity
factor to ortho polar constant; k2, carbamylation constant; k3, decarba-
mylation constant; Ki, inhibition or dissociation constant; K 0


i , virtual
inhibition or dissociation constant of the enzyme-protonated carbamate
tetrahedral intermediate; OAH, oxyanion hole; PNPB, p-nitrophenyl
butyrate; QSAR, quantitative structure–activity relationship; �, reac-
tion constant for ordinary polar effect; SACS; second alkyl chain
binding site; TFA, trifluoroacetophenone.







of substrate, the CEase inhibition by pseudo substrate
inhibitors such as carbamates have been proposed
(Scheme 1).15–22 Since the inhibition follows first-order
kinetics over the observed time period for the steady-state
kinetics, the rate of hydrolysis of EI0 must be significantly
slower than the rate of formation of EI0 (k2� k3).23


Therefore, values of Ki and k2 can be calculated from
the equation.15


kapp ¼ k2½I�=ðKið1 þ ½S�=KmÞ þ ½I�Þ ð1Þ


where kapp is the first-order rate constant and can be
obtained according to Hosie’s method.15 The bimolecular
rate constant, Ki¼ k2/Ki, is related to overall inhibitory
potency.


According to the x-ray structures of CEase and li-
pases,4,5,7,8 CEase consists of at least five major binding
sites:20,21 (a) an alkyl chain binding site (ACS) that binds
to the substrate alkyl chain, (b) an oxyanion hole (OAH)
that stabilizes the tetrahedral intermediate, (c) an esteratic
site (ES), comprised of the active site serine which
attacks the ester carbonyl, (d) a leaving group hydro-
phobic binding site, the peripheral site and/or the second
alkyl chain or group binding site (SACS) that binds to the
cholesterol part of cholesterol ester or the second fatty
acid chain of triacylglyceols, which is relatively larger
than ACS, and (e) a leaving group hydrophilic binding
site that binds to the hydrophilic part of the leaving group
and is located at the opposite direction of ACS.


Quantitative structure–activity relationships (QSARs)
represent an attempt to correlate structural properties of
compounds with activities or reactivities.24–26 These che-
mical descriptors, which include parameters to account for
hydrophobicity, electronic, inductive or polar properties
and steric effects, are determined empirically or by calcu-
lations. Many biological activities and chemical reactiv-
ities are correlated with the Hammett equation:24–26


log k ¼ hþ �� ð2Þ


where h, � and � are log k0, the reaction constant (or
intensity factor for inductive effect) and the Hammett
substituents constant, respectively. Also, meta- and para-
substituted compounds generally correlate well but
ortho-substituted compounds do not.25 Ortho problems,


due to complications from direct steric and polar effects,
are not generally applicable.27 According to Fujita and
Nishioka’s suggestion, the total ortho effect is composed
of the ordinary polar effect, the ortho steric effect and the
ortho polar effect:25,27


log k ¼ hþ ��þ �ES þ fF ð3Þ


where h, �, �, ES, �, f and F are log k0, the reaction
constant for ordinary polar effect, the Hammett substi-
tuent constant, the Taft–Kutter–Hansch ortho steric con-
stant, the intensity factor to ortho steric constant, the
intensity factor to ortho polar constant and the Swain–
Lupton–Hansch ortho polar constant, respectively.


Cross interaction correlations for the CEase inhibitions
by meta- and para-substituted phenyl-N-butylcarbamates
(13) and p-nitrophenyl-N-substituted carbamates (12)
with Eqn (4)28,29 reveal that the carbamate O—C(O)—
N—R geometries in the transition states of all inhibition
reactions retain in the pseudo-trans conformations:


log k ¼ hþ ��þ ����� þ �XR���
� ð4Þ


where h, �, �, �*, �*, �XR and � are log k0, the reaction
constant for the substituted phenyl part (varied X, Fig. 1)
of the inhibitor, the Hammett substituent constant of X,
the reaction constant for the substituted carbamate part
(varied R, Fig. 1) of the inhibitor, the Taft substituent
constant of R, the cross interaction constant and the
weighing factor for the Hammett–Taft cross interaction
term (�¼ 1 for the Hammett substituent X; �¼ 2.54 for
the Taft substituent R), respectively.28 Moreover, the
distance between X and R substituents in the transition
state of the reaction is inversely proportional to j�XRj.29


Aryl carbamates, such as meta- and para-substituted
phenyl-N-substituted carbamates (12 and 13) (Fig. 1),
are characterized as the pseudo substrate inhibitors of
CEase and show the Hammett16,18,21 and Taft–Ingold
types17,20,21 of correlations. In this work, ortho-substi-
tuted phenyl-N-butyl carbamates (1–11) (Fig. 1) were
synthesized to explore the ortho effects for the pre-
steady-state CEase inhibition and the cross interaction
correlations with p-nitrophenyl-N-substituted carbamates
(12) (Fig. 1).


Scheme 1. Kinetic scheme for pseudo substrate inhibitions
of CEase in the presence of substrate


Figure 1. Structures of carbamates 1--12
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RESULTS


Carbamates 1–11 (Fig. 1) are characterized as the pseudo
substrate inhibitors of CEase because the inhibitors are
time dependent, the inhibitions follow first-order kinetics
and the enzyme activities recover with a competitive
inhibitor, trifluoroacetophenone (TFA).15–22 The ortho
substituent constants and inhibition constants for the
CEase-catalyzed hydrolysis of p-nitrophenyl butyrate
(PNPB) by carbamates 1–11 are summarized in Table 1.


Correlations of �NH, �C----O, –logKi, log k2 and log ki
with the Hammett equation [Eqn (2)] are poor (Table 2).
These correlations are improved after addition of the
Taft–Kutter–Hansch steric constant, ES, to the correlation
parameters (Table 2). Multiple correlations with three


parameters, �, ES and F [(Eqn (3)],25,27 are much impro-
ved (Table 2). The bimolecular rate constant, ki¼ k2/Ki, is
related to overall inhibitory potency.15–22 The pKa values
of carbamates 1–12 are correlated with the Hammett
equation [Eqn (2)] (Table 2).21 The –logKi


0 values are
well correlated with Eqn (3) (Table 2), where the virtual
inhibition constant, Ki


0 ¼KbKi, is the dissociation con-
stant of the enzyme-protonated carbamate tetrahedral
intermediate.


The results for the cross interaction correlation
between the ortho-substituted carbamates 1–11 and 4-
nitrophenyl-N-substituted carbamates (12) (Fig. 1) are
summarized in Table 3. The j�XRj values for the cross
interaction between ortho-substituted carbamates 1–11
and carbamates 12 are larger than those between


Table 1. Ortho substituent constants and inhibition constants for CEase-catalyzed hydrolysis of PNPB in the presence of
carbamates 1--11


Inhibitor Substituent �a Ea
S Fb k2 (10�4 s�1)c Ki (mM)c ki (103


M
�1 s�1)d


1 o-t-Bu �0.20 �2.78 �0.07 15.8� 0.4 3.2� 0.3 0.5� 0.1
2 o-Cl 0.23 �0.97 0.41 16.5� 0.8 2.2� 0.4 0.8� 0.2
3 o-OMe �0.27 �0.55 0.26 7.0� 0.05 7� 1 0.10� 0.02
4 o-NO2 0.78 �2.52 0.67 17.6� 0.7 0.8� 0.3 2.2� 0.4
5 o-CH3 �0.17 �1.24 �0.04 20.3� 0.8 7� 1 0.30� 0.02
6 o-C2H5 �0.15 �1.31 �0.05 13.8� 0.3 7� 1 0.20� 003
7 o-Ph �0.01 �1.01 0.08 11.7� 0.8 5� 1 0.23� 0.03
8 o-CF3 0.54 �2.40 0.38 9.5� 0.1 0.7� 0.1 1.4� 0.2
9 p-NO2 0.78 0 0 38� 2 2.6� 0.3 1.5� 0.1
10 o,p-Di-t-Bu �0.4 �2.78 �0.07 7.5� 0.7 18� 3 0.04� 0.02
11 H 0 0 0 16.8� 0.9 5� 1 0.32� 0.02


a Hydrogen is taken as standard. These values are calculated from Refs. 24–26.
b Taken from Ref. 27.
c Obtained from fitting the kapp values to Eqn (1).
d ki¼ k2/Ki.


Table 2. QSAR results for NMR chemical shifts of carbamates 1--11 and the inhibition constants for the inhibitions of CEase by
carbamates 1--11


h � � f R


�a
NH 5.12� 0.03 0.27� 0.09 — — 0.718
�b


NH 5.13� 0.07 0.3� 0.1 0.01� 0.04 — 0.719
�c


NH 5.07� 0.07 0.0� 0.2 0.00� 0.03 0.4� 0.3 0.813
�a
C----O 154.09� 0.07 �1.3� 0.2 — — 0.913
�b
C----O 154.1� 0.2 �1.3� 0.2 �0.01� 0.09 — 0.913
�c
C----O 154.3� 0.1 �0.5� 0.3 0.01� 0.06 �1.3� 0.4 0.969


LogKd
b 4.00� 0.06 �2.5� 0.1 — — 0.989


�LogK 0e
i 9.2� 0.2 3� 1 �0.07� 0.07 0.5� 0.3 0.906


�LogKa
i 5.35� 0.07 0.8� 0.2 — — 0.847


�LogKb
i 5.2� 0.1 0.9� 0.2 �0.10� 0.07 — 0.884


�LogKc
i 5.2� 0.1 0.7� 0.2 �0.07� 0.07 0.5� 0.3 0.912


Log ka
2 �2.87� 0.06 0.3� 0.1 — — 0.559


Log kb
2 �2.78� 0.09 0.3� 0.1 0.07� 0.05 — 0.654


Log kc
2 �2.76� 0.08 0.5� 0.1 0.04� 0.05 �0.5� 0.2 0.811


Log ka
i 2.47� 0.07 1.1� 0.2 — — 0.904


Log kb
i 2.4� 0.1 1.1� 0.2 �0.03� 0.07 — 0.906


Log kc
i 2.4� 0.1 1.1� 0.3 �0.03� 0.08 0.0� 0.1 0.906


a Correlation with � [Eqn (2)] for carbamates 1–11.
b Correlation with � and ES for carbamates 1–11.
c Correlation with �, ES and F [Eqn (3)] for carbamates 1–11.
d Correlation with �, ES and F [Eqn (3)] for carbamates 1–11 and meta- and para-substituted phenyl-N-butylcarbamates.
e 1/Ki¼Kb (1/Ki


0).
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para- and meta-substituted carbamates and carbamates
12.28 In other words, the distances between X and R in
the transition states for the CEase inhibitions by ortho
substituted carbamates are much shorter than those inhi-
bitions by para- and meta-substituted carbamates. There-
fore, this result confirms that the carbamate inhibitor
conformations during all inhibition reactions retain the
pseudo-cis conformations.28


DISCUSSION


Like meta- and para-substituted phenyl-N-butylcarba-
mates16–18,21 and 1,10-bi-2-naphthyl- 2,20-di-N- butylcar-
bamate,19 carbamates 1–11 are characterized as the
pseudo substrate inhibitors of CEase (Scheme 1 and
Table 1) and show the same kinetic behavior. Therefore,
the leaving group binding site of the enzyme is large
enough to adapt to extremely bulky ortho substituents
such as 1-naphthyl, tert-butyl, and phenyl.


The f value of 0.4 for the �NH–�–ES–F correlation
suggests that the N—H bonds of carbamates 1–11 polar-
ize to generate a partial negative charge on nitrogen under
the NMR conditions; moreover, the f value of –1.3 for the
�C----O–�–ES–F correlation suggests that the C——O bonds
of carbamates 1–11 polarize to generate a partial positive
charge on carbon under the NMR conditions.


A three-step CEase inhibition mechanism by carba-
mates 1–11 is proposed (Fig. 2). The first step (Kb) is the
pre-equilibrium protonation of carbamates 1–11. The
second step (Ki


0) is formation of the enzyme-protonated
carbamate tetrahedral intermediate. The third step (k2) is
formation of the carbamyl enzyme intermediate and
release of the substituted phenol product.


Kb step


For the Kb step, carbamates 1–11 like carbamates 13
and 12,21,28 are bases (Table 2) and are protonated in
aqueous solution outside the enzyme active site (pH 7).
From the cross interaction correlation results,28 the


O—C(O)—N—R geometries of carbamates 1–11 and
protonated carbamates 1–11 are in the pseudo-trans
conformations (Fig. 2). The excellent logKb–� correla-
tion (Table 2) indicates that the Kb step is insensitive to
ortho steric and polar effects because the ortho substi-
tuents are far away from the carbamate nitrogen reaction
centers.


Ki
0 step


For the Ki
0 step, the � value of 3 for the –logKi


0–�–ES–F
correlation (Table 2) suggests that the enzyme–proto-
nated carbamate tetrahedral intermediates are more


Table 3. Cross interaction correlation results for the CEase
inhibitions by ortho-substituted phenyl-N-butylcarbamates
(1--11) and p-nitrophenyl-N-substituted carbamates (12)


Parametera �LogKi Log k2 Log ki


�* �2.4� 0.8 �0.9� 0.1 �1.2� 0.8
� 1.1� 0.3 0.0� 0.3 1.1� 0.3
�b
XR 3� 1 �2� 1 1� 1


h 4.6� 0.2 � 2.4� 0.3 2.2� 0.3
Rc 0.827 0.728 0.872


a Correlation of the �logKi, log k2 and log ki values for the CEase inhibi-
tions by ortho-substituted phenyl-N-butylcarbamates (1–11) and p-nitro-
phenyl-N-substituted carbamates (12)17,21,28 on Eqn (4).28,29


b Cross interaction constant.29


c Correlation coefficient.


Figure 2. The proposed CEase inhibition mechanisms by
carbamates 1--11. The Kb step is protonation of carbamates
1--11. The � value for the logKb--� correlation is �2.5.
Therefore, protonated carbamates 1--11 are more positively
charged than carbamates 1--11. The O---C(O)---N---R geo-
metries of carbamates 1--11 and protonated of carbamates
1--11 are all pseudo-trans conformations. The Ki


0 step is
formation of the enzyme--protonated carbamate tetrahedral
intermediate. The �XR value for the --logKi--�--��*--���*
cross interaction correlation is 3. Hence the O---C(O)---N---R
geometry of the tetrahedral intermediate changes to
the pseudo-cis conformation. Values of �, �, and f for the
--logKi


0--�--Es--F correlation are 3, �0.07 and 0.5, respec-
tively. The k2 step is formation of the carbamyl enzyme
intermediate. The �XR value for the log k2--�--��*--���*
cross interaction correlation is �2. Hence, the O---C(O)---
N---R geometry for the transition state which leads to the
carbamyl enzyme retains in the pseudo-cis conformation.
Values of �, � and f for the k2 step are 0.5, 0.04 and �0.5,
respectively
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negative charges than protonated carbamates 1–11
(Fig. 2). There is little ortho steric enhancement effect
in the CEase inhibitions by protonated carbamates 1–11
owing to a negative, small � value (�0.07) for this
correlation (Table 2). Therefore, the enzyme active site
prefers to adapt bulky ortho substituents of the inhibitors.
Since the f value for the Kb step is zero, the f value (0.5)
for the Ki


0 step should be identical with that for the Ki step
(discussed later). The carbamate O—C(O)—N—R geo-
metry for the Ki


0 step changes from the pseudo-trans to
pseudo-cis conformation (Fig. 2, discussed later).


Ki step


The Ki step consists of the Kb and Ki
0 steps. The � value of


0.7 for the –logKi–�–ES–F correlation (Table 2) suggests
that the enzyme–protonated carbamate tetrahedral inter-
mediates are slightly more negative charges than carba-
mates 1–11 (Fig. 2). There is also little ortho steric
enhancement effect in the CEase inhibitions by carba-
mates 1–11 (Table 2). For the alkaline hydrolyses of
benzoyl esters and amides, the f values are very similar,
the average being 1.1.27 The f value of 0.5 for the Ki or Ki


0


step is less than 1.1 because the distance of the carbamate
carbonyl reaction center to the phenyl ring is longer than
that of the benzoyl carbonyl reaction center to the phenyl
ring. For phenylacetic acid ester formation and hydro-
lysis, the f value is almost unchanged regardless of the
catalytic condition of reactions, being �0.2 to �0.4.27


Therefore, the carbamate ether oxygen probably transi-
mits the proximity effect much easier than the phenyla-
cetic methylene. The �XR value of 3 for the –logKi–�–
��*–���* cross interaction correlation (Table 3) indi-
cates that the distance between X and R substituents
(Fig. 1) in the transition state of the Ki step is relatively
short and that the carbamate O—C(O)—N—R geometry
in the tetrahedral intermediate changes to the pseudo-cis
conformation (Fig. 2).28 Moreover, this �XR value is
greater than that for the cross interaction between carba-
mates 13 and 12 (Fig. 1) (�XR ¼ 2).28 Apparently, the
distance between X and R substituents for the pseudo-cis
conformation in the ortho-substituted carbamate tetrahe-
dral intermediate is shorter than that in the meta- and
para-substituted intermediates.


k2 step


For the k2 step, the � value for the log k2–�–ES–F
correlation is 0.5 (Table 2). Therefore, the substituted
phenol product for this step is more negatively charged
than the tetrahedral intermediate. The bulky ortho sub-
stituents of the tetrahedral intermediate slightly inhibit
the CEase inhibition reactions owing to a small positive �
value (0.04) (Table 2). Hence the leaving group binding
site of CEase slightly prefers to adapt less bulky ortho-
substituted phenol. The f value in this correlation is about


�0.5 (Table 2), which is not the value for formation of the
substituted phenoxide ion (f¼ 2.6).27 Therefore, the
pseudo leaving groups, phenoxide ions, are assumed to
be protonated by His-435 of the enzyme soon after their
formation (Fig. 2). Hence the true leaving group for this
reaction is substituted phenol. Therefore, the O—C(O)—
N—R geometry of the tetrahedral intermediate must be
retained in the pseudo-cis conformation in order to obtain
the proton from His345 of the enzyme (Fig. 2). The f
value for the 1H NMR spectra of substituted phenols in
DMSO is about 0.6, which may indicate the ortho polar
effect for a polarization process of the hydroxyl bond
(Fig. 3).27 Accordingly, the f value of �0.5 suggests that
the retro-polarization process for the hydroxyl bond
(Fig. 3) strongly resembles the formation mechanism
for substituted phenol in the k2 step (Fig. 2). The �XR
value of �2 for the –log k2–�–��*–���*-correlation
(Table 3) indicates that the distance between X and R
substituents (Fig. 1) in the transition state of the k2 step is
relatively short and that the carbamate O—C(O)—N—R
geometry in the transition state of this step retains in the
pseudo-cis conformation (Fig. 2).28


ki step


The ki step consists of both Ki (consists of Kb and Ki
0) and


k2 steps. The f value of 0.0 for the logKi–�–ES–F cor-
relation (Table 2) indicates that the sum of both f values
for the logKi–�–ES–F (f¼ 0.5) and log k2–�–ES–F
(f¼�0.5) correlations. Moreover, as most data for ki
(Tables 1–3) can also be calculated from those for Ki and
k2, this confirms that the ki step consists of both Ki and k2


steps. However, �* value of the log ki–�–��*–���*
correlation differs slightly from the sum of that of –
logKi– and log k2–�–��*–���* correlations probably
because these correlations are poor and ortho effects
are not taken into account in Eqn (4) (Table 3).


Figure 3. Polarization and retro-polarization processes of
the substituted phenol hydroxyl bonds. The polarization
process (top) of the substituted phenol hydroxyl bond gen-
erates a partial negative charge at oxygen in the NMR
condition. The f value for the polarization process is 0.6
from NMR spectra. The retro-polarization process (bottom)
of the substituted phenol hydroxyl bond neutralizes the
partial negative charge at oxygen. The f value for the
retro-polarization process should be �0.6. The retro-polar-
ization process of substituted phenol in aqueous solution
mimics the k2 step (Fig. 2) (f¼�0.5)
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EXPERIMENTAL


Materials


CEase from porcine pancreas and p-nitrophenyl butyrate
(PNPB) were obtained from Sigma; other chemicals were
obtained from Aldrich. Silica gel used in liquid chroma-
tography (Licorpre silica 60, 200–400 mesh) and thin-
layer chromatographic plates (60 F254) were obtained
from Merck. All other chemicals were of the highest
purity available commercially.


Instrumental methods


1H and 13C NMR spectra were recorded at 400 and
100 MHz, respectively, on a Varian Gemini 400 spectro-
meter. All steady-state kinetic data were obtained using a
UV–visible spectrophotometer (HP 8452 or Beckman
DU-650) with a cell holder circulated with a water-bath.


Data reduction


Origin (version 6.0) was used for linear, non-linear and
multiple linear least-squares regression analyses.


Steady-state enzyme kinetics


The CEase inhibition was assayed by Hosie’s method.15


The temperature was maintained at 25.0� 0.1 �C by a
refrigerated circulating water-bath. All inhibition reac-
tions were performed in sodium phosphate buffer (1 ml,
0.1 M, pH 7.0) containing NaCl (0.1 M), CH3CN (2 vol%),
Triton X-100 (0.5 wt%), substrate (0.2 mM) and varying
concentration of inhibitors. Requisite volumes of stock
solutions of substrate and inhibitors in acetonitrile were
injected into the reaction buffer via a pipet. CEase was
dissolved in sodium phosphate buffer (0.1 M, pH 7.0).
First-order rate constants (kapp) for inhibition were
determined as described by Hosie et al.15 The Ki and
k2 values were obtained by fitting kapp and [I] to Eqn (1)
by non-linear least-squares regression analyses.15–22


Duplicate sets of data were collected for each inhibitor
concentration.


Synthesis of carbamates


Carbamates 1–11 were prepared by condensation of the
corresponding phenol with n-butyl isocyanate in the
presence of a catalytic amount of pyridine in toluene.
All compounds were purified by liquid chromatography
on silica gel and characterized by 1H and 13C NMR
spectrometry and high-resolution mass spectrometry
(HRMS).


o-tert-Butylphenyl-N-butylcarbamate (1). 1H NMR
(CDCl3, 400 MHz), � (ppm) 0.96 (t, J¼ 7 Hz, 3H,
CH2CH2CH3), 1.32 [s, 9H, C(CH3)3], 1.38 (sextet,
J¼ 7 Hz, 2H, CH2CH2CH3), 1.58 (quintet, J¼ 7 Hz,
2H, CH2CH2CH3), 3.31 (q, J¼ 7 Hz, 2H, NHCH2),
5.02 (br s, 1H, NH), 7.04–7.37 (m, 4H, aromatic H).
13C NMR (CDCl3, 100 MHz), � (ppm) 13.84
(CH2CH2CH3), 19.98 (CH2CH2CH3), 30.34 [C(CH3)3],
32.09 (CH2CH2CH3), 34.23 [C(CH3)3], 41.06 (NHCH2),
124.05, 125.04, 126.63, 126.76 (phenyl CH), 141.08
(phenyl C-1), 149.35 (phenyl C-2), 154.42 (C——O).
HRMS, calculated for C15H23NO2 249.1729, found
249.1733.


o-Chlorophenyl-N-butylcarbamate (2). 1H NMR (CDCl3,
400 MHz), � (ppm) 0.92 (t, J¼ 7 Hz, 3H, CH2CH2CH3),
1.37 (sextet, J¼ 7 Hz, 2H, CH2CH2CH3), 1.52 (quintet,
J¼ 7 Hz, 2H, CH2CH2CH3), 3.23 (q, J¼ 7 Hz, 2H,
NHCH2), 5.37 (br s, 1H, NH), 7.12–7.41 (m, 4H, aro-
matic H); 13C NMR (CDCl3, 100 MHz), � (ppm) 13.72
(CH2CH2CH3), 19.84 (CH2CH2CH3), 31.77
(CH2CH2CH3), 41.04 (NHCH2), 123.92, 126.23,
127.32, 129.87 (phenyl CH), 127.08 (phenyl C-2),
146.92 (phenyl C-1), 153.35 (C——O). HRMS, calculated
for C11H14NO2Cl 227.0713, found 227.0721.


o-Methoxyphenyl-N-butylcarbamate (3). 1H NMR
(CDCl3, 400 MHz), � (ppm) 0.94 (t, J¼ 7 Hz, 3H,
CH2CH2CH3), 1.39 (sextet, J¼ 7 Hz, 2H, CH2CH2CH3),
1.57 (quintet, J¼ 7 Hz, 2H, CH2CH2CH3), 3.27 (q,
J¼ 7 Hz, 2H, NHCH2), 3.85 (s, 3H, OCH3), 5.05 (br s,
1H, NH), 6.91–7.20 (m, 4H, aromatic H). 13C NMR
(CDCl3, 100 MHz), � (ppm) 13.82 (CH2CH2CH3),
19.93 (CH2CH2CH3), 31.93 (CH2CH2CH3), 41.07
(NHCH2), 55.88 (OCH3), 112.22, 120.53, 123.12,
126.17 (phenyl CH), 139.83 (phenyl C-2), 151.47 (phenyl
C-1), 154.17 (C——O). HRMS, calculated for C12H17NO3


223.1208, found 223.1211.


o-Nitrophenyl-N-butylcarbamate (4). 1H NMR (CDCl3,
400 MHz), � (ppm) 0.94 (t, J¼ 7 Hz, 3H, CH2CH2CH3),
1.32 (sextet, J¼ 7 Hz, 2H, CH2CH2CH3), 1.51 (quintet,
J¼ 7 Hz, 2H, CH2CH2CH3), 3.28 (t, J¼ 7 Hz, 2H,
NHCH2), 5.28 (br s, 1H, NH), 7.22–8.05 (m, 4H, aro-
matic H). 13C NMR (CDCl3, 100 MHz), � (ppm) 13.70
(CH2CH2CH3), 19.80 (CH2CH2CH3), 32.03
(CH2CH2CH3), 41.20 (NHCH2), 125.40, 125.70,
125.90, 134.20 (phenyl CH), 142.10 (phenyl C-2),
144.20 (phenyl C-1), 153.10 (C——O). HRMS, calculated
for C11H14N2O4 238.0954, found 238.0959.


o-Methylphenyl-N-butylcarbamate (5). 1H NMR (CDCl3,
400 MHz), � (ppm) 0.94 (t, J¼ 7 Hz, 3H, CH2CH2CH3),
1.37 (sextet, J¼ 7 Hz, 2H, CH2CH2CH3), 1.54 (quintet,
J¼ 7 Hz, 2H, CH2CH2CH3), 2.21 (s, 3H, o-CH3), 3.25 (q,
J¼ 7 Hz, 2H, NHCH2), 5.09 (br s, 1H, NH), 7.05–7.25 (m,
4H, aromatic H). 13C NMR (CDCl3, 100 MHz), � (ppm)
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13.81 (CH2CH2CH3), 16.16 (o-CH3), 19.96 (CH2CH2


CH3), 32.00 (CH2CH2CH3), 41.00 (NHCH2), 122.02,
125.34, 126.58, 130.77 (phenyl CH), 130.42 (phenyl C-
2), 149.29 (phenyl C-1), 154.24 (C——O). HRMS, calcu-
lated for C12H17NO2 207.1260, found 207.1252.


o-Ethylphenyl-N-butylcarbamate (6). 1H NMR (CDCl3,
400 MHz), � (ppm) 0.94 (t, J¼ 7 Hz, 3H, CH2CH2CH3),
1.19 (t, 3H, J¼ 7 Hz, o-CH2CH3), 1.37 (sextet, J¼ 7 Hz,
2H, CH2CH2CH3), 1.54 (quintet, J¼ 7 Hz, 2H,
CH2CH2CH3), 2.59 (q, J¼ 7 Hz, 2H, o-CH2CH3), 3.24
(q, J¼ 7 Hz, 2H, NHCH2), 5.10 (br s, 1H, NH), 7.05–7.25
(m, 4H, aromatic H). 13C NMR (CDCl3, 100 MHz), �
(ppm) 13.79 (CH2CH2CH3), 14.31 (o-CH2CH3),
19.93 (CH2CH2CH3), 23.18 (CH2CH2CH3), 31.98
(o-CH2CH3), 41.00 (NHCH2), 122.28, 125.46, 126.49,
129.02 (phenyl CH), 136.07 (phenyl C-2), 148.81 (phenyl
C-1), 154.49 (C——O). HRMS, calculated for C13H19NO2


221.1416, found 221.1407.


o-Biphenyl-N-butylcarbamate (7). 1H NMR (CDCl3,
400 MHz), � (ppm) 0.96 (t, J¼ 7 Hz, 3H, CH2CH2CH3),
1.32 (sextet, J¼ 7 Hz, 2H, CH2CH2CH3), 1.43 (quintet,
J¼ 7 Hz, 2H, CH2CH2CH3), 3.19 (q, J¼ 7 Hz, 2H,
NHCH2), 5.03 (br s, 1H, NH), 7.27–7.51 (m, 9H, aro-
matic H). 13C NMR (CDCl3, 100 MHz), � (ppm) 13.74
(CH2CH2CH3), 19.73 (CH2CH2CH3), 31.81
(CH2CH2CH3), 40.78 (NHCH2), 127.93, 128.13,
129.07, 123.10, 125.57, 127.01, 130.48 (phenyl CH),
134.82 (phenyl C-10), 137.62 (phenyl C-2), 147.71 (phe-
nyl C-1), 154.31 (C——O). HRMS, calculated for
C17H19NO2 269.1416, found 269.1419.


o-Trifluoromethylphenyl-N-butylcarbamate (8). 1H NMR
(CDCl3, 400 MHz), � (ppm) 0.93 (t, J¼ 7 Hz, 3H,
CH2CH2CH3), 1.38 (sextet, J¼ 7 Hz, 2H, CH2CH2CH3),
1.54 (quintet, J¼ 7 Hz, 2H, CH2CH2CH3), 3.26 (q,
J¼ 7 Hz, 2H, NHCH2), 5.21 (br s, 1H, NH), 7.26–7.64
(m, 4H, aromatic H). 13C NMR (CDCl3, 100 MHz), �
(ppm) 13.75 (CH2CH2CH3), 19.86 (CH2CH2CH3), 31.84
(CH2CH2CH3), 41.11 (NHCH2), 122.10 (q, 1JCF¼
180 Hz, CF3), 123.05 (q, 2JCF¼ 20 Hz, phenyl C-2),
125.07, 126.48, 132.65 (phenyl CH), d, 148.38 (phenyl
C-1), 153.42 (C——O). HRMS, calculated for
C12H14NO2F3 261.0977, found 261.0969.


p-Nitrophenyl-N-butylcarbamate (9). 1H NMR (CDCl3,
400 MHz), � (ppm) 0.97 (t, J¼ 7 Hz, 3H, CH2CH2CH3),
1.39 (sextet, J¼ 7 Hz, 2H, CH2CH2CH3), 1.59 (quintet,
J¼ 7 Hz, 2H, CH2CH2CH3), 3.30 (q, J¼ 7 Hz, 2H,
NHCH2), 5.12 (br s, 1H, NH), 7.27–8.26 (m, 4H, aro-
matic H). 13C NMR (CDCl3, 100 MHz), � (ppm) 13.78
(CH2CH2CH3), 19.96 (CH2CH2CH3), 31.81
(CH2CH2CH3), 41.15 (NHCH2), 121.75, 124.91 (phenyl
CH), 144.45 (phenyl C-4), 152.86 (phenyl C-1), 155.78
(C——O). HRMS, calculated for C11H14N2O4 238.0954,
found 238.0959.


2,4-Di-tert-butylphenyl-N-butylcarbamate (10). 1H NMR
(CDCl3, 400 MHz), � (ppm) 0.95 (t, J¼ 7 Hz, 3H,
CH2CH2CH3), 1.32 [s, 9H, o-C(CH3)3], 1.38 [s, 9H, p-
C(CH3) 3], 1.38 (sextet, J¼ 7 Hz, 2H, CH2CH2CH3), 1.55
(quintet, J¼ 7 Hz, 2H, CH2CH2CH3), 3.29 (q, J¼ 7 Hz,
2H, NHCH2), 5.01 (br s, 1H, NH), 6.95–7.36 (m, 3H,
aromatic H). 13C NMR (CDCl3, 100 MHz), � (ppm)
13.84 (CH2CH2CH3), 19.98 (CH2CH2CH3), 30.42
[o-C(CH3)3], 31.59 [p-C(CH3)3], 32.12 (CH2CH2CH3),
34.69 [o-C(CH3) 3], 34.78 [p-C(CH3)3], 41.04 (NHCH2),
123.27, 123.54, 123.71 (phenyl CH), 139.99 (phenyl C-
2), 146.92 (phenyl C-4), 147.31 (phenyl C-1), 154.61
(C——O). HRMS, calculated for C19H31NO2 305.2355,
found 305.2358.


Phenyl-N-butylcarbamate (11). 1H NMR (CDCl3,
400 MHz), � (ppm) 0.96 (t, J¼ 7 Hz, 3H, CH2CH2CH3),
1.35 (sextet, J¼ 7 Hz, 2H, CH2CH2CH3), 1.56 (quintet,
J¼ 7 Hz, 2H, CH2CH2CH3), 3.27 (q, J¼ 7 Hz, 2H,
NHCH2), 4.99 (br s, 1H, NH), 7.12–7.37 (m, 4H,
aromatic H). 13C NMR (CDCl3, 100 MHz), � (ppm)
13.81(CH2CH2CH3), 19.99 (CH2CH2CH3), 31.96
(CH2CH2CH3), 41.00 (NHCH2), 121.42 (phenyl C-3,
C-5), 125.00 (phenyl C-4), 129.05 (phenyl C-2, C-6),
150.89 (phenyl C-1), 154.37 (C——O). HRMS, calculated
for C11H15N2O4 193.1103, found 193.1104.
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ABSTRACT: Two new flavones (1 and 2) in which one or two di-tert-butylhydroxyphenyl groups replace the B-ring
of flavonoids, respectively, were synthesized according to the Baker–Vankataraman method. Their crystal structures
were determined by x-ray diffraction methods and compared with those obtained by theoretical calculations using join
Monte Carlo conformational search analysis and geometry optimization ab initio formalism. NMR NOE data, ESR
spectra and electronic properties were obtained in order to understand their implication in the enhancement of low-
density lipoprotein (LDL) resistance to oxidation. The oxidative modification of LDL has been alleged to play an
important role in the development of human atherosclerosis and neurodegenerative diseases. Copyright # 2004 John
Wiley & Sons, Ltd.


KEYWORDS: flavones; crystal structure; electronic properties; low-density lipoprotein


INTRODUCTION


Flavonoids are a group of low molecular weight natural
molecules widely distributed in the plant kingdom, and
represent a significant part of the average Western daily
diet. Flavonoids are benzo-�-pyrone derivatives and
consist of a benzene ring (commonly named A ring)
attached to a six-membered heterocycle (named C-ring),
which carries at C-2 a phenyl group (named B ring) as a
substituent. The most commonly occurring flavones and
flavonols are those hydroxylated at positions 5 and 7
(A-ring) and 30 and 40 (B-ring). Among this family of
polyphenols, the flavones exhibit a wide variety of
biological properties. Indeed, most of them have been
found to possess anti-ischemic,1 antiplatelet,2 anti-
inflammatory3,4 or antilipoperoxidant5 activities. Fla-
vones are also well known to inhibit a wide range of
enzymes involved in oxidation systems.6–9 These poly-
phenolic compounds can exert their antioxidant activity
by various mechanisms, e.g. by scavenging radicals, by
binding metal ions, but also by inhibiting enzymatic
systems responsible for free radical generation. In con-
trast to the beneficial effects, some flavones with catechol
or pyrogallol moieties have also been reported to be
mutagenic.10,11 In order to prevent these problems, we


have synthesized two new flavones in which the di-tert-
butylhydroxyphenyl group replaces the catechol moiety.
This motif is present in butylated hydroxytoluene (BHT),
which is well known for its antioxidant properties and
widely used in the USA as a food additive. Nevertheless,
the presence of one or several di-tert-butylhydroxyphenyl
groups may cause drastic constraints in the molecular
structure and consequently could affect the binding mode
to enzymes involved in oxidation systems, e.g. lipoxy-
genases, cyclooxygenases, monooxidase and xanthine
oxidase.


In this work, we first performed a structural analysis by
x-ray diffraction of the two new synthesized flavones
(1 and 2) exhibiting two tert-butyl-substituted groups on
the B ring in the 30 and 50 positions. The structures of both
molecules are shown in Scheme 1(a) and (b), respec-
tively, and 2 differs from 1 by the presence of the D ring
which bears two m-tert-butyl groups and is linked to the
B ring through an ester function. The results of a quantum
chemical conformational analysis, performed at the iso-
lated molecule level with the ab initio 3–21G* formal-
ism, are reported and compared with the crystallographic
data. Subsequently, we focused on many specific spectro-
scopic properties of 1 and 2, especially the electronic
properties, which may be helpful in understanding the
structure–activity relationship for these kinds of com-
pounds. ESR spectroscopic experiments on radical for-
mation analysis were performed in order to understand
the mechanism of radical scavenging. We performed
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molecular modeling in order to understand the structural
differences induced by the addition of one or two BHT
templates, respectively, at the 20-position on the C ring of
the flavone molecule.


Finally, the antioxidant biological properties of 1 and
2, i.e. protection of low-density lipoprotein (LDL) from
oxidation, were compared with theoretical calculations
particularly with the HOMO energy and its distribution
on the molecule.


RESULTS AND DISCUSSION


Chemistry


Compounds 1 and 2 were prepared as previously de-
scribed according to the Baker–Vankataraman proce-
dure12,13 (Scheme 2). The 2-hydroxyacetophenone was
condensed with 3,5-di-tert-butyl-4-hydroxybenzoyl
chloride in the presence of dimethylaminopyridine in
dry pyridine at 60�C for 2 h to give the diester 3 in
34% yield. This result was not surprising since 3,5-
di-tert-butyl-4-hydroxybenzoyl chloride reacted in dry
pyridine at 60�C to give 4-(3,5-di-tert-butyl-4-hydroxy-
benzoyloxy)-3,5-di-tert-butylbenzoic acid in 60% yield.
The diester 3 was treated with sodium hydroxide in dry


DMSO to give the diarylpropane-1,3-dione 4 in 72%
yield. The cyclization of 4 was carried out under reflux in
acetic acid in the presence of sulfuric acid for 1 h, leading
to 2 in 65% yield. Compound 2 was saponified with
sodium hydroxide in dry DMSO for 4 h at 120�C to give 1
in 53% yield.


Crystal structures


The molecular packings of 1 and 2 are shown in Figs 1
and 2, respectively. The experimental crystallographic
parameters of both molecules are summarized in Table 1.
Selected bond lengths and angles are listed in Table 2.


In 1, which crystallizes in the P21/n space group, a
medium–strong intermolecular hydrogen bonding inter-
action was found between the O4 carbonyl oxygen atom
of a molecule and the hydrogen atom of the hydroxyl
group of a neighboring molecule, which are both related
by a glide plane. The intermolecular distances O4 � � �O40


and O4 � � �H(O40) are 2.658(4) and 1.89(4) Å, respec-
tively, and the angle O4 � � �H (O40) is reported to be 153�.
These intermolecular hydrogen links entail the formation
of infinite chains roughly parallel to the [1 �1 0] direc-
tion. All other intermolecular distances are >3.3 Å.
The presence of a symmetry center creates pairs of


Scheme 1. Structures of (a) 1 and (b) 2 with atom numbering
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Scheme 2. Synthetic pathway


Figure 1. Projection on the (b,c) plane of the 1 structure
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quasi-parallel molecules which are about 3.5 Å apart and
for which the carbon skeletons undergo severe geometric
distortions as the result of the bulky tert-butyl groups on
the phenyl B ring [Fig. 3(a)]. Eventually, the intermole-
cular hydrogen bridges essentially stabilize the three-
dimensional network.


In 2, which crystallizes in the P-1 space group, the
shortest intermolecular distance occurs between the O400


carbonyl oxygen atoms of two molecules which are
related by a symmetry center at 3.11 Å, suggesting a
very weak hydrogen bonding interaction. The next short-
est distance (3.46 Å) occurs between parallel aromatic
rings where some strong �–� interactions are involved
[Fig. 3(b)], thus allowing stabilization of the crystal
lattice.


The structures of 1 and 2 are essentially controlled by
the value of specific dihedral angles such as � (C3—
C2—C10—C60) for 1 and 2 and � (C50—C40—O40—
Cc) and � (Oc—Cc—C100—C200) for 2, which describe
the principal degrees of freedom in these two molecules.


The small � torsion angle value in 1, measured as 1.7�,
appears to favor the � system delocalization between the
B ring and the �-pyrone part, although in 2 the conjuga-
tion is strongly restricted owing to an angle value of
almost 6�. In 2, the reported bond lengths for C2—C10


(1.474 Å) and C3—C4 (1.444 Å) show that these bonds
exhibit single-bond character, even though the C2—C3
bond, which is very short (1.333 Å), presents an obvious
double bond order. The non-coplanarity of the phenyl
ring and the benzopyrane moiety supports a decrease in
the conjugation between the C2—C10 bond and the �
electrons of the �-pyrone ring. In 2, the value of the
dihedral angle C50—C40—O40—Cc that is reported to
be close to 100� and can be explained by the strong steric
hindrance of the tert-butyl motifs on the B ring. The
carbonyl bond Cc—Oc is short (1.200 Å) and does not
appear to be conjugated with this phenyl D ring as
suggested by the single-bond character of the Cc—C100


bond (1.472 Å). The low conjugation of the carbonyl
group is also confirmed by a dihedral angle � value of
�168.3� measured from x-ray data indicating the out-of-
plane position of the CO group. Moreover, ab initio
calculations also show that for all the theoretical


Figure 2. Projection on the (a,b) plane of the 2 structure


Table 1. Crystal data and details of data collections


Compound 1 2


Formula C23H26O3 C38H46O5


Formula weight 350.44 582.75
(g mol�1)
Space group P21/n P-1
Crystal size (mm3) 0.35� 0.30� 0.25 0.30� 0.15� 0.10
a (Å) 10.164 (4) 14.317 (3)
b (Å) 16.135 (7) 13.338 (3)
c (Å) 12.090 (5) 9.434 (2)
� (�) 90.0 104.22 (3)
� (�) 99.909 (9) 97.86 (3)
� (�) 90.0 100.86 (3)
V (Å3) 1953 (1) 1683.2 (6)
Z 4 2
Linear absorption 0.077 0.075
coefficient (m mm�1)
Dc (g cm�3) 1.192 1.150
� limits 2–31 3.2–25.0
hkl limits �14, 14; �23, 23; �17, 17; �15,


�17, 16 15; �11; 11
No. of data collected 16505 11719
No. of intensities 5281 5847
No. of intensities I >2�(I) 2537 2578
R 0.0439 0.0514
Rw 0.1055 0.1098
Goodness of fit 0.851 1.049
No. of variables 313 527
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Plate 1. Structures of the most stable conformers of 2: 21 (left) corresponding to the x-ray structure and 22 (right) to the folded
structure. Structures were obtained by Monte Carlo analysis and then fully optimized at the Hartree–Fock level with the 3–21G*


basis set


Plate 2. Three-dimensional contour plot for the molecular orbital HOMO (left) and LUMO (right) for 1 (top) and 21 conformer
molecule (bottom)


Plate 3. Three-dimensional contour plot for the molecular orbital HOMO (left) and LUMO (right) for the 22 conformer


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17







conformers these values are far from that for the planar
structure of this CO bond (Table 3).


Computational chemistry


The Monte Carlo conformational analysis of 2 revealed
nine series of stable conformers resulting from the energy
global minimum search, which are all characterized by
different values of �, � and � angles. Each conformer was
then fully optimized at the Hartree–Fock level using a
3–21G* basis set. Two groups of structures with a heat of
formation of �162.36 kcal mol�1 (1 kcal¼ 4.184 kJ)
(two structures) and �164.0 kcal mol�1 (two structures)
respectively for 2 (Plate 1) were obtained from these
calculations. Only one structure with a heat of formation
of �84.33 kcal mol�1 was found for 1. The first 2 con-
former of �162.36 kcal mol�1 corresponds to the crystal-
lographic structure whereas that of �164.0 kcal mol�1 is
related to a folded structure, folding between the D and B
rings. The main differences found in this spatial structure
arise from drastic changes in the �, � and � angle values
and are displayed in Table 3. At this stage we hypothe-
sized that this folded structure may reflect the possible
conformation in solution where the �–� interaction found
in the crystal structure is vanishes. NMR steady-state
NOE experiments tend to confirm the reality of these
structures. Irradiation of the signal of hydrogen H3 of 2
produced a strong NOE (27%) of the signal of hydrogens
H20 and H60. Conversely, a strong NOE of approximately
same value (34%) was observed for the signal of hydro-
gen H3 when H20/H60 were irradiated. However, in


solution, the NMR results show the equivalence of
hydrogens (and carbons) on symmetry-related sites of
the phenyl B and D rings and also for those of the 30, 50-
and 300, 500-t-Bu groups. Thus rapid exchange occurs on
the NMR time-scale between all these pairs of sites
through rotation around the single bonds C2—C10,
C40—O40, Cc—C100. The mean distances between H20,
H60 and H3 do not differ significantly in the two con-
formers envisaged, 21 and 22, hence NOE does not allow
are to make a choice between the conformations.


The average of inter-proton distance in conformer 22 is
related to a modification of the � dihedral angle value.
The main geometric features resulting from the energy
global minimum search (for 1 and 2) are reported in
Table 2. The presence of the tert-butyl groups in the 30


and 50 positions on the B ring of 1 and 2 leads to a torsion
angle (O1C2C1,C2,) of the B ring with the rest of the
molecule (A and C rings) close to 1� 0.3 and 4.1� 04�


(Table 2). This means that 1 and 2 are almost planar. It
has been stated in general that the flavone B ring is
slightly (�20�) twisted relative to the plane of the A and
C rings. For example, apigenin (5,7,40-trihydroxyflavone)
presents a torsion angle of 16.48�, unlike flavonols, which
are planar, e.g. quercetin (3,5,7,3040-pentahydroxyfla-
vone) presents a torsion angle of �0.29�. The cause of
the planarity of the flavonols appears to be a hydrogen
bond-like interaction between the 3-OH and 20- or 60-
proton.14


For conformers 1 and 21, good agreement is observed
between the calculated geometric parameters and the
crystallographic data, notably for distances and valence
angles.


UV–visible spectroscopy


From the three-dimensional contour plotting of the mo-
lecular orbital (Plate 2), the nature of the chromophore
mainly involved in the HOMO–LUMO electronic transi-
tion on the UV–visible spectra of 1 and 2 may be
predicted.


For 1 and 21, the HOMO!LUMO transition does not
appear as specific to a peculiar part of the molecule and
induces a drastic change in the electronic distribution on
the whole flavone moiety, notably on the �-pyrone ring.


Figure 3. Stacking of molecules to show the quasi-parallelism of benzopyran groups for (a) 1 and (b) 2


Table 3. Energy formation and dihedral angle values for the
two sets of conformer for 2: 21 related to crystallographic
structure and 22 to folded conformationa


Heat of formation � (�) � (�) � (�)
(kcal mol�1)


21 �162.36 4.1 101.5 177.5
�162.35 �4.3 �101.6 147.0


22 �164.09 �105.8 83.5 �130.9
�163.9 60.5 83.7 �128.7


a The energy of formation was computed at the RHF/PM3 level and the
dihedral angle values were calculated at the RHF/PM3/3–21G* ab initio
level.
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As reported previously for flavone,15 the inter-ring bond
that exhibits a � antibonding character in the HOMO
adopts a bonding character in the LUMO. As far as the 22
conformer is concerned, the electronic density in the
HOMO appears localized on the terminal D ring and
the HOMO!LUMO transition is expected to be char-
acteristic of an intramolecular charge-transfer band from
the D ring towards the entire flavonoic moiety (Plate 3). If
the HOMO–LUMO energy gap is quasi-equal for 21 and
22, the electronic nature of the transition is largely
controlled by the molecular conformation.


As in solution many conformational structures may co-
exist (depending also on the solvent properties), the band
arising at higher wavelengths in the UV–visible spectrum is
expected to be complex. The electronic absorption spectra
of 2 (4� 10�5 mol l�1) in methanol and in dimethyl sulf-
oxide (DMSO) are presented in Fig. 4. A large and strong
absorption pattern centered experimentally at 297 nm ap-
pearing in both solvents surely corresponds to the HOMO–
LUMO transition of �–�* character. Nevertheless, in
DMSO, an additional band at 352 nm clearly arises, in-
dicating that solvation of the solute particularly influences
the electronic spectra of this kind of flexible molecule.


ESR spectroscopy


ESR spectroscopic experiments using the cerium(IV)
oxidation system showed the ability of 1 and 2 to form
a phenoxy radical. These results were compared with
those for the BHT reference for which the hyperfine
splitting constants are close to those found in the litera-
ture.16 The hyperfine splitting constants are given in
Table 4 and the related spectra (experimental and simu-
lated) are displayed in Fig. 5 for BHT and 2 respectively.
For BHT the spectrum gives four packets of three lines
due to the electron coupling with the two hydrogen atoms
of the ring and that of the methyl group. For 1 and 2, the
spectra consist of three lines due to two hydrogen atoms
coupled with the electron centered on the oxygen atom.


We have recently reported results related to the biolo-
gical activities of 1 and 2 on the inhibition of copper ion
or AAPH (2,20-azobis-(2-amidinopropane) dihydrochlor-
ide)-induced LDL oxidation.17 In this paper, we have
shown that 2 was 10 times more active than BHT whereas
1 showed the same activity as BHT. These results can be
correlated with the theoretical HOMO and LUMO en-
ergies calculated and band gap energy (EHOMO–ELUMO)
shown in Table 5. Effectively, we can see that the lowest
band gap and the highest activity were observed with 0.9
and 1.7 eV differences, respectively, comparing BHT
with 2 and 1 with 2. The major differences in band gap
energy are principally supported by the LUMO energy
values, which are 1.7 and 2.7 eV higher for BHT and 1,
respectively, compared with the 2 active one. In another
part the HOMO energy value is 0.5 eV lower for 2.


Figure 4. Electronic absorption spectra of 2
(4� 10�5 mol l�1) dissolved in DMSO (dashed line) and
methanol (full line)


Table 4. ESR hyperfine splitting constants (G) and proton
assignment (number, in parentheses)


Compound A1 A2


BHT 1.56 (2) 11.5 (3)
1 2.15 (2)
2 2.13 (2)


Figure 5. Experimental and simulated ESR spectra of BHT (left) and 2 (right) radical formed by oxidation with the Ce(IV) system.
Experimental settings were amplitude modulation 1 G, microwave power 1 mW and receiver level gain 2� 104
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Previous studies with other flavonoid compounds such
as quercetin and taxifolin have shown that the formation
of a phenoxy radical occurs with maximum spin density
(84%) localized on the oxygen when a hydrogen radical
is removed. Calculation of spin densities with the 1 and
unfolded 21 phenoxy species revealed a distribution of
spin densities on the D ring with a higher value on the
oxygen (34%). In this case the SOMO (singly occupied
molecular orbital) is localized at the spin density site. By
contrast, for the folded 22, the spin densities are also
distributed on the D ring whereas the SOMO is mainly
localized on the A ring on carbon 3. The SOMO energy is
close to the LUMO energy, indicating the presence of a
reactive site for the scavenging mechanism. We have
previously shown that carbon at the 3-position is the
preferential site of hydroxylation in basic aqueous solu-
tion.13 In order to confirm our hypothesis, we performed
mass spectrometric analysis of 2 after initiation of phe-
noxy radical with cerium(IV) in the presence of a small
amount of NaOH. We can observe mainly two peaks at
m/z 583 (MþH)þ and m/z 604 (MþNa)þ, which are
related to the molecular ion peaks of the molecule. An
additional peak at m/z 598 is also observed, which can be
attributed to an oxygen addition resulting from hydro-
xylation of the molecule.


CONCLUSION


The modified analogues of the natural flavones 1 and 2
have been fully characterized in the solid state and in
solution. The crystallographic structure of 1 displays
particular hydrogen bonding networks and that of 2
presents some strong �–� interactions, allowing the
stabilization of the crystal lattice. Theoretical calcula-
tions have shown that 2 can adopt a folded conformation
in solution. Interestingly, 2 is 12 and three time more
active than 1 and quercetin (a well-known antioxidant
flavonoid), respectively, in the LDL lipid peroxidation
test.17 Antioxidant activity and, in particular, inhibition of
lipid peroxidation is a multi-factor event. The ability of
radical formation, stabilization of the radicals, capability
of metal chelation and lipophilicity remain important
factors for the inhibitory activity. In this study we focused
on the electronic behavior of these two compounds and
the radical stabilization properties since 1 and 2 do not
complex copper and their lipophilicitity is of the same


order (HPLC retention times 73.31 and 79.22 min, re-
spectively). Oxidation of 1 and 2 by cerium(IV) gives the
same radical species, which are stable in the course of
time. Nevertheless, the role of the D ring in the electronic
behavior indicates that it seems to be responsible for the
antioxidant properties. The major difference that explains
this reactivity is the observed band gap energy value
principally supported by the LUMO energy value. These
results open the route towards the rational design of new
antioxidant leads.


EXPERIMENTAL


Synthesis


TLC analyses were performed on a 3� 10 cm plastic
sheet precoated with silica gel 60F254 (Merck) with the
solvent system ethyl acetate–hexane (1:4). SiO2 (200–
400 mesh) (Merck) was used for column chromatogra-
phy. Melting-points were obtained on a Reichert Ther-
mopan melting-point apparatus, equipped with a
microscope and are uncorrected. Infrared spectra were
obtained on a Perkin-Elmer 881 spectrometer on KBr
pellets. NMR spectra were obtained at 25�C on a Bruker
AC 200 spectrometer, for 1H at 200 MHz and for 13C at
50 MHz. Chemical shifts are indirectly referenced to
TMS via the solvent signal (chloroform-d1 7.26 and
77.0 ppm; DMSO-d6 2.50 and 39.5 ppm). J values are
given in Hz. Mass spectra were recorded on a Finnigan
MAT Vision 2000 spectrometer [for matrix-assisted laser
desorption/ionization (MALDI)]. Elemental analyses
were performed at CNRS Laboratories (Vernaison) and
were within 0.4% of the theoretical value.


Diester 3. A 1.7 g (12.5 mmol) amount of 2-hydroxyace-
tophenone, 5.12 g (19 mmol) of 3,5-di-tert-butyl-4-
hydroxybenzoyl chloride and 0.122 g of 4-dimethylami-
nopyridine were dissolved in 50 ml of dry pyridine and
the stirred mixture was heated at 60�C for 2 h under an
atmosphere of argon. The solution was cooled and 200 ml
of water were added. The solid was filtered and washed
with water until the pH was 7. The solid was dried and
crystallized from ethanol to give 1.94 g of the diester 3
(34% yield). Elemental analysis for C38H48O6, calculated
C 75.97, H 8.05, O 15.98, found C 76.14, H 8.21, O
15.51%; m.p.¼ 227�C; infrared (�/cm�1), 3580 (� phe-
nolic OH), 2880 (� C–H), 1725 (� C——O ester), 1700
(� C——O ketone), 1600 (� C——C aromatic); 1H NMR
(CDCl3), � 1.38 [18H, s, 2�C (CH3)3], 1.49 [18H, s,
2�C (CH3)3], 2.59 (3H, s, COCH3), 5.91 (1H, bs, OH),
7.25 (1H, dd, 3J¼ 8.3 Hz, 4J¼ 1.6 Hz, H3), 7.35 (1H, td,
3J¼ 8.3 Hz, 4J¼ 1.6 Hz, H5), 7.58 (1H, td, 3J¼ 8.3 Hz,
4J¼ 1.6 Hz, H4), 7.86 (1H, dd, 3J¼ 8.3 Hz, 4J¼ 1.6 Hz,
H6), 8.08 (2H, s, ring B or D), 8.22 (2H, s, ring B or D);
MALDIþMS, m/z 623.2 (MþNa), 639.2 (MþK).


Table 5. HOMO and LUMO energy values


EHOMO (eV) ELUMO (eV) Band gap (eV)


BHT �8.50 0.95 �9.45
1 �8.27 1.96 �10.23
21 �9.26 �0.70 �8.57
22 �9.4 �0.73 �8.67
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Diarylpropane-1,3-dione 4. A 2.25 g (37.5 mmol) amount
of diester 3 and 1.5 g (37.5 mmol) of sodium hydroxide
(granulometry: 20–40 mesh) were dissolved in 60 ml of
dry DMSO and the mixture was stirred at room tempera-
ture for 2 h. The solution was poured into 200 ml of ice–
water. Acetic acid was added until the pH was 7. The
solid was filtered and washed with water. The solid was
dried and crystallized from ethanol to give 1.62 g of
diarylpropane-1,3-dione 4 (72% yield). Elemental ana-
lyses for C38H48O6, calculated C 75.97, H 8.05, O 15.98;
found C 75.58, H 8.32, O 15.63%; m.p.¼ 190�C; infrared
(�/cm�1), 3620 (� phenolic OH), 2880 (� C–H), 1740 (�
C——O ester), 1690 (� C——O ketone), 1600 and 1560 (�
C——C aromatic); 1H NMR (CDCl3), � 1.38 [18H, s, 2�C
(CH3)3], 1.51 [18H, s, 2�C (CH3)3], 5.82 (1H, bs,
phenolic OH), 6.80 (1H, bs, ethylenic H), 6.97 (2H, m,
H6 and H4), 7.48 (1H, td, 3J¼ 8.4 Hz, 4J¼ 1.5 Hz, H5),
7.76 (1H, dd, 3J¼ 8.4 Hz, 4J¼ 1.5 Hz, H3), 7.93 (2H, s,
ring B or D), 8.09 (2H, s, ring B or D), 12.05 (1H, bs,
phenolic OH), 14.5 (1H, bs, enolic OH); MALDIþMS,
m/z 623.1 (MþNa), 639.0 (MþK).


Flavone 2. A 1 g (1.7 mmol) amount of diarylpropane-
1,3-dione 4 was dissolved in 200 ml of acetic acid and
8 ml of sulfuric acid and the stirred mixture was refluxed
for 1 h. The solution was cooled and 200 ml of water were
added. The solid was filtered and washed with water until
pH¼ 7. The solid was dried and crystallized from ethanol
to give 0.62 g of 2 (65% yield). Elemental analyses for
C38H46O5, calculated C 78.32, H 7.96, O 13.72; found C
78.45, H 8.04, O 13.52%; m.p.¼ 240�C; infrared
(�/cm�1), 3620 (� phenolic OH), 2880 (� C–H), 1740
(� C——O ester), 1690 (� C——O ketone), 1600 and 1560
(� C——C aromatic); 1H NMR (CDCl3), �1.40 [18H, s,
2�C� (CH3)3], 1.49 [18H, s, 2�C (CH3)3], 5.81 (1H,
bs, OH), 6.85 (1H, s, H3), 7.43 (1H, td, 3J¼ 7.5 Hz,
4J¼ 1.2 Hz, H6), 7.61 (1H, dd, 3J¼ 8.8 Hz, 4J¼ 1.2 Hz,
H8), 7.71 (1H, td, 3J¼ 7.7 Hz, 4J¼ 1.2 Hz, H7), 7.91 (2H,
s, ring B), 8.08 (2H, s, ring D) 8.26 (1H, dd, 3J¼ 8.0 Hz,
4J¼ 1.6 Hz, H5); 13C NMR (CDCl3), � 30.2 [C (CH3)3],
31.4 (C (CH3)3], 34.4 [C (CH3)3], 35.8 [C (CH3)3], 107.5
(C3), 118.2 (C8), 121.1 (C100), 124.0 (C4a), 124.5 (C20),
125.2 (C5), 125.7 (C6), 128.0 (C200), 128.4 (C10), 133.6
(C7), 136.2 (C300), 144.2 (C30), 151.7 (C40), 156.3 (C8a),
158.7 (C400), 164.1 (C2), 168.6 (Cc), 178.6 (C4);
MALDIþMS, m/z 583.4 (MþH), 605.3 (MþNa).


Flavone 1. A 1.0 g (1.7 mmol) amount of 2 and 1.0 g
(25 mmol) of sodium hydroxide were dissolved in 40 ml
of dry DMSO and the stirred mixture was heated at 60�C
for 2 h under an atmosphere of argon. The solution was
cooled and 200 ml of water were added. The solid was
filtered and washed with water until the pH was 7. The
solid was dried and crystallized from ethanol to give
0.32 g of 1 (53% yield). Elemental analyses for
C23H26O3, calculated C 78.83, H 7.48, O 13.69, found


C 78.48, H 7.43, O 13.81%; m.p.¼ 240�C; infrared
(�/cm�1), 3450 (� phenolic OH), 2980 (� C–H), 1620
(� C——O ketone), 1590 and 1570 (� C——C aromatic); 1H
NMR (CDCl3), � 1.55 [18H, s, 2�C (CH3)3], 5.70 (1H,
bs, OH), 6.80 (1H, s, H3), 7.45 (1H, td, 3J¼ 7.5 Hz,
4J¼ 1.2 Hz, H6), 7.61 (1H, dd, 3J¼ 8.8 Hz, 4J¼ 1.2 Hz,
H8), 7.73 (1H, td, 3J¼ 7.7 Hz, 4J¼ 1.2 Hz, H7), 7.80 (2H,
s, ring B), 8.26 (1H, dd, 3J¼ 8.0 Hz, 4J¼ 1.6 Hz, H5); 13C
NMR (CDCl3), � 30.2 [C (CH3)3], 34.6 [C (CH3)3], 106.2
(C3), 118.1 (C8), 122.8 (C10), 123.7 (C4a), 124.0 (C20),
125.1 (C5), 125.7 (C6), 133.5 (C7), 136.7 (C30), 156.3
(C8a), 157.3 (C40), 164.8 (C2), 178.6 (C4); MALDI-
þMS, m/z 351.3 (MþH), 373.3 (MþNa), 389.3
(MþK).


NMR NOE measurements


1H NMR spectra of 1 and 2, dissolved in DMSO-d6


solution (2.5 mg ml�1), were recorded on a Bruker AC
200 spectrometer equipped with an Aspect 3000 compu-
ter operating in the Fourier transform mode with quad-
rature detection at 200 MHz using tetramethylsilane
(TMS) as the internal reference. One-dimensional NOE
values were obtained in the difference mode by subtract-
ing two types of spectra, one in which the desired signal
was saturated at low power for 30 s and the other in which
the off irradiation was out of the spectrum. The steady
state was obtained with two dummy scans. Homonuclear
Overhauser effect experiments on 1 and 2 gave the
following results: irradiation of the hydrogen H3 at
6.80 ppm (1) or 6.85 ppm (2) produced NOEs of 32%
and 27%, respectively, of aromatic hydrogens of the B ring
and irradiation of the aromatic hydrogens H2’ and H6’ at
7.80 ppm (1) and 7.91 ppm (2) induced NOEs of 37% and
34%, respectively, of the hydrogen H3. Most commonly,
intense NOEs correspond to short distances (1.8–2.7 Å).


ESR spectroscopy


ESR spectroscopy was performed on a Bruker ELEXYS
580E spectrometer operating at 9.7 GHz and 100 kHz
frequency modulation. Amplitude modulation and micro-
wave power were set at 0.8 G and 1 mW, respectively.
Radical generation was carried out by using the ceriu-
m(IV) oxidant procedure.18 Spectrum simulation was
performed with Bruker Simfonia software.


X-ray diffraction


X-ray diffraction measurements were performed on a
Bruker AXS three-circle diffractometer equipped with a
charge-coupled device (CCD) two-dimensional detector
(	 Mo K�¼ 0.71069 Å, graphite monochromator,
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T¼ 294 K). An empirical absorption correction was ap-
plied by using the SADABS program. Structure solution
was achieved by the direct method (SHELXS-86) and
refinement by using the full-matrix least-squares techni-
ques (SHELXTL program). All hydrogen atoms were
found on a Fourier difference map and their positions
refined, their thermal parameter being fixed at 1.2, the
value of the equivalent thermal parameter of the atom to
which they are bound. The experimental parameters for 1
and 2 are summarized in Table 1.


Mass spectrometry


MALDI mass spectra were measured on a Finnigan MAT
(Bremen) Vision 2000 instrument. The matrix used was
dihydroxybenzoic acid–water.


Computational method


All calculations were performed on an NT workstation
(PIII 650 MHz processor) using the Spartan Pro V 1.0.2
software package. A conformational analysis was initi-
ally investigated for both molecules 1 and 2 using
the Monte Carlo method implemented in Spartan.
Subsequently, the energies and structures of the more
stable conformers were minimized using the MMF94
force field and fully optimized at the ab initio level RHF/
3–21G*.


The electronic absorption spectra were calculated
at the optimized geometry with the configuration inter-
action (CI) ZINDO/S method that is well parameterized
to reproduce UV–visible spectroscopic transitions. The
CI calculations were performed by taking into account
the 13 highest occupied molecular orbitals (HOMOs)
and the 13 lowest unoccupied molecular orbitals
(LUMOs).


Electronic absorption spectroscopy


The UV–visible absorption spectra of 1 and 2 dissolved in
DMSO were recorded on a Varian Cary 1 double-beam
spectrophotometer in the 200–500 nm range with 2 nm
spectral resolution.
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epoc ABSTRACT: By using strong neutral bases as catalyst, a detailed investigation of the racemization of (S)-naproxen
2,2,2-trifluoroethyl ester was conducted in the non-polar solvents isooctane, cyclohexane and n-hexane. The second-
order interconversion constant k�int as representing the ion-pair kinetic basicity in isooctane was first estimated and
correlated with the equilibrium ion-pair basicity pKip in tetrahydrofuran, giving slopes of 0.768 and 0.689 for non-
phosphazene and phosphazene bases, respectively, in the Brønsted correlations. The result was further compared with
that for (S)-naproxen 2,2,2-trifluoroethyl thioester, showing about a 1–2 orders of magnitude enhancement of k�int


for the corresponding thio-containing analogue. A smaller influence of non-polar solvents (i.e. isooctane, n-hexane
and cyclohexane) on k�int was found. Kinetic analysis of the racemization and hydrolysis of (S)-naproxen 2,2,2-
trifluoroethyl ester in isooctane and n-hexane containing 7-methyl-1,5,7-triazabicyclo[4.4.0]dec-5-ene and water
suggests nucleophilic hydrolysis by the base, where the breakdown of tetrahedral intermediates IR1 and IS1 is the rate-
limiting step and the hydrolysis constant khy is in proportion to the product of base and ion-pair concentrations.
Copyright # 2004 John Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience
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INTRODUCTION


Base-catalyzed racemization has been employed for com-
pounds with a stereogenic center bearing an acidic proton
adjacent to an electron-withdrawing group, such as a
ketone or ester, via an enolate intermediate. Various types
of chiral �-substituted carboxyl acids, e.g. �-(hetero)
arylcarboxyl acids, �-aryloxypropionic acids, �-alkyl-
carboxyl acids, �-halocarboxyl acids and �-amino acids,
as valuable pharmaceuticals, agrochemicals, nutrients
and intermediates for organic synthesis have been pre-
pared via kinetic resolution processes. However, only
special carboxyl acid derivatives of Ketorolac esters,
hydantoins, substituted oxazol-5(4H)-ones, substituted
thiazolin-5-ones and �-substituted propionic thioesters
possessing relatively high �-proton acidity have been
employed in dynamic kinetic resolution using enzymatic
methods.1,2 Recently, lipase-catalyzed resolutions of �-
arylpropionic esters were demonstrated in organic solvents


containing neutral organic bases, but the results were
disappointing owing to the lower racemization rate of the
remaining (R)-ester compared with the enzymatic rate of
fast-reacting (S)-ester.3 In order to explore more efficient
racemization catalysts for racemic esters containing a
chiral acid moiety in a non-polar solvent, isooctane
containing (S)-naproxen 2,2,2-trifluoroethyl ester and
strong neutral bases was first selected as a model system
for estimating the second-order interconversion constant.
It was then applied as a representation of the ion-pair
kinetic basicity of the base and compared with that for the
corresponding thio-containing analogue.4


When enzymatic biotransformations take place in non-
polar solvents, certain water retention in the enzyme
aggregate and dissolution in the solvent are needed to
maintain the enzyme in a catalytically active confor-
mation. It is then imperative to have non-enzymatic
hydrolysis catalyzed by the base in the dynamic kinetic
resolution of esters, thioesters or amides by employing
enzymatic methods. This may have profound effects on
decreasing the enantiomeric excess for the desired pro-
duct. Therefore, isooctane, n-hexane and cyclohexane
containing (S)-naproxen 2,2,2-trifluoroethyl ester, water
and 7-methyl-1,5,7-triazabicyclo[4.4.0]dec-5-ene (MTBD)
were designed as model systems for studying the kinetics
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of racemization and hydrolysis, where effects of ion-pair
formation between MTBD and water on the amine and
ion-pair concentrations were considered in deriving the
rate equations.


EXPERIMENTAL


Materials. Optically pure (S)-naproxen [(S)-2-(6-methoxy-
2-naphthyl)propionic acid] was obtained from Sigma.
The strong neutral bases trioctylamine (TOA), 1,4-diaza-
bicyclo[2.2.2]octane (DABCO), 1,8-diazabicyclo[5.4.0]
undec-7-ene (DBU), MTBD, tert-butyliminotris-
(dimethylamino)phosphorane (P1), tert-butyliminotris
(pyrrolidino)phosphorane (P1-tris) and 1-tert-butyl-4,
4,4-tris(dimethylamino)-2,2-bis[tris(dimethylamino)pho-
sphoranylidenamino]-2�5,4�5-catenadi(phosphazene) (P4)
were purchased from Aldrich and Fluka. Other chemicals
of analytical grade were commercially available and
employed without further purification. Anhydrous isooc-
tane, cyclohexane and n-hexane were prepared by adding
molecular sieve (Type 3A, J. T. Baker) to the solvent for
more than 3 days.


Analysis. The racemization and hydrolysis of (S)-napro-
xen 2,2,2-trifluoroethyl ester in the organic solvent were
monitored by HPLC using a chiral column of (S,S)-
WHELK-01 from Regis capable of separating the internal
standard 2-nitrotoluene, (R)- and (S)-naproxen, (R)- and
(S)-ester with retention times of 4.5, 12.2, 21.5, 7.2 and
8.9 min, respectively. The mobile phase was a mixture of
n-hexane–propan-2-ol–acetic acid (80:20:0.5, v/v/v) at a
flow-rate of 1.0 ml min�1. UV detection at 270 nm was
used for quantification at a column temperature of 25 �C.


Synthesis of (S)-naproxen 2,2,2-trifluoroethyl ester.5 Fol-
lowing a standard procedure, the acid chloride of (S)-
naproxen was prepared by refluxing 20 ml of benzene
containing 3.45 g of the acid and 3.20 g of thionyl
chloride for 1.5 h. The resultant solution was evaporated
to dryness under vacuum, 30 ml of benzene containing
2.70 g of 2,2,2-trifluoroethanol and 1.19 g of pyridine
were added and the mixture was refluxed for 4 h. After
cooling the reaction solution, an aqueous solution (50 ml)
containing 6 mM sodium carbonate and deionized water


(100 ml) were successively employed four times and twice,


respectively, to extract the excess alcohol and remaining (S)-


naproxen. The organic layer was separated, dried over


magnesium sulfate, filtered and concentrated under vacuum.


After purification by silica gel chromatography with the


mobile phase n-hexane–ethyl acetate (2:1, v/v) and concen-


tration by vacuum, the desired (S )-naproxen 2,2,2-trifluor-


oethyl ester was obtained as a white powder and confirmed


by HPLC using authentic products from lipase-catalyzed


esterification of (R,S )-naproxen with 2,2,2-trifluoroethanol


in isooctane. 1H NMR spectra were also recorded at


400 MHz on a Bruker spectrometer in deuteriochloroform


solutions with tetramethylsilane as an internal standard.


Chemical shifts in ppm from tetramethylsilane were as


follows: �1.61 (3H, t), 3.92 (3H, s), 3.95–4.00 (1H, q),


4.36–4.57 (2H, m), 7.12–7.17 (2H, q), 7.37–7.41 (1H, q),


7.67–7.73 (3H, m).


Racemization of (S)-naproxen 2,2,2-trifluoroethyl es-
ter. To 10 ml of anhydrous isooctane were added 1 mM


(S)-naproxen 2,2,2-trifluoroethyl ester and various bases
of different concentration with stirring at 45 �C. Samples
were removed and injected into the above HPLC system
at different time intervals for analysis. From the time-
course variations of the enantiomeric excess for the ester
{i.e. eeS¼ [(AS)� (AR)]/[(AS)þ (AR)] where (AS) and
(AR) are the concentrations of (S)- and (R)-naproxen
2,2,2-trifluoroethyl ester, respectively}, the first-order
interchange constant kint at each base concentration and
hence the second-order interchange constant k�int for the
base were estimated. Similar experiments with MTBD as
the base in anhydrous n-hexane and cyclohexane were
carried out.


Racemization and hydrolysis of (S)-naproxen 2,2,2-
trifluoroethyl ester. The racemization and hydrolysis of
1 mM (S)-naproxen 2,2,2-trifluoroethyl ester in isooctane,
n-hexane and cyclohexane containing different water
contents and MTBD were carried out. From the time-
course variations of (R)- and (S)-naproxen 2,2,2-trifluor-
oethyl ester concentrations and hence eeS, one could first
estimate the hydrolysis constant khy and kint, and then
the equilibrium constant Keq for the ion-pair formation
between MTBD and water and the kinetic constants for
hydrolysis.


RESULTS AND DISCUSSION


Racemization of (S )-naproxen ester in isooctane


The mechanism for the racemization of (S)-naproxen
2,2,2-trifluoroethyl ester involves �-proton abstraction
by the base to give a planar enolate. In most cases, the
�-proton abstraction is the rate-limiting step and the
mechanism can be expressed as follows:6


kint


As (+ AR


kint


ð1Þ


where AR and AS represent (R)- and (S)-naproxen 2,2,2-
trifluoroethyl ester, respectively. Therefore, the first-order
interconversion constant kint can be estimated from the
time-course data for eeS coupled with the theoretical
equation ln(eeS/eeS0)¼ � 2tkint, where eeS0 and t are
the initial eeS and time, respectively.


Figure 1 demonstrates typical time-course variations of
ln(eeS/eeS0) at various DBU concentrations in isooctane
at 45 �C, from which kint was determined and is presents
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in Fig. 2(A) for illustration. As indicated by the linear
dependence of kint on DBU concentration, the second-
order interconversion constant as the slope of the straight
line, k�int ¼ 2.56� 10�2 h�1 mM


�1, was further estimated.
Similar results to those shown in Fig. 1 for other neutral
bases were obtained (data not shown), from which the
first-order interconversion constants varied with the base
concentration as illustrated in Fig. 2(A) and (B), and
hence the second-order interconversion constants were
obtained as listed in Table 1.


In general, the stronger is the base in terms of the
equilibrium acidity pKA of the conjugated acid in acet-
onitrile (no available data in isooctane), the greater is
the second-order interconversion constant in isooctane.
About a five orders of magnitude enhancement of k�int is
obtained when TOA is replaced by MTBD, or P1 by P4.
Brønsted plots have been proposed to elucidate the nu-
cleophilic and/or general base catalysis of the acyl group
transfer reactions of esters and thioesters. Although the
mechanism of based-catalyzed racemization is completely


different from that of acyl transfer reaction, the Brønsted
correlations can be employed to investigate the effect of
the substrate and base on k�int. A good linear relationship,


Figure 1. Time-course variations of ln(eeS/eeS0) in isooctane
at 45 �C for 1mM (S)-naproxen 2,2,2-trifluoroethyl ester and
DBU concentrations of (*) 1, (!) 10, (&) 20 and (^) 30mM


Figure 2. Variations of first-order interconversion constants
with base concentrations in isooctane for various strong
neutral bases: (A) (&) P4, (!) MTBD and (*) DBU; (B) (&)
P1-tris, (^) P1, (*) DABCO and (!) TOA


Table 1. Effect of strong neutral bases on the second-order interconversion constants for the racemization of (S)-naproxen
2,2,2-trifluoroethyl ester and (S)-naproxen 2,2,2-trifluoroethyl thioester in isooctane at 45 �C


Parameter TOA DABCO DBU MTBD P1 P1-tris P4


pKA
a 18.04 18.29 24.33 25.44 26.88 28.40 42.70


pKip
b 12.63 12.85 17.80 18.83 18.80 20.10 nae


k�int
c 7.467(�7) 8.315(�6) 2.470(�2) 8.902(�2) 2.262(�5) 1.781(�4) 4.459(0)


k�int
d 2.48(�4) 4.00(�3) 2.20(0) ndf nd nd nd


a In acetonitrile.7
b pKip for TOA, DABCO or MTBD estimated from pKA¼ 1.195pKipþ 2.94 (R2 ¼ 0.97) for non-phosphazene bases in tetrahydrofuran.8
c Units h�1 mM


�1 for (S)-naproxen 2,2,2-trifluoroethyl ester. Values in parentheses are exponents, e.g. (�7)¼ � 10�7.
d Units as h�1 mM


�1 for (S)-naproxen 2,2,2-trifluoroethyl thioester from Ref. 4. Values in parentheses are exponents (see footnote c).
e na, Not available.
f nd, Not done.
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log k�int ¼ 0.639pKA� 17.2 (R2¼ 0.98), was estimated for
TOA, DABCO, DBU and MTBD. For the extremely
hindered phosphazene bases P1, P1-tris and P4, the cor-
relation became log k�int ¼ 0.324pKA� 13.2 (R2¼ 0.99).
The different slopes and intercepts in the Brønsted cor-
relations for phosphazene and non-phosphazene bases
implies that aside from different hindrance effects of
strong neutral bases in abstracting the �-proton, the con-
tact ion-pair formation in isooctane, but not free ions in
polar solvents such as acetonitrile, might affect the ion-
pair formation of enolate intermediate with the base
and hence the k�int value during racemization. Therefore,
when the equilibrium ion-pair basicity in tetrahydrofuran
(Table 1) is regarded as that in isooctane,8 the correlations
become log k�int ¼ 0.768pKip� 15.4 (R2¼ 0.96) for TOA,
DABCO, DBU and MTBD and log k�int ¼ 0.689pKip�
17.6 for P1 and P1-tris (no data available pKip for P4),
respectively. The similar slopes of 0.768 and 0.689 imply
that an increase of one unit in pKip yields a similar
enhancement for k�int, regardless of whether a tertiary
amine, amidine, guanidine or phosphazene base is used.
Moreover, the lower value of �17.6 in comparison with
�15.4 for non-phosphazene bases reflects the extremely
hindered nature of phosphazene bases, giving about a two
orders of magnitude lower k�int at the same pKip value.
Obtaining more data using other neutral bases as the
racemization catalyst and/or enantiomers as the substrate
in isooctane to test the validity of the above Brønsted
correlations awaits further studies.


Several scales of the equilibrium acidity in non-polar
solvents such as tetrahydrofuran and heptane have been
reported.9 The difficulty in measuring the ion-pair dis-
sociation constant has impeded further development of
the equilibrium ion-pair acidity scale.10 Similarly, only
recently was the equilibrium ion-pair basicity scale
anchored to the pKA value of 12.5 for triethylamine in
tetrahydrofuran.8 Isotope exchange of the �-proton in
non-polar solvents by base reagents might be employed
to measure the kinetic basicity of the base. However,
unless the exchange rate is much greater than the internal-
returning rate of the intermediate, the observed rate will
not reflect the kinetic basicity. With a careful selection
of chiral compounds, racemization of the enantiomer in
principle can overcome the limitation of the internal-
returning effect and be employed to construct the kinetic
basicity scale for strong neutral bases in non-polar organic
solvents.


The racemization of (S)-naproxen 2,2,2-trifluoroethyl
thioester in isooctane at 45 �C by using TOA, DABCO
and DBU as the base was carried out to estimate k�int


values (Table 1).4 In general, more than a one order of
magnitude enhancement of k�int for (S)-naproxen 2,2,2-
trifluoroethyl thioester is found, which indicates that the
2,2,2-trifluoroethanethiol moiety plays an important role
in increasing the �-proton acidity during racemization.1b


A Brønsted correlation of log(k�int)thioester¼ 0.659pKip�
11.37 (R2¼ 0.94) is obtained, where the slope is similar


to the value of 0.768 for (S)-naproxen 2,2,2-trifluoroethyl
ester.


Inspection on the lipase-catalyzed rate for the fast-
reacting (S)-2,2,2-trifluoroethyl ester in isooctane and the
racemization rate calculated by using the k�int values
(Table 1) indicates that MTBD and other stronger neutral
bases are good candidates for developing related dynamic
kinetic resolution processes.3b Although an order of
magnitude difference in the logP value (where P is the
partition coefficient of solvent between octanol and water)
between isooctane and n-hexane (or cyclohexane) has
been reported,11 very similar values of k�int using MTBD
as the base are given in Table 2. In contrast, almost the
same dielectric constant of 2.02 for the solvent is found.
Therefore, more experiments to check the possible cor-
relation between k�int and the dielectric constant of the
solvent are required.


Racemization and hydrolysis of
(S)-naproxen ester


When (S)-naproxen 2,2,2-trifluoroethyl ester is employed
as the model compound in non-polar solvents containing
water and strong neutral bases, ion-pair formation be-
tween the base and water and hydrolysis and racemiza-
tion of (R)- and (S)-naproxen 2,2,2-trifluoroethyl ester
may occur simultaneously.


Let us assume rapid ion-pair formation between the
base and water as follows (see Supplementary Material):


Keq


B þ H2O (+ B� ð2Þ


One may express the base concentration (B) in terms of
the initial base concentration (B)0, initial water concen-
tration (H2O)0 and equilibrium constant Keq as


ðBÞ ¼ 0:5 ðBÞ0 � ðH2OÞ0 � K�1
eq þ f½ðBÞ0 þ ðH2OÞ0


h


þK�1
eq �2 � 4ðBÞ0ðH2OÞ0g


0:5
i


ð3Þ


Three mechanisms, i.e. stepwise, dissociative and
concerted, have been employed to describe the acyl group


Table 2. Effect of non-polar solvents on water content
saturated, (H2O)sat, equilibrium constant for ion-pair forma-
tion between MTBD and water, Keq, and second-order
interconversion constants, k*int, for racemization of (S)-
naproxen 2,2,2-trifluoroethyl ester with MTBD at 45 �C


Isooctane n-hexane Cyclohexane


(H2O)sat (mM)a 16.2 15.0 16.8
Keq (mM


�1)b 0.16 (0.98) 0.62 (0.98) 0.30 (0.99)
k*int� 102 8.90 (0.96) 7.66 (0.98) 6.57 (0.99)
(h�1 mM


�1)b


a Estimated from Table 2 in Ref. 13.
b Values in parentheses are error estimates (R2).
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transfer reactions of esters.12a The switchover from one
mechanism to another depends on the nature of the leav-
ing group and nucleophile. A stepwise mechanism has
been proposed for base-catalyzed ester hydrolysis in
aqueous solution or a polar organic solvent.12b–e Depend-
ing on the substituent of the acyl moiety, the leaving
ability of the alcoholic group and the structure of the
base, the stepwise mechanism via the formation of a
tetrahedral intermediate is furthermore classified into two
kinds, i.e. nucleophilic catalysis and general base cata-
lysis. It is well known that usually esters possessing a
good leaving group, such as 4-nitrophenyl or 2,4-dini-
trophenyl, are subject to nucleophilic catalysis.12d Since
the 2,2,2-trifluoroethyl moiety is a good leaving group,
MTBD-catalyzed nucleophilic catalysis is proposed for
the hydrolysis of (R)- and (S)-naproxen 2,2,2-trifluor-
oethyl ester in this work.


As illustrated in Scheme 1, the hydrolysis reaction of
AR and AS passes through the first tetrahedral intermedi-
ates IR1 and IS1, and then the second ones intermediates
IR2 and IS2 to the products PR and PS. Unlike the nucleo-
philic hydrolysis of esters in polar solvents such that alkyl
oxide anions could leave, the requirement of contact ion-
pair between MTBD and the alcohol product in non-polar
solvents suggested that the reaction rate from IR1 to IR2


(or IS1 to IS2) was proportional to k2(B*).
By employing steady-state assumptions for the inter-


mediates IR1, IR2, IS1 and IS2 in Scheme 1, the hydrolysis
constant for the (R)- and (S)-ester can be derived as
follows (see Supplementary Material):


khy ¼ k1ðBÞðB�Þ=½ðB�Þ þ k�1ðk�2 þ k3Þ=k2k3� ð4Þ


In comparison with PR and PS, the intermediates IS2 and
IR2 are not stable and will rapidly transform into the
product (i.e. k3 � k�2). Moreover, if the 2,2,2-trifluor-
oethyl moiety departs from IR1 and IS1 to IR2 and IS2 much
faster than the base to the substrates AR and AS [i.e.


k2ðB�Þ � k�1], the formation of IR1 and IS1 is the rate-
limiting step, giving khy¼ k1(B) from Eqn (4). On the
other hand, if the expulsion of the base proceeds much
faster than that of the leaving group, the breakdown of IR1


and IS1 to IR2 and IS2 is rate limiting [i.e. k�1 � k2(B*)],
giving khy¼ k1k2(B)(B*)/k�1.


When the hydrolysis and racemization for both ester
substrates are considered at the initial stage, the balance
equations for both enantiomers were solved (see Supple-
mentary Material) and rearranged as


lnðeeS=eeS0Þ ¼ �2tkint ð5Þ


lnf½ðARÞ þ ðASÞ�=½ðARÞ0 þ ðASÞ0�g ¼ �khyt ð6Þ


Therefore, the first-order interconversion constants at
various combinations of (B)0 and (H2O)0 can be deter-
mined from the time-course data of eeS coupled with
Eqn (5). One can further estimate Keq from the relation-
ship kint¼ k�int(B) coupled with Eqn (3), where k�int


has been determined in anhydrous solvents. Similarly,
from the time-course data for (AR)þ (AS) coupled with
Eqn (6), the hydrolysis constants are estimated at various
combinations of (B)0 and (H2O)0, and then the kinetic
constants in Eqn (4) by using Eqn (3) and the relationship
(B*)¼ [(B)0� (B)].


Similar data (not shown) to those illustrated Fig. 1 at
various combinations of initial concentrations of MTBD
and water in n-hexane, cyclohexane and isooctane were
obtained, and kint values determined. Good linear rela-
tionships between kint and (B) are illustrated in Fig. 3 for
all solvents. The equilibrium constants were then esti-
mated and are presented in Table 2. Unlike the saturated
water concentration and k�int, the inert solvent has a slight
influence on the Keq value and hence the base and ion-pair
concentrations for a given combination of (B)0 and
(H2O)0.


Similar behavior to that in Fig. 1 (data not shown) for
the time-course variations of ln{[(AR)þ (AS)]/[(AR)0þ


Scheme 1
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(AS)0]} in n-hexane and isooctane at various combinations
of initial MTBD and water concentrations were obtained.
Good linear relationships between khy and (B)(B*), but
not (B), are illustrated in Fig. 4, from which slopes (i.e.
k1k2/k�1) of 4.95� 10�4 and 1.46� 10�4 h�1 mM


�2 for
isooctane and n-hexane, respectively, are determined.
No elucidations are made for the slightly higher slope
and the hydrolysis rate in isooctane. More experiments to
test the validity of the proposed hydrolysis mechanism


await further studies, e.g. by employing esters contain-
ing an electron-withdrawing group on the acyl moiety or
an alcoholic leaving group without electron-withdrawing
groups in which the mechanism of nucleophilic hydro-
lysis may change.


Supplementary material


The equilibrium base and ion-pair concentrations, rate
equations for the racemization and hydrolysis of (R)- and
(S)-naproxen 2,2,2-trifluoroethyl ester in non-polar sol-
vents were derived by considering the ion-pair formation
between the base and water. This material is available in
Wiley Interscience.
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Figure 3. Variations of first-order interconversion constant
with (B) using MTBD as the base: (A) in hexane containing
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Figure 4. Variations of the hydrolysis constant with (B)(B*)
using MTBD as the base in (*) isooctane containing
(H2O)0¼16.2mM and (~) hexane containing (H2O)0¼
15.0mM
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Synthesis and photochemistry of a carotene--porphyrin--
fullerene model photosynthetic reaction center
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Department of Chemistry and Biochemistry, Center for the Study of Early Events in Photosynthesis, Arizona State University, Tempe,
Arizona 85287, USA


ABSTRACT: A new photosynthetic reaction center mimic consisting of a porphyrin (P) linked to both a fullerene
electron acceptor (C60) and a carotenoid secondary electron donor (C) was synthesized and studied in 2-
methyltetrahydrofuran using transient spectroscopic methods. Excitation of the porphyrin is followed by photo-
induced electron transfer to the fullerene (� ¼ 32 ps) to yield C–P�þ–C60


��. Electron transfer from the carotene to the
porphyrin radical cation (� ¼ 125 ps) gives a final C�þ–P–C60


�� state with an overall yield of 0.95. This state decays to
give the carotenoid triplet state with a time constant of 57 ns. The molecular triad is highly soluble in organic solvents
and readily synthesized. These qualities make the molecule a useful artificial photosynthetic reaction center for a
variety of spectroscopic and photochemical investigations. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: carotene; porphyrin; fullerene; photoinduced electron transfer; spectroscopy


INTRODUCTION


Of the large number of porphyrin-based molecules pre-
pared as models for photosynthetic reaction centers,
multicomponent ‘supermolecules’ consisting of three or
more electron donor and acceptor units have been shown
to be most effective at not only undergoing photoinduced
electron transfer to produce an energetic charge-
separated state in high quantum yield, but also retarding
charge recombination to the ground state.1–5 Since our
report of photoinduced electron transfer in a porphyrin–
fullerene dyad in 1994,6 fullerenes have proven to be
excellent electron acceptor moieties for incorporation
into such molecules. This is due in part to the low solvent
and internal reorganization energies of fullerenes, and the
insensitivity of their radical anions to solvent stabiliza-
tion effects.7–13


Carotenoid (C)–porphyrin (P)–fullerene (C60) triad
molecules are especially useful models for natural photo-
synthetic processes.11–18 Irradiation of these molecules
produces the porphyrin first excited singlet state C–1P–
C60, which undergoes photoinduced electron transfer to
give C–P�þ–C60


��. This initial charge-separated state
undergoes charge shift to produce a final, long-lived
C�þ–P–C60


�� charge-separated state. Such triads have
been shown to demonstrate photoinduced electron trans-
fer in solution and in glassy media at temperatures as low
as 8 K to form long-lived charge-separated states whose


lifetimes are magnetic field dependent. These states
undergo charge recombination to give spin-polarized
carotenoid triplet states. They illustrate triplet–triplet
energy transfer phenomena related to photosynthetic
protection from singlet oxygen damage and singlet–
singlet energy transfer related to photosynthetic antenna
function. For these reasons, they are excellent candidates
for investigation by a wide variety of methods, including
ultrafast absorption and emission spectroscopy, magnetic
field-dependent techniques,17 time-resolved EPR spec-
troscopy in various media19 and transient d.c. photocur-
rent methods for dipole moment determination.20


We have undertaken the design and synthesis of a C–P–
C60 triad that is optimized for such investigations. In
general, the following characteristics are necessary and/
or desirable in such a triad:


i. photoinduced electron transfer on the picosecond
time-scale to give C–P�þ–C60


��;
ii. rapid charge shift to produce C�þ–P–C60


�� with a
yield approaching unity;


iii. a long-lived C�þ–P–C60
�� state that recombines to


yield the carotenoid triplet state, 3C–P–C60;
iv. low sensitivity to oxidative damage;
v. high solubility in a variety of solvents;


vi. synthetic accessibility.


Here, we report the synthesis and photochemistry of
triad 1, which fulfills these criteria. The design of 1 draws
on experience gained from earlier studies of related triads
2–4 (Scheme 1) in order to ensure a high quantum yield
of long-lived charge separation. The incorporation of
mesityl groups at the 10- and 20-positions of the por-
phyrin is desirable from a synthetic point of view because
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they limit aryl group scrambling during porphyrin pre-
paration.21 Additionally, these groups increase solubility
and limit any tendency of the triads to aggregate.22


EXPERIMENTAL


Instrumental techniques


1H NMR spectra were recorded on Varian Unity spectro-
meters at 300 or 500 MHz. Unless specified otherwise,
samples were dissolved in deuterochloroform with tetra-
methylsilane as an internal reference. High-resolution
mass spectra were obtained on a Kratos MS 50 mass
spectrometer operating at 8 eV in the fast atom bombard-
ment (FAB) mode. Other mass spectra were obtained on a
matrix-assisted laser desorption/ionization time-of-flight
(MALDI-TOF) mass spectrometer. Ultraviolet–visible
ground-state absorption spectra were measured on a
Shimadzu UV2100U UV–VIS spectrometer.


Steady-state fluorescence emission spectra were mea-
sured using a Photon Technology International MP-1
spectrometer and corrected for detection system response.


Excitation was produced by a 75 W xenon lamp and single-
grating monochromator. Fluorescence was detected 90 � to
the excitation beam via a single grating monochromator
and an R928 photomultiplier tube having S-20 spectral
response operating in the single photon counting mode.


Fluorescence decay measurements were performed on
�1� 10�5


M solutions by the time-correlated single
photon counting method. The excitation source was a
cavity-dumped Coherent 700 dye laser pumped by a
frequency-doubled Coherent Antares 76s Nd:YAG laser.
Fluorescence emission was detected at a magic angle
using a single grating monochromator and microchannel
plate photomultiplier (Hamamatsu R2809U-11). The in-
strument response time was ca 35–50 ps, as verified by
scattering from Ludox AS-40. The spectrometer was
controlled by software based on a LabView program
from National Instruments.23


Nanosecond transient absorption measurements were
made with excitation from an Opotek optical parametric
oscillator pumped by the third harmonic of a Continuum
Surelight Nd:YAG laser. The pulse width was �5 ns and
the repetition rate was 10 Hz. The detection portion of the
spectrometer has been described elsewhere.24


Scheme 1. Structures of carotene–porphyrin–fullerene triad 1 and triads reported earlier (2–4)
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The femtosecond transient absorption apparatus con-
sists of a kilohertz pulsed laser source and a pump–probe
optical setup. The laser pulse train was provided by a
Ti:sapphire regenerative amplifier (Clark-MXR, Model
CPA-1000) pumped by a diode-pumped continuous-wave
solid-state laser (Spectra-Physics, Model Millennia V).
The typical laser pulse was 100 fs at 790 nm, with a pulse
energy of 0.9 mJ at a repetition rate of 1 kHz. Most of the
laser energy (80%) was used to pump an optical para-
metric amplifier (IR-OPA, Clark-MXR). The excitation
pulse was sent through a computer-controlled optical
delay line. The remaining laser output (20%) was focused
into a 1.2 cm rotating quartz plate to generate a white
light continuum. The continuum beam was further split
into two identical parts and used as the probe and
reference beams, respectively. The probe and reference
signals were focused on to two separated optical fiber
bundles coupled to a spectrograph (Acton Research,
Model SP275). The spectra were acquired on a dual
diode-array detector (Princeton Instruments, Model
DPDA-1024).25


To determine the number of significant components in
the transient absorption data, singular value decomposi-
tion analysis26,27 was carried out using locally written
software based on the MatLab 5.0 program (MathWorks)
Decay-associated spectra were then obtained by fitting
the transient absorption change curves over a selected
wavelength region simultaneously as described by


�A �; tð Þ ¼
Xn


i¼1


Ai �ð Þexp �t=�ið Þ ð1Þ


where �A(�,t) is the observed absorption change at a
given wavelength at time delay t and n is the number of
kinetic components used in the fitting. A plot of Aið�Þ


versus wavelength is called a decay-associated spectrum,
and represents the amplitude spectrum of the ith kinetic
component, which has a lifetime of �i.


Synthesis


The preparation of porphyrin 5 and porphyrin–fullerene
dyad 6 (Scheme 2) has been reported previously.28


Carotenoporphyrin--fullerene triad 1. To a flask
containing 50 mg (0.033 mmol) of 4-{15-[4-(10,50-dihy-
dro-10-methyl-2 0H-[5,6]fullereno-C60-Ih-[1,9-c]pyrrol-20-
yl)phenyl]-10,20-bis(2,4,6-trimethylphenyl)-21H,23H-por-
phin-5-yl}benzoic acid28 were added 17 mg (0.033 mmol)
of 70-apo-70-(4-aminophenyl)-�-carotene,29 10 ml of pyri-
dine, 1 mg (0.007 mmol) of 4-dimethylaminopyridine and
10 mg (0.049 mmol) of 1-[3-(dimethylamino)propyl]-3-
ethylcarbodiimide hydrochloride. The reaction mixture
was stirred for 14 h under an argon atmosphere,
after which time TLC analysis (dichloromethane) indi-
cated that the reaction was complete. The solvent was
distilled at reduced pressure and the residue was chro-
matographed on a silica gel column (dichloromethane),
followed by recrystallization from dichloromethane–hex-
anes to give 55 mg (83% yield) of triad 1: 1H NMR
(300 MHz, CDCl3), � �2.64 (2 H, s, NH), 1.03 (6 H, s,
car-16,17-CH3), 1.44 – 1.49 (2 H, m, car-2-CH2), 1.58–
1.66 (2 H, m, car-3-CH2), 1.72 (3 H, s, car-18-CH3), 1.81
(6 H, s, Ar-CH3), 1.83 (6 H, s, Ar-CH3), 1.98 (3 H, s, car-
19-CH3), 1.99 (3 H, s, car-20-CH3), 2.01 (3 H, s, car-200-
CH3), 2.08 (3 H, s, car-190-CH3), 2.61 (6 H, s, Ar-CH3),
3.11 (3 H, s, N-CH3), 4.43 (1 H, d, J¼ 9 Hz, pyrrolid-H),
5.11 (1 H, d, J¼ 9 Hz, pyrrolid-H), 5.27 (1 H, s, pyrrolid-
H), 6.16–6.95 (14 H, m, carotene vinyl H), 7.27 (4 H, s,
mesityl-H), 7.52 (2 H, d, J¼ 8 Hz, car-10,50-Ar-H), 7.76


Scheme 2. Structures of model porphyrin 5, porphyrin–fullerene dyad 6, and carotenoporphyrin 7
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(2 H, d, J¼ 8 Hz, car-20,40-Ar-H), 8.12 (1 H, s, NH),
8.23–8.43 (8 H, m, Ar-H), 8.67 (4 H, brs, �-H), 8.70 (2 H,
d, J¼ 5 Hz, �-H), 8.74 (2 H, d, J¼ 5 Hz, �-H); MALDI-
TOFMS, m=z calcd for C151H92N6O1 2006, observed
2006; UV–VIS (CH2Cl2), 255, 420, 480, 512, 550, 592,
648, 704 nm.


RESULTS AND DISCUSSION


Energetics


The energies of the C–P�þ–C60
�� and C�þ–P–C60


��


charge-separated states may be estimated from cyclic
voltammetric measurements on model compounds. In
benzonitrile solution containing 0.1 M tetrabutylammo-
nium hexafluorophosphate, the first and second reduction
potentials of the fullerene moiety are taken as �0.56 and
�0.97 V vs SCE, respectively, whereas the first oxidation
potential of the porphyrin moiety is 1.02 V vs SCE.30 The
first oxidation potential of a model carotenoid is 0.47 V vs
SCE.31 Based on these results, C–P�þ–C60


�� and C�þ–P–
C60


�� lie approximately 1.58 and 1.03 eV above the
ground state, respectively.


Absorption spectra


The absorption spectra of triad 1, model porphyrin 5 and
model P–C60 dyad 6 in 2-methyltetrahydrofuran are
shown in Fig. 1. The spectra have been normalized at
the porphyrin Q-band at 648 nm to facilitate comparison.
The bands at �255 and 705 nm, with continuous weak
absorption at intervening wavelengths, are characteristic
of fullerene absorption. The carotenoid bands in the triad
are observed at 457, 484 and 516 nm, whereas the
maxima at 400 (shoulder), 418, 513 (partially obscured
by the carotenoid absorption), 547, 592 and 648 nm arise
from the porphyrin moiety. It is clear from the figure that


the absorption spectrum is essentially a linear combina-
tion of the absorption spectra of the component moieties,
and there are no significant perturbations that would
indicate strong interactions among the linked chromo-
phores. The spectra reveal that it is possible to excite the
porphyrin moiety nearly exclusively with irradiation at
650 or 590 nm.


Fluorescence emission


The fluorescence emission spectra of 1, 5, 6 and 7 in 2-
methyltetrahydrofuran solution are shown in Fig. 2. The
solutions had identical absorbance at the 590 nm excita-
tion wavelength, where most of the light is absorbed by
the porphyrin moiety. Carotenoid polyenes do not fluor-
esce appreciably, and the emission is due mostly to the
porphyrin moiety in all of the spectra. The emission
spectra feature maxima at 650 and 718 nm, which are
characteristic of free-base tetraarylporphyrins. The ratios
of these two peaks in triad 1 and dyad 6 are slightly
different from those in 5 and 7. This is attributed to a
small amount of fullerene excitation at 590 nm, with
consequent fullerene emission around 715 nm; the effect
is not observed with excitation at 650 nm.


The porphyrin fluorescence of carotenoporphyrin dyad
7 is slightly quenched relative to that of the porphyrin
alone. Such quenching has been observed in other car-
otenoporphyrins, and in some cases is due to photoin-
duced electron transfer from the carotenoid to the
porphyrin.22,32–36 From the results for triad 1 and dyad
6, it is evident that attachment of the fullerene moiety to
the porphyrin leads to much more substantial quenching.
In earlier work on C–P–C60 triads, this has been shown
to be due to photoinduced electron transfer to form a
C–P�þ–C60


�� charge-separated state.11–18


Figure 1. Absorption spectra in 2-methyltetrahydrofuran of
triad 1 ( � � � ), model dyad 6 (– – –) and model porphyrin 5
(——). The inset is an expansion of the porphyrin Q-band
absorption region


Figure 2. Fluorescence emission spectra in 2-methyltetrahy-
drofuran solution of triad 1 (——), model dyad 6 (– – –),
model porphyrin 5 ( � � � ) and carotenoporphyrin dyad 7 (– � –),
with excitation at 590 nm, where the porphyrin moiety
absorbs most of the light. All samples had the same optical
density at 590 nm. Note that the fluorescence intensities of 5
and 7 have been multiplied by 0.05 in order to facilitate
comparison
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Time-resolved fluorescence


In situations of strong fluorescence quenching, such as
for triad 1 and dyad 6, steady-state fluorescence inten-
sities are difficult to employ for determination of quench-
ing rate constants because a tiny amount of highly
fluorescent impurity (e.g. porphyrin) can dominate the
observed fluorescence. For this reason, we undertook a
time-resolved study of the fluorescence of 1 and its model
compounds in 2-methyltetrahydrofuran using the single
photon timing technique. Solutions of triad 1, model
porphyrin 5 and dyads 6 and 7 were excited at 590 nm,
and the fluorescence decays were measured at five
wavelengths in the 630–820 nm range. Analysis of the
data for model porphyrin 5 yielded a single exponential
decay with a lifetime of 10.2 ns (�2¼ 1.19). Analysis of
the data for dyad 6 (�2¼ 1.16) yielded one significant
decay component with a lifetime of 34 ps and three minor
(�5% of the decay) components with lifetimes of 0.25,
1.7 and 8.8 ns. The minor components are ascribed to a
small amount of impurity. The slight quenching observed
in the steady-state experiments on carotenoporphyrin 7 is
also observed in the time-resolved experiments. A life-
time of 4.7 ns (�2¼ 1.12) for the porphyrin first excited
singlet state of 7 was measured. In the case of triad 1, the
results are very similar to those obtained for porphyrin–
fullerene dyad 6. One significant decay component with a
lifetime of 34 ps was noted (�2¼ 1.09), accompanied by
minor (�5% of the decay) components of 0.19, 1.7 and
4.9 ns. The significant shortening of the porphyrin
excited-state lifetimes in 1 and 6 relative to those of the
corresponding states in 5 and 7 is ascribed to photo-
induced electron transfer to the fullerene moiety, as also
suggested by the steady-state emission spectra discussed
above.


Time-resolved absorption


Transient absorption experiments were undertaken in
order to quantify better the interconversions of the
various excited states in these compounds and to allow
the detection of charge-separated species and other non-
emissive states. Solutions of 1 and 6 in 2-methyltetrahy-
drofuran were excited with �100 fs laser pulses and the
transient absorption was recorded using the pump–probe
method (see Experimental section). The samples were
excited in the porphyrin Q-band absorbance at 600 nm
and the spectra were recorded in the 930–1070 and 450–
760 nm regions. For triad 1, 70 kinetic traces were
measured over those wavelength regions, at times ranging
from �50 to 4500 ps relative to the laser flash. For dyad 6,
155 kinetic traces were determined over the same time
range. The data obtained were fitted globally using
singular value decomposition methods.


Results for dyad 6 are presented in Fig. 3. The inset
shows the transient absorption in the near-infrared region


500 ps after laser excitation. The absorption maximum at
around 1000 nm is characteristic of the fullerene radical
anion, and verifies formation of the P�þ–C60


�� charge-
separated state. The complementary very broad por-
phyrin radical cation absorption in the visible optical
region was also observed, and follows the same kinetics.
Figure 3 shows kinetics determined at 1000 nm.
The fullerene radical anion absorption rises with a time
constant of 32 ps, which is therefore the formation time
constant for P�þ–C60


��. The charge-separated state de-
cays to the ground state with a lifetime of 3.3 ns.


Similar experiments were carried out with triad 1
(Fig. 4). Figure 4(a) shows a typical kinetic trace, taken
at 980 nm. Figure 4(b) shows decay-associated spectra
(600–800 nm region) of 1 obtained by a global analysis of
all of the data. The best fit was obtained with three
exponential components: 30 ps, 120 ps and a component
that does not decay on this time-scale. The spectrum of
the 30 ps component has negative bands due to ground-
state bleaching of the porphyrin at �650 nm and
porphyrin stimulated emission around 725 nm. Hence,
it represents the decay of the porphyrin first excited
singlet state C–1P–C60 and formation of C–P�þ–C60


��.
The 120 ps component shows negative amplitude at
�590 and �650 nm and in the 700 nm region. This
indicates a disappearance of ground-state bleaching of
the porphyrin radical cation (decay of the C–P�þ–C60


��


state) and a rise of broad induced absorption due to the
edge of the carotenoid radical cation absorption (forma-
tion of C�þ–P–C60


��). The C�þ–P–C60
�� state has char-


acteristically strong absorption in the 950–1000 nm
region due to the carotenoid radical cation (centered at
�980 nm) and fullerene radical anion [see inset in
Fig. 4(a)]. The non-decaying component of the decay-
associated spectrum is dominated by the tail of the broad


Figure 3. Transient absorption kinetics measured at
1000nm in 2-methyltetrahydrofuran for dyad 6 with excita-
tion at 600nm with an �100 fs laser pulse. The smooth line
results from a global analysis of the data at all wavelengths
and features a rise time of 32ps and a decay time constant of
3.3 ns. The inset shows the transient absorption of the P�þ–
C60


�� charge-separated state taken 500ps after excitation
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induced absorption due to the carotenoid radical cation,
and does not contain porphyrin features.


The time-scale of the transient absorption experiments
discussed above is too short to allow observation of the
decay of the C�þ–P–C60


�� state. Therefore, transient
absorption spectroscopy on the nanosecond time-scale
was employed for investigation of the long-lived state.
Figure 5 shows some results of these experiments, which
employed 600 nm excitation of a deoxygenated 2-
methyltetrahydrofuran solution of 1 with a 5 ns laser
pulse. The inset in Fig. 5(a) shows the spectrum of
C�þ–P–C60


��, with a maximum at �980 nm, taken
50 ns after excitation. The decay of this absorption is
shown in Fig. 5(a), along with an exponential fit with a
time constant of 57 ns. The decay of C�þ–P–C60


�� is
accompanied by a complementary exponential rise of
the absorbance at 550 nm with a 57 ns time constant [Fig.
5(b)]. Absorbance at this wavelength is due to the
carotenoid triplet state, and its rise indicates the forma-
tion of 3C–P–C60 by charge recombination of C�þ–P–
C60


��. The decay of this absorbance can be observed on
an even longer time-scale, and has a time constant of
4.9ms in the absence of oxygen. The lifetime is oxygen
sensitive.


The quantum yield of C�þ–P–C60
�� was estimated by


the comparative method.37 This was done by comparing
the amplitude of the carotenoid radical cation absorbance
at its maximum with that of a related C–P–C60 triad
having a yield of 0.88 for the C�þ–P–C60


�� state.12 The
yield determined in this way was 1.0. The yield of the
carotenoid triplet state resulting from charge recombina-
tion of C�þ–P–C60


�� was also found to be 1.0 relative to
the amount of C�þ–P–C60


�� initially present by compar-
ing the transient absorbance of the carotenoid triplet in 1
with that of the carotenoid radical cation, as described
previously.12


Discussion


Interpretation of the kinetic data. The spectro-
scopic results for 1 and the related model compounds
may be discussed in terms of Fig. 6, which shows the
transient states of 1 and relevant interconversion path-
ways. The porphyrin first excited singlet state is 1.91 eV
above the ground state, based on the wavenumber average
of the longest wavelength absorption and shortest wave-
length emission maxima. The fullerene first excited
singlet state lies at 1.75 eV, but it was not significantly
populated during the experiments discussed here. The


Figure 4. (a) Transient absorption kinetics measured at
980 nm for triad 1 in 2-methyltetrahydrofuran, following
excitation at 600 nm with an �100 fs laser pulse. The
smooth curve is a three-exponential fit to the data with
time constants of 30 ps, 120 ps and a non-decaying compo-
nent. The inset shows the transient absorption spectrum
measured 3 ns after excitation. (b) Decay-associated spectra
for 1 in 2-methyltetrahydrofuran obtained from a global
analysis of transient absorption data taken after excitation at
600 nm. The lifetimes of the components are 30 ps (&),
120 ps (*) and non-decaying (~)


Figure 5. Transient absorption kinetics measured for triad 1
in deoxygenated 2-methyltetrahydrofuran following excita-
tion at 600 nm with a 5 ns laser pulse. (a) Kinetic trace at
980 nm. An exponential fit to the data with a time constant
of 57 ns is shown as a smooth curve. The inset shows the
transient absorption spectra measured 50 ns after excitation.
(b) Kinetic trace at 550 nm. A two-exponential fit to the data
with time constants of 57 ns and 4.9 ms is shown as a smooth
curve
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C–P�þ–C60
�� and C�þ–P–C60


�� charge-separated states
are ca 1.58 and 1.03 eV above the ground state, respec-
tively, based on the electrochemical results for model
compounds discussed above. No correction for coulom-
bic effects in different solvents has been attempted.


Excitation of the porphyrin moiety of 1 to produce C–1P–
C60 is followed by photoinduced electron transfer to yield
C–P�þ–C60


�� (step 2 in Fig. 6). Although singlet–singlet
energy transfer to the fullerene to yield C–P–1C60 could in
principle compete with electron transfer, no evidence for a
rise of the fullerene first excited singlet state was observed in
these compounds, or in related ones in polar solvents.11–17


Hence, the value of k1 is given by the equation


1=�s ¼ k1 þ k2 ð2Þ


where � s is 32 ps, taken as the average of the lifetimes
measured by time-resolved emission and absorption
techniques. The value of k1, which is the sum of the
rate constants for decay of C–1P–C60 by fluorescence,
intersystem crossing, internal conversion and carotenoid
quenching, may be estimated as 2.1� 108 s�1 from
the 4.7 ns lifetime of the porphyrin first excited singlet
state in carotenoporphyrin 7. Hence k2¼ 3.1� 1010 s�1.
The same value for the photoinduced electron transfer
rate constant, within experimental error, may be esti-
mated from the results for porphyrin–fullerene dyad 6,
which had similar decay times for the porphyrin first
excited singlet state. The quantum yield of photoinduced
electron transfer in 1, �2, is


�2 ¼ k2


k1 þ k2


ð3Þ


and equals 0.99.


The C–P�þ–C60
�� state evolves by charge shift step 4,


which must compete with charge recombination step 3.
The value of k3 may be estimated from the lifetime of
3.3 ns measured for decay of P�þ–C60


�� in dyad 6, and
equals 3.0� 108 s�1. In triad 1, the sum of k3 and k4


equals the reciprocal of the 120 ps decay time of C–P�þ–
C60


�� and concurrent rise time for C�þ–P–C60
�� as mea-


sured by transient absorption spectrometry. Thus,
k4¼ 8.0� 109 s�1. The overall quantum yield of the final
C�þ–P–C60


�� state, �fin, is given by


�fin ¼ �2 k4=ðk3 þ k4Þ½ � ð4Þ


and equals 0.95. This kinetically determined value is within
experimental error of the quantum yield of 1.0 determined
by the comparative method as discussed above.


Decay of C�þ–P–C60
�� occurs with a time constant of


57 ns, as revealed by the nanosecond transient absorption
experiments. The yield of 3C–P–C60 was determined to
be essentially quantitative, based on the amount of C�þ–
P–C60


��. Thus, the only significant decay pathway for
C�þ–P–C60


�� is step 6 in Fig. 6, and k6¼ 1.8� 107 s�1.
The 3C–P–C60 decays in 4.9ms, and so k7¼ 2.0� 105 s�1.


Comparison with other triads. It is clear from the
above that triad 1 not only undergoes ultrafast photoinduced
electron transfer to give the initial charge-separated state in
high yield, but also exhibits a rapid charge shift which
competes well with charge recombination of C–P�þ–
C60


�� to yield the final C�þ–P–C60
�� state with a quantum


yield near unity. The C�þ–P–C60
�� state recombines to


yield the carotenoid triplet state, rather than the ground
state. Hence 1 is an excellent mimic of some facets of
natural photosynthetic reaction center function. Natural
reaction centers also produce long-lived charge-separated
states with near-unity quantum yield and, under some
conditions, recombination of these states to yield chlor-
ophyll or carotenoid triplet states is observed.38–43 It is of
interest to compare the photochemistry of 1 with that of
previously reported triads 2–4. Table 1 shows relevant
rate constants and quantum yields for these triads in 2-
methyltetrahydrofuran at ambient temperatures.


Let us first contrast the photoinduced electron transfer
behavior of triad 1, which features a meso-tetraarylpor-
phyrin, with those of 3 and 4, which are based on
diaryloctaalkylporphyrins. Table 1 shows that the initial
photoinduced electron transfer from C–1P–C60 to yield
C–P�þ–C60


�� in 1 (step 2 in Fig. 6) is significantly slower
than the corresponding step in triads 3 and 4. As with
most electron-transfer processes, the rate constant for this
step is expected to be a function of both the thermo-
dynamic driving force and the electronic coupling be-
tween the initial and final states. Looking first at driving
force considerations, spectroscopic and cyclic voltam-
metric measurements in polar solvents allow estimates
for the driving force for photoinduced electron transfer
from C–1P–C60 to yield C–P�þ–C60


�� in triads 1, 3 and 4


Figure 6. Transient states of triad 1 and relevant intercon-
version pathways. Each reaction step (1, etc.) has an asso-
ciated rate constant (k1, etc.) that is discussed in the text
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of 0.33, 0.53 and 0.58 eV, respectively. The difference is
due to the fact that the first oxidation potential of
tetraarylporphyrins such as that in 1 is typically higher
than that for octaalkylporphyrins such as those in 3 and 4.
As step 2 in Fig. 6 undoubtedly occurs in the normal
region of the Marcus–Hush electron transfer theory,44–47


the thermodynamic argument would suggest that the rate
constant for step 2 in triad 1 should be substantially
smaller that those for the corresponding process in 3 and
4, and this is in fact observed.


There are also differences in electronic coupling
among the molecules. Electronic interaction between
the porphyrin donor and fullerene acceptor involves the
bonds of the chemical linkage joining them. Part of this
coupling is due to the overlap of the �-electron system of
the porphyrin with that of the meso aryl ring. These two
�-systems are not coplanar because of steric hindrance
between the aryl ortho hydrogens and the �-pyrrole
positions on the macrocycle. In porphyrins with no �-
substituents and no ortho substituents on the phenyl rings
involved in donor–acceptor interactions, such as 1, the
aryl rings make angles �45 � but <90 � with the mean
porphyrin ring plane. When �-substituents are present, as
in 3 and 4, the aryl rings are forced into more orthogonal
conformations and coupling is reduced.48,49 Hence steric
arguments alone predict more rapid photoinduced elec-
tron transfer in 1 than in 3 and 4.


In addition, the nature of the frontier molecular orbitals
on the porphyrin may differ in 1, relative to 3 and 4.
Porphyrins with eight �-alkyl substituents, such as those
in 3 and 4, are believed to have a1u HOMOs, whereas
those lacking the �-substituents have a2u HOMOs. The
a1u orbital has nodes at the meso positions, whereas the
a2u has lobes at the meso positions. This difference
has been used to explain the fact that meso-linked
porphyrin arrays with a2u HOMOs undergo singlet–
singlet energy transfer by a through-bond mechanism
with substantially larger rate constants than meso-linked
arrays with a1u orbitals.50–54 Enhanced electronic cou-
pling would also be expected to affect electron-transfer
rate constants. Therefore, the orbital ordering would also
favor enhanced photoinduced electron transfer in 1,
relative to 3 and 4. The experimental result, more rapid
transfer in 3 and 4 than in 1, argues that the thermo-
dynamic factors predominate over the steric and electro-
nic effects.


In the triads, the rate constants for photoinduced
electron transfer from C–1P–C60 vary by over an order
of magnitude, but the quantum yield of formation of
C–P�þ–C60


�� is still essentially unity for all of the
molecules because competing processes are much slower.
The disparity in yields of the final C�þ–P–C60


�� species is
due to differences in partitioning of C–P�þ–C60


�� be-
tween charge recombination (step 3) and the charge shift
reaction (step 4). Again, the rates of these reactions are
expected to be a function of thermodynamic driving force
and electronic coupling. In 1, the higher oxidation po-
tential of the porphyrin moiety relative to those of 3 and 4
serves to increase the driving force for both charge
recombination and charge shift. With respect to charge
recombination reaction step 3, the charge-separated state
in 1 lies 1.58 eV above the ground state, whereas the
C–P�þ–C60


�� states of 3 and 4 are ca 0.15 eV lower in
energy than that of 1. At such energies, step 3 is almost
certain to lie in the inverted region of the Marcus–Hush
relationship, where an increase in driving force leads to a
decrease in electron transfer rate constant. Table 1 shows
that charge recombination of C–P�þ–C60


�� is indeed
significantly slower in triad 1 than in 3 and 4. The steric
and electronic factors discussed above suggest that elec-
tronic coupling in 1 could be larger than in 3 and 4. If this
is the case, then the thermodynamic factor again pre-
dominates in the charge recombination reaction step 3.


Of course, the yield of C�þ–P–C60
�� depends not on the


absolute rates of steps 3 and 4, but rather on the ratio of
rate constants. The thermodynamic driving force for the
charge shift reaction (step 4) in 1 is larger than it is for 3
and 4. The first oxidation potential of the porphyrin of 1 is
ca 0.15 V higher than those for the porphyrin moieties of
3 and 4, and the first oxidation potential of the carotenoid
moiety of 4 is ca 0.18 V higher than that for the carote-
noid in 1. If the charge shift reaction occurs in the normal
region of the Marcus–Hush relationship, the enhanced
driving force for charge shift in 1 should lead to a larger
rate constant for the reaction. In addition, to the extent
that the electronic coupling is stronger for 1 than for 3 and
4, the reaction should be more rapid for 1. Indeed, k4


appears to be larger for 1 than it is for triad 4 (see Table 1
and its footnotes). However, the rate constant for 1 is
slightly smaller than it is in triad 3. It is dangerous to put
too much significance on this comparison, as the differ-
ence in rate constants is less than a factor of 2, and


Table 1. Rate constantsa (�10�8) and quantum yieldsa for triads 1–4 in 2-methyltetrahydrofuran at 292K


Compound k2 (s�1) k3 (s�1) k4 (s�1) k6 (s�1) �(C–P�þ–C60
��) �(C�þ–P–C60


��) �(3C–P–C60)


1 310 3.0 80 0.18 0.99 0.95 0.95
2 270 4.8 �290 0.17 0.97 � 0.96 � 0.96
3 3300 21 150 0.029 1.0 0.88 0.88
4 �1000b 110c 31c 0.059 1.0 0.22c 0.22c


a See Fig. 6 for a diagram showing the processes represented by these quantities.
b The value given is an upper limit for k2.13


c These values are based on the assumption that the extinction coefficient of the carotenoid radical cation moiety of 4 is identical with that of the corresponding
moieties in 2 and 3.12
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temperatures were not strictly controlled during the
determinations. However, it is interesting to speculate
on the reasons for the phenomenon. The effect is in
accord with Marcus–Hush theory if the charge shift
reaction occurs near the point where the driving force
��G � ¼� (the total reorganization energy for electron
transfer), so that in 1, charge shift, with a driving force of
ca 0.55 eV, occurs in the inverted region, and therefore
slows relative to the same step in 3. However, at this time,
additional evidence for this interpretation is lacking. In
any case, the structural and electronic differences among
the molecules produce a ratio k4/k3 of 27 for 1, 7.1 for 3
and 0.28 for 4. This is the reason for the enhanced
quantum yield of C�þ–P–C60


�� in 1 relative to the other
two triads.


Electronic coupling and thermodynamic effects are
expected to be very similar for triads 1 and 2, both of
which feature meso-tetraarylporphyrin chromophores.
Replacing a p-tolyl group (as in 2) with a mesityl group
(as in 1) only decreases the oxidation potential of a
porphyrin by ca 0.01 V.55,56 The data in Table 1 show
that the photochemistry of the two molecules is indeed
very similar. The only significant difference appears to be
in the magnitude of k4, the rate constant for the charge
shift reaction. In the case of triad 2, the somewhat more
primitive spectroscopic methods and lower signal-to-
noise ratio employed in that study did not permit un-
ambiguous observation of the kinetics of the formation of
C�þ–P–C60


�� from C–P�þ–C60
��, and the spectroscopic


signatures of the rise times of the two species were
convoluted together.11 Hence the value for k4 in triad 2
reported in Table 1 is likely somewhat imprecise, and the
difference in behavior of 1 and 2 may be less than
suggested by the table.


Turning to the charge recombination of the final C�þ–
P–C60


�� state to yield 3C–P–C60, it is apparent that
recombination is much more rapid for 1 and 2 than for
3 and 4. In principle, this recombination could occur in a
single kinetic step, or could involve a two-step mechan-
ism with an intermediate in which the porphyrin bears a
charge. Experiments on 2–4 have previously ruled out the
two-step mechanism for these triads,11 although it has
been observed in some other kinds of triad mole-
cules.57,58 Given the one-step mechanism, the slower
recombination in triad 3 relative to 4 may be ascribed
to the fact that the driving force for recombination is
greater in 4, owing to the higher oxidation potential of the
carotenoid (assuming that the triplet state energies in the
two carotenoid moieties are similar). Recombination in 1
and 2 is substantially more rapid than in 3, even though
all three triads feature identical carotenoid and fullerene
units. Therefore, the difference cannot be due to thermo-
dynamic or structural differences in these moieties.
Marcus–Hush theory suggests that the difference in rate
constants must be due to differences in electronic cou-
pling. Because the distances between the carotene and
fullerene units must be essentially identical for the three


molecules, we ascribe the rate constant difference to
differences in superexchange electronic coupling via
the central porphyrin moiety. As discussed above, steric
and electronic factors suggest that such coupling would
be stronger for the tetraarylporphyrin-based triads 1 and 2
than for octaalkylporphyrin 3. The observed differences
in recombination rate constants are consistent with this
idea.


Recombination of C�þ–P–C60
�� to give the ground


state is not observed in any of the four triads in 2-
methyltetrahydrofuran. In very polar solvents such as
benzonitrile, recombination to give at least some ground
state was observed for triads 2 and 3, but only recombi-
nation to the carotenoid triplet state was observed in less
polar solvents. EPR and magnetic field effect studies have
shown that in the absence of an external magnetic field,
C�þ–P–C60


�� exists as a mixture of rapidly equilibrating
singlet and triplet biradical states.17,19 In non-polar sol-
vents, the thermodynamic driving force for recombina-
tion to give the carotenoid triplet state is relatively small,
and recombination occurs in the normal region of the
Marcus–Hush relationship. The driving force for recom-
bination to the ground state is much larger (ca 1 eV), and
this reaction likely occurs in the inverted region. Hence
the reaction is slow, relative to triplet formation. There is
also a statistical preference for triplet formation, because
the population of C�þ–P–C60


�� is spread over one singlet
biradical and three triplet biradical states.


The photochemical properties of triads 1 and 2 are
nearly identical, as expected from the structural similar-
ity. There are, however, other advantages to triad 1 as a
photosynthetic mimic. The porphyrin moieties of these
molecules are prepared using a method developed by Lee
and Lindsay22 in which a dipyrromethane bearing an aryl
substituent is condensed with 4-carbomethoxybenzalde-
hyde. One complication of this type of reaction is that
some scrambling of the aryl groups can occur, leading to
the necessity of separating complex mixtures, and a lower
yield of the desired porphyrin. The mesityl groups
employed in the dipyrromethane used to prepare 1 have
been shown to have a much smaller tendency to undergo
this ligand scrambling reaction than phenyl groups lack-
ing the ortho substituents.21 This considerably facilitates
the synthesis of 1. In addition, some photochemical and
spectroscopic studies require a relatively high solubility
for the triad and model compounds in organic solvents,
liquid crystals or lipid bilayers. Mesityl-bearing porphyr-
ins have been demonstrated to be significantly more
soluble than porphyrins bearing less highly substituted
aryl rings.22


CONCLUSIONS


Triad 1 has been found to undergo photoinduced electron
transfer followed by charge shift to generate the C�þ–P–
C60


�� charge-separated state with an overall yield
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approaching unity. The state stores about 1.0 eV of the
photon energy as electrochemical potential, decaying
with a time constant of 57 ns. Recombination yields the
carotenoid triplet state, rather than the ground state. This
combination of a high yield of energetic, long-lived
charge separation and charge recombination to the triplet
state is reminiscent of the behavior of photosynthetic
reaction centers, and makes 1 a useful model compound
for a variety of spectroscopic and photochemical studies.
The synthesis of 1 is relatively facile, and it has high
solubility in many organic solvents owing to the substitu-
tion pattern of the porphyrin aryl groups.
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Counterintuitive influence of microscopic chirality
on helical order in polymers


Kap Soo Cheon,1 Jonathan V. Selinger2** and Mark M. Green1*
1Herman F. Mark Polymer Research Institute, Polytechnic University, 6 Metrotech Center, Brooklyn, New York 11201, USA
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Washington, DC 20375, USA


ABSTRACT: Studies of copolymers of chiral and achiral units forming a helical array correlate to statistical physical
predictions of the influence of the chiral units on the helical sense taken by the array. In the absence of conflict among
the chiral units for helical sense control, the sergeants and soldiers experiment, a larger chiral bias leads to increased
control. However, when conflict exists among the chiral units for helical sense control, the majority rule experiment, a
larger chiral bias leads to decreased control of the helical sense and therefore a smaller optical activity. Changing the
achiral units in the majority rule experiment can change the nature of the statistical physics between statistical and
thermal randomness. In general, the experiments quantitatively demonstrate that the effect of chirality is not an
intrinsic property of the chiral moiety but rather depends on the molecular environment. Copyright # 2004 John
Wiley & Sons, Ltd.


KEYWORDS: helical order; polymers; chirality


INTRODUCTION


There is a great deal of interest in helical conformations,
which are synthetic and therefore without the intrinsic
chiral bias toward helical sense inherent in biological
systems (for leading references on synthetic helical
structures subject to adjustable helical sense control see
Ref. 1). In experiments on a model helical polymer2


described below, we investigate predictions of a statistical
physical theory3,4 concerning how the effect of the extent
of chirality in choosing helical sense can lead to more, or
less, helical sense excess. The two experiments fall under
the rubric of ‘sergeants and soldiers’ and the ‘majority
rule’ system. As encountered experimentally below and
precisely in line with the theoretical predictions,3,4 while
application of more force by sergeants increases their
control, application of more force in the majority rule
system leads to less control. While the result with the
sergeants is intuitively reasonable, the result in the
majority rule system appears counterintuitive.


RESULTS AND DISCUSSION


The experimental results shown in Fig. 1(A) describe the
optical activities of two random copolymers synthesized


from the monomer units shown. In both copolymers the
chain is predominately formed from the achiral n-hexyl
isocyanate, the ‘soldier,’ with a far smaller proportion of
the chiral unit, the ‘sergeant.’2 The compared chiral units
in Fig. 1(A), the citronellic group (R)-1 and the extended
citronellic group (R)-2, differ by a single methylene unit,
which acts to distinguish the two chiral entities in the
separation of the stereocenter from the polymer backbone.
As is reasonable, the polymer synthesized from (R)-1,
with the closer relationship between the stereocenter and
the backbone, yields the polymer with the higher optical
activity. The chiral influence for (R)-1 on the helical sense
of the polymer is greater, leading to a larger excess of the
left-handed helix in this situation,1,2 which is demon-
strated by the larger negative circular dichroism band at
the chromophore of the helix at 254 nm.


For the sergeants-and-soldiers experiment in Fig. 1(A),
the effect of the chiral pendants on the helical sense can
be described by the one-dimensional Ising model.3 This
model predicts the chiral order parameter M of the
polymer, which is the ratio of the observed molar ellip-
ticity to the maximum molar ellipticity of a pure chiral
polymer. [The maximum molar ellipticity of the two
copolymers in Fig. 1(A) is nearly the same, so a
larger order parameter M corresponds to a larger ob-
served molar ellipticity.] The approximate analytic
prediction is


M ¼ tanh
�GhLr


RT


� �
ð1Þ


where �Gh is the chiral bias, i.e. the energetic preference
of a chiral pendant for one helical sense, r is the fraction
of chiral units in the copolymer and L is the cooperative
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domain size, i.e. the number of contiguous units along the
chain with a single helical sense. This domain size is
determined by the equation


1


L
¼ 1


Lth


þ 1


N
ð2Þ


where Lth ¼ e�Gr=RT is the characteristic distance be-
tween thermally activated helical reversals, with energy
�Gr, and N is the chain length.


In the experiment described in Fig. 1(A), because of
the high degree of polymerization [large N in Eqn (2)] L
is determined by the number of units between thermally
generated helical reversals Lth, which will be large
because of the large excess energies of such reversals
(�Gr) and the low temperature. The circular dichroism
intensities show that the insertion of a single extra
methylene unit between the helical backbone and the
stereogenic carbon causes a change in how the helix
perceives the chirality and the closer stereocenter, reason-


ably with the higher chiral bias, �Gh, yields the higher
molar ellipticity. There is no surprise here.


We can now consider more complex polymers com-
posed of R, S and achiral units. In a manner of speaking,
the chiral ‘sergeants’ are conflicted, with some favoring a
right-handed helix and others favoring a left-handed
helix. This conflict for helical control is described by
the term ‘majority rule.’5


Like the sergeants-and-soldiers system, the majority-
rule system can be described by a one-dimensional Ising
model.4 This model predicts the chiral order parameter of
a terpolymer. The approximate analytic form of this
prediction has two distinct limiting cases (the theoretical
discussion of statistical and thermal randomness is in the
Appendix of Ref. 6). In the limit of ‘statistical random-
ness,’ we have �GhðLrÞ1=2 � RT , where �Gh is the
chiral bias energy, L is the cooperative domain size and
r is the fraction of chiral units. In this limit, the main
source of randomness in the polymer is the random
sequence of monomers, rather than thermal fluctuations


Figure 1. (A) Circular dichroism determined molar ellipticity measured in hexane at �20 �C for the two copolymers shown
(with 1: Mw¼3 000 000, � (polydispersity)¼1.3; with 2: Mw¼ 4 000000, �¼1.3); (B) Circular dichroism determined molar
ellipticity measured in hexane at �20 �C for the two terpolymers shown (with 1: Mw¼2 700000, �¼ 1.4; with
2: Mw¼2 400000, �¼1.3); x/y is identical in both terpolymers and as well in the two terpolymers in Figure 25,6
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in response to the random sequence. In this case, the
prediction for the chiral order parameter is


M ¼ erf
ffiffiffiffiffiffiffiffi
2Lr


p
p� 1


2


� �� �
ð3Þ


where p� 1
2


� �
is the enantiomeric excess of the chiral


units. In the opposite limit of ‘thermal randomness,’
we have �GhðLrÞ1=2 � RT . In that limit, the main source
of randomness in the polymer is thermal fluctuations
rather than the random sequence of monomers. The
prediction for the chiral order parameter then becomes


M ¼ tanh
2�GhLr p� 1


2


� �
RT


� �
ð4Þ


Both of these limits involve the cooperative domain size
L. In the limit of statistical randomness, the prediction for
this cooperative domain size is


1


L
¼ 1


Lrf


þ 1


Lth


þ 1


N
ð5Þ


This prediction depends not only on the chain length N
and the thermal domain size Lth ¼ e�Gr=RT , but also on
the random-field domain size Lrf arising from the random
sequence of conflicting pendant groups. This random-
field domain size is determined by


Lrf ¼
1


r


�Gr


2�Gh


� �2


ð6Þ


where �Gr is the energy cost of a helical reversal, �Gh is
the chiral bias energy and r is the fraction of chiral units


along the chain. In the limit of thermal randomness, there
is no such simple expression for L, but Eqn (2) provides
an upper limit for L.


One experimentally observable distinction between the
limits of statistical and thermal randomness is the scaling
of the optical activity with chain length for short chains.
In general, the optical activity is proportional to the chiral
order parameter M. In the limit of statistical randomness,
M scales as


ffiffiffi
L


p
, and hence as


ffiffiffiffi
N


p
for short chains. By


contrast, in the limit of thermal randomness, M scales
linearly with L, and hence with N for short chains. Both of
these dependences have been observed experimentally.6


An even more striking distinction between statistical
and thermal randomness is the dependence of optical
activity on the chiral bias �Gh. In the limit of statistical
randomness, increasing �Gh gives a smaller random-
field domain size Lrf in Eqn (6), hence a smaller L in Eqn
(5) and a smaller chiral order parameter M in Eqn (3).4 In
other words, increasing the chiral bias energy of the
pendant groups should reduce the chiral optical proper-
ties of the polymers! This dependence may seem counter-
intuitive, but it is actually reasonable. Increase of chiral
bias enhances the conflict in the system, which in line
with human experience acts to undermine the coopera-
tivity, the latter expressed as a reduction in L. By contrast,
in the limit of thermal randomness, increasing �Gh gives
a larger chiral order parameter M in Eqn (4). This is the
conventional scenario, in which a larger chiral bias
energy gives larger chiral optical properties, as in the
sergeants-and-soldiers copolymers discussed earlier.


We investigate the dependence of optical activity on
chiral bias �Gh through the experiments shown in
Figs 1(B) and 2. These experiments use the same two
types of chiral units as the sergeants-and-soldiers copo-
lymers presented in Fig. 1(A). The sergeants-and-soldiers


Figure 2. Circular dichroism determined molar ellipticity measured in hexane at �10 �C for the two terpolymers shown (with
1: Mw¼300 000, �¼1.1; with 2: Mw¼350000, �¼1.1). See caption for Figure 15,6
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experiment demonstrates that the citronellic group (R)-1
has a higher chiral bias than the extended citronellic
group (R)-2. We can now see how those chiral units affect
the optical activity of majority-rule terpolymers.


Figure 1(B) shows terpolymers composed of (R)-1, (S)-
1 and the same n-hexyl soldiers as in Fig. 1(A). The
essential difference between polymers in Fig. 1(B) and
1(A) is that the chiral units are near to the racemic state in
Fig. 1(B) rather than highly enantiomerically enriched.
The experimentally observed optical activity agrees with
the counterintuitive prediction for statistical randomness.
The terpolymer with the extended citronellic chiral units
(R)-2 and (S)-2 has a higher optical activity compared
with the terpolymer with the citronellic chiral units (R)-1
and (S)-1. [To obtain identical enantiomeric excess for
both 1 and 2 the monomers were prepared by routine
functional-group transformations from the same starting
2.4% ee (R)-citronellic acid that was made by mixing
racemic citronellic acid (purchased from Aldrich; note
that its ee was found to be 12% R-form) and pure (S)-
citronellic acid: [�]D¼þ0.25 (c 5.0, 25 �C, CHCl3);
maximum literature (for leading references see Ref. 5a)
value [�]D¼þ10.3 (c 5.0, 25 �C, CHCl3)].7 [Polymer-
izations of the copolymers and the terpolymers were
carried out by the NaCN–DMF method.8 Weight-aver-
aged molecular masses Mw and polydispersities � of the
polymers were determined by gel-permeation chromato-
graphy using poly(hexyl isocyanate) standards.]


Since branching of the achiral units, the soldiers,1,2


acts to increase substantially the helical reversal energy
�Gr


9 (see also Ref. 5), we reproduce the enantiomeric
competition exhibited in Fig. 1(B) but substitute the
previously studied 2-butylhexyl units9 for the linear n-
hexyl group. The expectation is that the helical sense
excess would increase since �Gr appears in the numera-
tor of Lrf in Eqn (6). As seen in Fig. 2, this experiment
leads to the expected result for the citronellic chiral units
1. However, it acts in the opposite direction for the
extended citronellic chiral units 2.


To understand the behavior of the terpolymers in Fig. 2,
we fractionate them and measure the optical activity as a
function of chain length (see Ref. 6 for details of how the
fractionation is conducted on a related system). In this
experiment, the citronellic terpolymers follow the pre-
diction for statistical randomness, with optical activity
scaling as


ffiffiffiffi
N


p
, but the extended citronellic terpolymers


follow the prediction for thermal randomness, with the
optical activity scaling linearly with chain length N.
Furthermore, the optical activity of the citronellic terpo-
lymers depends only weakly on temperature, but the
optical activity of the extended citronellic terpolymers
is sensitive to temperature. These observations show
that the environment of surrounding 2-butylhexyl units
shifts the extended citronellic terpolymer into the regime
of thermal randomness, presumably by reducing the
chiral bias energy. However, this environment leaves
the citronellic terpolymer in the regime of statistical


randomness. Hence the 2-butylhexyl environment re-
duces the optical activity of the extended citronellic
terpolymer but increases the optical activity of the citro-
nellic terpolymer.


There are many examples in the literature of chiral
optical changes associated with changes of molecular
environment including concentration, temperature and
solvent and with many varied causes (for an introduction
to these effects in polymers and an interesting example,
see Ref. 10, and for a comprehensive overview of these
effects, see Ref. 11). The results above, however, offer a
new kind of view in that the environment of the chiral
entity affects its bias toward helical sense in a polymer
that is otherwise structurally invariant. In this manner, the
polymer helix acts to report on the changes occurring in
the affecting chiral force, which is amplified by the
cooperativity inherent in this experimental system. The
results act as an experimental demonstration that chirality
measures and chiral properties are decoupled from each
other, as has been emphasized recently based on theore-
tical considerations.12 In other words intrinsic chiral
characteristics are not a dependable basis on which to
choose chiral effect in helical sense control and reason-
ably in other regards as well.12 For one example, the
conversion of nematic to cholesteric liquid crystals, is
known to depend strongly on chiral context, that is, on the
relationship of the structure of the chiral dopant to the
liquid crystal structure.13
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ABSTRACT: The oxidation reactions of 2-methyl-2,4-pentanediol upon treatment with alkaline hexacyanoferra-
te(III) using Ru(III) or Ru(VI) as catalysts are governed by two quasi-identical experimental rate equations, which
show that both catalysts are equally effective for the oxidation of alcohols by Fe(CN)6


3�. The reaction mechanism
proposed involves the oxidation of 2-methyl-2,4-pentanediol by the catalyst, a process that occurs through the
formation of a substrate–catalyst complex. The decomposition of this complex yields Ru(IV) and a protonated ketone
(owing to a hydride transfer from the �-C—H bond of the alcohol to the oxoligand of ruthenium) in the case of
Ru(VI), but a ketyl radical and Ru(II) (hydrogen transfer) for Ru(III). The role of the co-oxidant, Fe(CN)6


3�, is to
regenerate the catalyst. For both oxidation reactions, the rate constants of complex decomposition and catalyst
regeneration have been determined. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: oxidation; catalysis; hexacyanoferrate(III); ruthenium(III); ruthenium(VI); alcohols; 2-methyl-2,4-penta-


nediol


INTRODUCTION


The metal-catalysed oxidation of organic substrates is a
topic of great interest, especially for reactions in which
the substrates are not easily oxidized by common oxi-
dants.1–3 One such example is the oxidation in alkaline
media of primary and secondary alcohols by hexacyano-
ferrate(III). The reaction rate is extremely slow, but the
presence of ruthenium compounds in catalytic concen-
trations allows the kinetics to be studied over a
reasonable time period.4 The most frequently used
ruthenium catalysts are Ru(III), Ru(VI) and Ru(VIII)
species. Numerous kinetic studies have been undertaken
using these catalysts,5–8 but the catalytic behaviour has
not been systematically compared in any study. The
goal of the work described here was to perform a
comparative study of the efficiency of Ru(III) and
Ru(VI) as catalysts in the oxidation of 2-methyl-2,4-
pentanediol with alkaline hexacyanoferrate(III). With
this aim in mind, the results found in this work, using
Ru(VI) as a catalyst, are compared with those obtained
previously for Ru(III).9


EXPERIMENTAL


Reactants. The reagents used, i.e. hexacyanoferrate(III),
sodium hydroxide, 2-methyl-2,4-pentanediol and sodium
perchlorate, were all of analytical-reagent grade and were
purchased from Merck. The solutions were prepared
using water obtained from an OSMO BL-6 deionizer
from SETA. Sodium ruthenate solution was prepared
following the literature procedure.6 The purity of stock
solutions was assessed by taking into account that the
ratio between the absorbance at 465 and 386 nm should
equal 2.07 for pure ruthenate.10


General. The oxidation kinetics of 2-methyl-2,4-penta-
nediol were followed by measuring the optical absor-
bance of hexacyanoferrate(III), A, at 420 nm on a
Perkin-Elmer Lambda 3B spectrophotometer. The initial
rates method was used for kinetic analysis. The initial
rates of disappearance of hexacyanoferrate(III) were
obtained as described previously,9 using the expression
v0 ¼ �1="ðdA=dtÞ, where "¼ 1000 l mol�1 cm�1 at
420 nm. The ionic strength was kept constant at 0.5 M


by the addition of sodium perchlorate. The only organic
reaction product of the oxidation of 2-methyl-2,4-penta-
nediol was 4-hydroxy-4-methyl-2-pentanone, which was
identified using a Hewlett-Packard 5890 Series II gas
chromatograph equipped with a BP-21 polyethylene
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glycol column (50 m� 0.22mm i.d., 25mm film thick-
ness). The stoichiometry of the reaction was deduced
using an excess concentration of hexacyanoferrate(III) in
relation to diol. The residual oxidant concentration was
measured spectrophotometrically and this showed that
1 mol of diol consumed 2 mol of hexacyanoferrate(III).


RESULTS


The values of v0 for five series of kinetic runs at different
[Fe(CN)6


3�]0 are shown in Fig. 1. In each series the value
[diol]0 was varied while the concentrations of ruthenate
and hydroxide ions were kept constant. The dependence
of v0 on both [Fe(CN)6


3�]0 and [diol]0 was ascertained
using a previously described procedure.11 This study led
to the following expression:


v0 ¼
�
FeðCNÞ3�


6


�
0
½diol�0


k0½diol�0 þ k00
�
FeðCNÞ3�


6


�
0
þ k000½diol�0


�
FeðCNÞ3�


6


�
0


ð1Þ


where k0 ¼ 3.5� 0.1 min, k00 ¼ (1.3� 0.1)� 103 min and
k000 ¼ (1.1� 0.2)� 103 l mol�1 min. This equation indi-
cates a change of order from one to zero for both
hexacyanoferrate(III) and diol species upon increasing
their concentrations.


When Ru(III) was used as catalyst, under the same
experimental conditions, except that [Ru(III)]0 was 2.4�
10�6


M, an equation identical with Eqn (1) was obtained
with the parameters now being k0 ¼ 1.3� 0.1 min,
k00 ¼ (1.3� 0.4)� 103 min and k000 ¼ (1.4� 0.2)� 103 l
mol�1 min.


The variation of v0 with [catalyst]0 is shown in Fig. 2
for the oxidation of 2-methyl-2,4-pentanediol by hexa-
cyanoferrate(III) using Ru(VI) and Ru(III) as catalysts.


The v0–[catalyst]0 data were fitted to a linear regression,
which gave the following expression:


v0 ¼ vunc þ kc½catalyst�0 ð2Þ


where the respective values of vunc and kc are (3.0�
0.1)� 10�7 mol l�1 min�1 and 29.53� 0.04 min�1 for
Ru(VI) and (2.2� 0.2)� 10�6 mol l�1 min�1 and 28.16
� 0.03 min�1 for Ru(III). These results indicate that the
kinetics are first order with respect to catalyst and that the
rate of the uncatalysed reaction, vunc, is negligible com-
pared with that of the catalysed reaction.


For both catalysts the initial rate passes through a
maximum as [OH�] is varied, as shown in Fig. 3. In
the case of Ru(VI), v0 does not tend to zero at very low
[OH�], whereas it does for Ru(III). The variation of v0


with the basicity of the medium is complicated and obeys
the following equation:


Figure 1. Plot of v0 vs [2-methyl-2,4-pentanediol]0.
[RuO4


2�]0¼ 2.0�10�6
M, [NaOH]¼0.1M, I¼ 0.5M and


T¼30 �C; [Fe(CN)6
3�]0¼ (a) 1.0� 10�4; (b) 2.0� 10�4; (c)


4.0� 10�4; (d) 8.0�10�4; (e) 1.2� 10�3
M


Figure 2. Effect of [catalyst]0 on the initial rate. [2-Methyl-
2,4-pentanediol]0¼0.08M, [Fe(CN)6


3�]0¼ 1.2� 10�3
M,


[OH�]¼ 0.1M, T¼30 �C, I¼0.5M. ~, Ru(VI); *, Ru(III)


Figure 3. Variation of v0 with respect to [NaOH].
[Fe(CN)6


3�]0¼1.2� 10�3
M, I¼0.5M and T¼ 30 �C. [2-


Methyl-2,4-pentanediol]0¼0.08M. (a) [Ru(III)]0¼ 2.4�
10�6


M; (b) [Ru(VI)]0¼ 2.0�10�6
M
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v0 ¼ A0 þ A1½OH�� þ A2½OH��2


1 þ B1½OH�� þ B2½OH��2
ð3Þ


The v0–[OH�] data were fitted to Eqn (3) by means of a
non-linear regression program. The best average error
was obtained for Ru(VI) when A2¼ 0 and for Ru(III)
when A0¼ 0.


The possible formation of free radicals as intermedi-
ates was investigated by adding radical scavengers to the
reaction mixture. The addition of either 0.01 M acryloni-
trile or 1.6� 10�4


M 2,4,6-tri-tert-butylphenol (a stronger
radical scavenger) did not have any effect on the reaction
rate when Ru(VI) was used as catalyst. For Ru(III),
however, the presence of 0.01 M acrylonitrile reduced v0


by 15% and the addition of 1.6� 10�4
M 2,4,6-tri-tert-


butylphenol decreased v0 by 40%. Moreover, when 0.7 M


acrylonitrile was added to the reaction mixture, poly-
meric species were observed after a few minutes.


The oxidation of cyclobutanol was carried out because
the nature of its oxidation products depends on the
reaction mechanism. One-electron oxidation produces
acyclic four-carbon compounds, which appear to be
derived from the primary free radical .CH2CH2CH2CHO,
whereas two-electron oxidation produces cyclobutanone
directly.12,13 The following kinetic conditions were em-
ployed in this experiment: [OH�]¼ 0.1 M, I¼ 0.5 M and
T¼ 30 �C. Under these conditions the oxidation of 0.08 M


cyclobutanol by 2.0� 10�3
M hexacyanoferrate(III) using


2.5� 10�6
M catalyst produced butanal as the major


product in the case of Ru(III) and cyclobutanone in the
case of Ru(VI).


Although the organic substrate is a diol, only the 2-
hydroxy group will be oxidized, as observed experimen-
tally, because tertiary alcohols (0.1 M tert-butanol) were
found not to react under kinetic conditions.11 The pre-
sence of a hydrogen on the �-carbon of the alcohol is
therefore necessary for the reaction to progress.14


The observed oxidation rate of CD3----CDOD----CD3


was compared with that of CH3----CHOH----CH3 in order
to verify the existence of a kinetic isotope effect. A
substantial primary kinetic isotope effect was indeed
observed [(v0,H=v0,D)¼ 5.9] for both catalysts under the
following kinetic conditions: [catalysts]¼ 2.0� 10�6


M,


½FeðCNÞ3�
6 � ¼ 1:2 � 10�3


M, [diol]¼ 0.5 M, [OH�]¼
0.2 M, I¼ 0.5 M and T¼ 30 �C.


DISCUSSION


For Ru(VI) the dependence of the initial rate on
[R----CHOH----R0]0 [where R¼ (CH3)2COHCH2 and
R0 ¼CH3] suggests the formation of an intermediate
complex, C2�


1 , between RuO2�
4 and the organic substrate:


R----CHOH----R0 þ RuO2�
4 Ð


k1


k�1


C2�
1 ð4Þ


which then decomposes slowly to produce a reduced
form of catalyst, RuO3ðOHÞ3�


, and a protonated ketone
as follows:


C2�
1 �!k2


RR0C--------
þ
OH þ RuO3ðOHÞ3� ð5Þ


Such an intermediate would have the following structure:


Step 5 involves a hydride transfer from the �-C----H
bond of the alcohol to the oxo ligand of ruthenium, a
process that is favoured by the prior coordination of the
organic substrate to the metal through the oxygen of the
hydroxy group.15 The occurrence of this hydride transfer
is supported by the following experimental results: (a) a
moderate kinetic isotope effect, which indicates cleavage
of a C----H bond, and the absence of free radicals in the
reaction mixture, (b) oxidation of cyclobutanol produces
cyclobutanone as the sole product and (c) the negative
value of the Hammett reaction constant found for the
oxidation of benzyl alcohol.16


The following rapid reaction would yield the corre-
sponding ketone:


RR0C--------
þ
OH þ OH��!R----CO----R0 þ H2O ð6Þ


The dependence of v0 on ½FeðCNÞ3�
6 �0 can be explained


if it is accepted that the oxidation of the reduced form of
catalyst occurs. In this way, the role of the co-oxidant,
FeðCNÞ3�


6 , is solely the regeneration of the catalyst
through steps (7) and (8):


RuO3 ðOHÞ3� þ FeðCNÞ3�
6 �!k3


RuO3 ðOHÞ2�


þ FeðCNÞ4�
6 ð7Þ


RuO3 ðOHÞ2� þ FeðCNÞ3�
6 �! RuO3 ðOHÞ�


þ FeðCNÞ4�
6 ð8Þ


RuO3 ðOHÞ� þ OH� �! RuO2�
4 þ H2O ð9Þ


Step (7) is supported by the previously discovered fact
that the oxidation of alcohols by catalytic quantities of
ruthenate proceeds at a similar rate to the reoxidation of
the reduced form of the catalyst by FeðCNÞ3�


6 .11 Step (7)
is fast relative to oxidation of the substrate at high
½FeðCNÞ3�


6 �0 and, under these circumstances, v0 does
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not depend on ½FeðCNÞ3�
6 �0. At low ½FeðCNÞ3�


6 �0,
however, both reactions have a comparable rate and v0


is dependent on ½FeðCNÞ3�
6 �0.


For Ru(III),9 we obtained the same variation of v0


with [R----CHOH----R0]0 and ½FeðCNÞ3�
6 �0 as in the case


of Ru(VI). For this reason we propose an analogous
scheme to that outlined in steps (4)–(9) (a slightly
different scheme was reported in our previous paper).
Given that the active catalytic species of Ru(III) is
RuðH2OÞ4ðOHÞþ2 ,9 the following equations can be pro-
posed:


R----CHOH----R0 þ RuðH2OÞ4ðOHÞþ2 Ð
k1


k�1


Cþ
1 ð10Þ


Cþ
1 �!


k2
RR0C--------


�
OH þ RuðH2OÞ5OHþ ð11Þ


The intermediate Cþ
1 would have the following structure:


The decomposition of Cþ
1 yields a ketyl radical and


Ru(II). Step (11) involves a hydrogen atom transfer from
the �-C----H bond of the alcohol to the oxygen of the
hydroxo ligand of ruthenium. Evidence for this transfer is
provided by the presence of free radicals in the reaction
mixture and by the fact that the oxidation of cyclobutanol
yields butanal as the major product.


Regeneration of the catalyst occurs through steps (12)
and (13), whereas the fast step (14) and a step as (6)
would yield 4-hydroxy-4-methyl-2-pentanone:


RuðH2OÞ5ðOHÞþ þ FeðCNÞ3�
6 �!k3


RuðH2OÞ5ðOHÞ2þ


þ FeðCNÞ4�
6 ð12Þ


RuðH2OÞ5ðOHÞ2þ þ OH��!RuðH2OÞ4ðOHÞþ2 þ H2O


ð13Þ


RR0C--------
�
OH þ FeðCNÞ3�


6 �!RR0C--------þOH þ FeðCNÞ4�
6


ð14Þ


In the absence of scavengers, the rate of disappearance
of hexacyanoferrate(III) is determined by steps (11) and
(14) as follows:


�
d
�
FeðCNÞ3�


6


�


dt
¼ k2


�
Cþ


1


�
þ k3


�
FeðCNÞ3�


6


�


�
�
RuðH2OÞ5ðOHÞþ


�


If the added scavengers compete with hexacyanofer-
rate for the ketyl radical, the disappearance rate of
hexacyanoferrate(III) would be expected to decrease, as
observed experimentally.


The dependence of v0 on [OH�] in the case of ruthe-
nate may be explained by assuming the existence of two
active species of catalyst, RuO2�


4 and RuO4ðOHÞ3�
,


which are in equilibrium as follows:16


RuO2�
4 þ OH�(+


K1


RuO4ðOHÞ3� ð16Þ


RuO4ðOHÞ3� þ OH�(+
K2


RuO4ðOHÞ4�
2 ð17Þ


The existence of these hydroxy-oxy complexes of
ruthenium was suggested by Luoma and Brubaker, who
studied the reaction between perruthenate and manganate
ions in aqueous alkaline media.17


Application of the steady-state conditions with respect
to RuO3ðOHÞ3�


and C2�
1 , and on the assumption that the


reactivities of RuO2�
4 and RuO4ðOHÞ3�


are equal (for
simplicity), gives the following theoretical rate equation
for the disappearance of hexacyanoferrate(III):


where [Ru(VI)]T is the sum of the concentrations of
Ru(VI) and Ru(IV); the concentration of Ru(V) would
negligible at any time because such species are involved
in fast steps. Moreover, kA¼ 1þK1[OH�] and kB¼
1þK1[OH�]þK1K2[OH�]2. Equation (18) explains the
dependence of v0 on [OH�],


�
FeðCNÞ3�


6


�
, [diol] and


[catalyst].
In the case of Ru(III), the dependence of v0 on [OH�]


can be justified, as reported previously,5 by accepting that
the catalytic reactive species are RuðH2OÞ4ðOHÞþ2 and
RuðH2OÞ3ðOH�Þ3, which are involved in the following
equilibria:


RuðH2OÞ5OH2þ þ OH�(+
K1


RuðH2OÞ4ðOHÞþ2 þ H2O ð19Þ


RuðH2OÞ4ðOHÞþ2 þ OH�(+
K2


RuðH2OÞ3ðOHÞ3 þ H2O ð20Þ


�
d
�
FeðCNÞ3�


6


�


dt
¼


2k1k2k3kA


�
FeðCNÞ3�


6


�
½diol�½RuðVIÞ�T


k1k2kA½diol� þ k3 ðk�1 þ k2ÞkB


�
FeðCNÞ3�


6


�
þ k1k3kA


�
FeðCNÞ3�


6


�
½diol�


ð18Þ
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Application of the steady-state conditions with respect
to RuðH2OÞ5ðOHÞþ and C2�


1 , and on the assumption that
the reactivities of RuðH2OÞ4ðOHÞþ2 and RuðH2OÞ3ðOHÞ3


are equal (for the sake of simplicity), provides the
following equation:


In this case [Ru(III)]T is the sum of the concentrations of
Ru(III) and Ru(II); kA ¼ K1½OH�� þ K1K2½OH��2 and
kB¼ 1þK1[OH�]þK1K2 [OH�]2. This equation is con-
sistent with all of the results obtained.


Equations (18) and (21) are very similar because they
contain the same dependence of v0 on the concentration
of catalyst, substrate and hexacyanoferrate(III). However,
the dependence of v0 on [OH�] is slightly different in the
two equations. Comparison of these equations with the
experimental equation that combines Eqns (1) and (2)
provides the rate constants for intermediate complex
decomposition, k2, and catalyst regeneration, k3. The
respective values of k2 and k3 were found to be (2.7�
0.5)� 102 min�1 and (8.2� 0.5)� 104 l mol�1 min�1 for
Ru(VI) and (1.9� 0.3)� 102 min�1 and (2.0� 0.2)�
105 l mol�1 min�1 for Ru(III).


CONCLUSION


The kinetics for the oxidation of 2-methyl-2,4-pentane-
diol by FeðCNÞ3�


6 , using Ru(VI) or Ru(III) as catalysts,
are governed by very similar experimental rate equations.
These equations show a change of order from one to
zero for both hexacyanoferrate(III) and diol species
upon increasing their concentrations and are first order
with respect to the catalyst. The reaction mechanism
proposed involves oxidation of 2-methyl-2,4-pentanediol
by Ru(VI) or Ru(III) through the formation of a sub-
strate–catalyst complex, which subsequently decomposes
to give Ru(IV) or Ru(II). Intermediate complex


decomposition involves a hydride transfer from the �-
C—H bond of the alcohol to the oxo ligand of ruthenium
in the case of Ru(VI), but a hydrogen transfer for Ru(VI).
Reduced catalyst species are later oxidized by Fe(CN)6


3�


to regenerate the catalyst. For both oxidations the rate


constants of complex decomposition and catalyst regen-
eration have been obtained.
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ABSTRACT: Extracellular-regulated protein kinase 2 (ERK2) is a serine/threonine-specific protein kinase capable of
phosphorylating multiple protein substrates within a cell. In an attempt to identify novel peptides that bind and inhibit
the function of an active form of ERK2, phage display was carried out using a disulfide-constrained peptide library
(X2CX14CX2). Several phage clones were identified by an enzyme-linked immunosorbent assay (ELISA) that
competed with both a protein substrate and adenosine triphosphate (ATP) for immobilized ERK2. A chemically
synthesized peptide derived from these experiments, NH2-KKKIRCIRGWTKDIRTLADSCQY-COOH, inhibited
ERK2 phosphorylation of the protein substrate Ets�138, exhibiting competitive and mixed inhibition towards
Ets�138 and MgATP2�, respectively. Surprisingly, the same peptide displayed equally potent inhibition towards the
phosphorylation of ATF2 by p38 MAPK�, another MAP kinase that has �46% sequence similarity to ERK2. This
study indicates that active ERK2 can be targeted by phage display to find novel antagonists to kinase function and
suggests that protein-binding sites within the MAPK family may contain conserved features that render them
susceptible to ligand binding. Copyright # 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


ERK2 is a member of the mitogen-activated protein
kinase (MAPK) signaling cascade that is conserved
among eukaryotes. Following mitogen or growth factor
activation of cell surface receptors, an internal cell-
signaling pathway is stimulated which ultimately leads
to gene transcriptional changes. Activation of the MAPK
signaling cascade involves Raf kinase activation which
phosphorylates and activates MAPK kinases (MAPKKs)
by dual phosphorylation. Activated MAPKKs are capable
of phosphorylating their cognate MAPKs. Upon phos-
phorylation of both Thr-183 and Tyr-185 in the flexible
phosphorylation loop, ERK2 undergoes a conformational
change leading to its activation,1 homodimerization and
nuclear translocation.2 The covalent phosphate additions
maintain the enzyme in an active state until phosphatase-
mediated hydrolysis of one or both phosphates leads to
ERK2 inactivation. Activated ERK2 is capable of reg-
ulating gene transcription by phosphorylating transcrip-
tion factors in response to mitogens. These events lead to
phenotypic changes at the cellular level including pro-
liferation, differentiation and cell growth.


Since the activation of ERK2 stimulates cells to pro-
liferate, many cancers and transforming agents utilize the
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MAPK cell-signaling pathway to carry out unregulated
cell growth.3 Therefore, ERK2 is an obvious target for the
development of small molecule inhibitors for cancer
therapeutics. However, development of antagonists
specific to individual members of the protein kinase
family has proven difficult, owing to the conservation
of active site residues in the hydrophobic MgATP2�


binding pocket. Many inhibitors of protein kinases target
the MgATP2� binding site as seen in the case of poly-
hydroxylated flavones,4 isoquinolinesulfonamides,5,6 and
both pyridinylimidazoles and triarylimidazoles,7–9 which
inhibit cyclin-dependent kinase (CDK), cAMP-depen-
dent protein kinase and p38 MAPK�, respectively. Un-
fortunately, these inhibitors often bind other enzymes that
utilize MgATP2�,10 and must compete with high intra-
cellular concentrations of ATP (3.2� 1.7 mM).11 An
alternative approach to kinase inhibition involves the
use of peptides that resemble a consensus phosphoryla-
tion site that is recognized by an enzyme’s active site.12


Active site-directed peptide inhibitors, however, are not
typically potent due to weak binding affinities and since
several kinases tend to recognize similar phosphorylatable
regions, they may also be fairly non-specific. For example,
both MAPKs and CDKs phosphorylate serine or threonine
residues followed by a proline so a peptide inhibitor de-
signed to inhibit a MAPK may also inhibit a CDK. A recent
approach physically linked ATP�S and a peptide inhibitor,
both capable of binding the enzyme independently, to
generate bisubstrate inhibitors in the nanomolar range.13


Another potentially more promising approach towards
the inhibition of certain protein kinases is to block protein
binding sites on the enzyme that lie distant from the
active site. Some protein kinases, including members of
the MAPK15 and CDK14 family, contain docking regions
for proteins located outside of the active site. In the case
of the MAPKs, these regions regulate the specificity of
interactions of the kinase with protein substrates, and also
with positive and negative regulators of their activity. The
C-terminal region of ERK2, for example, contains acidic
residues Asp-316 and Asp-319, that function as the
docking site for the activator MAPKK1, the inactivator
MAPK phosphatase 3 and several protein substrates
including Elk-1, MAPK signal-integrating kinase 1 and
ribosomal S6 kinase.15,16 Therefore, these putative dock-
ing regions are attractive drug targets in that they may
contain primary and/or secondary structure information
specific to an individual kinase and its interactions with
other proteins. Indeed, peptides with an RXL motif have
been shown to disrupt substrate binding to CDK2 through
such a mechanism.17


Proteins that contain ‘hot-spots,’ such as human growth
hormone,18 integrins,19 and streptavidin,20 have evolved
to bind small peptide motifs tightly. Hot spots are
proposed to be regions where intramolecular backbone
hydrogen bonds are not sufficiently dehydrated. These
bonds have been termed underdehydrated hydrogen
bonds (UDHBs).21 Thus, a UDHB on the surface of the


protein may indicate a potential binding site, or hot spot,
that can associate with proteins or peptides to exclude
water from backbone hydrogen bonds. Such hot spots
have been elucidated using peptide phage display.22


Phage display is a technique used to select phage that
bind a protein of interest (referred to as a receptor of
phage binding) from a large library of phage, each
expressing a novel peptide on their protein coat. Each
peptide is displayed as a fusion protein on the extracel-
lular surface of the phage coat and can potentially be
captured by binding to the receptor protein. Each peptide
is physically linked to its internal phage DNA, allowing
rapid identification. Using this technique, phage particles
with a phenotype of interest can be selected through
receptor binding and their genotype determined.


Previously, Zwick et al. used phage display to select
peptides that bind ERK1/2 MAP kinase. However, a
peptide substrate (TGPLSPGPF) was used to elute the
phage competitively, presumably targeting only the
phage that bind the active site.23 The selected sequences
found to bind ERK1/2 in their study, FHKPLKR and
NPAHSPW, were not further characterized for their
ability to bind or inhibit ERK1/2.


In this study, phage display was performed to select for
novel peptides that bind an activated form of ERK2 using
a disulfide-constrained peptide library fused to the phage
minor coat protein III (pIII) using multiple rounds of
affinity purification (biopanning).22


EXPERIMENTAL


Materials


The X2CX14CX2 fd-tet phage library, inserted into a fUSE5
virion, was a gift from B. Wang (Case Western Reserve
University, Cleveland, OH, USA) and the Escherichia coli
K91BluKan strain used for propagation of the phage was a
gift from G. Smith (Washington University, St. Louis, MO,
USA). Tween-20 was obtained from J. T. Baker (Phillips-
burg, NJ, USA). Sulfo-NHS-LC-biotin, biotin, streptavidin-
coated 96-well plates, antibodies and ELISA reagents were
purchased from Pierce (Rockford, IL, USA). Kinase assays
utilized Na4ATP (Roche, Indianapolis, IN, USA) and
[�-32P]ATP4� (ICN, Irvine, CA, USA). BSA was obtained
from Fisher Scientific (Fair Lawn, NJ, USA), DTT from
USBio (Swampscott, MA, USA), Tris base from EM Indus-
tries (Gibbstown, NJ USA) and all other reagents from Sigma
(St. Louis, MO, USA). Proteins were concentrated using
Centricon-10 centrifugation filter devices with a molecular
weight cutoff of 10 kDa (Millipore, Bedford, MA, USA).


Purification of His6- and GST-tagged
proteins


DNA encoding rat-His6-ERK2 and MAPKK1 R4F were
simultaneously expressed in Escherichia coli BL21
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(DE3) pLysS giving rise to the activated (dual-phosphate)
form of ERK2 and purified essentially as described,2


dialyzed overnight at 4 �C into buffer S0 (20 mM HEPES,
pH 7.3, 100 mM KCl, 0.1 mM EDTA, 0.1 mM EGTA and
2 mM DTT) containing 10% glycerol, concentrated using
a Centricon-10 filter and snap-frozen in liquid nitrogen.


DNA encoding murine-His6-Ets�138 in a pET28a
vector (Invitrogen) was expressed and purified as de-
scribed previously;24 however, DNaseI was omitted from
the lysis buffer and the Mono Q HR 10/10-purified
Ets�138 was dialyzed overnight into S0 buffer lacking
DTT at 4 �C, concentrated to 25 mg ml�1 and snap-frozen.


DNA encoding inactive rat-His6-p38 MAPK� in a
pET14b vector (Invitrogen) was expressed in E. coli
BL21 (DE3) pLysS, grown in LB containing 50 mg
ml�1 ampicillin to an OD600 0.6–0.8 at 30 �C and induced
for protein expression with 0.5 mM IPTG for 3 h. The
His6-tagged protein was purified using Ni-NTA affinity
chromatography as described,24 dialyzed overnight in S0
buffer containing 10% glycerol at 4 �C, concentrated to
2 mg ml�1 and snap-frozen.


DNA encoding the mutant GST-MAPKK6b (S207E/
T211E) fusion protein was expressed in E. coli BL21
(DE3) pLysS, grown to an OD600 of 0.6–0.8 at 30 �C in
LB containing 50mg ml�1 ampicillin, and induced with
0.5 mM IPTG for 3 h. The cells (9 g from 3.2 l) were
centrifuged at 6000 rpm at 4 �C in a GS3 rotor (Sorvall)
and the pellet was snap-frozen. The cells were thawed,
resuspended in 50 mM Tris–HCl, pH 7.5, 0.1% (v/v) 2-
mercaptoethanol, 0.1 mM PMSF, 0.1 mM TPCK, 1 mM


benzamidine, 2 mM EDTA, 2 mM EGTA, 1% (w/v) Triton
X-100, 0.25 M NaCl, and sonicated on ice (5� 30 s pulses)
to maintain a temperature lower than 4 �C. The cellular
debris was pelleted by spinning at 16 000 rpm for 15 min at
4 �C in an SS34 rotor (Sorvall). The supernatant was gently
mixed for 2 h at 4 �C with 2 ml of glutathione agarose resin
to bind the fusion protein. The agarose beads were washed
with 30 ml of 50 mM Tris–HCl, pH 7.5, 0.1% (v/v) 2-
mercaptoethanol, 0.1 mM PMSF, 0.1 mM TPCK, 1 mM


benzamidine and 0.125 M NaCl. The fusion protein was
eluted with 10 ml of 20 mM reduced glutathione dissolved
in 50 mM Tris–HCl, pH 8.0, 0.1% BME, 0.1 mM PMSF,
0.1 mM TPCK and 1 mM benzamidine to yield 1.4 mg of
total protein. The GST-MKK6b fusion protein was dialyzed
at 4 �C in buffer S0 containing 10% glycerol, concentrated
to 2 mg ml�1 and snap-frozen.


DNA encoding GST-ATF2-(1–115) was expressed and
purified as described,25 omitting protease inhibitors from
the Mono Q buffers and dialyzed into S0 buffer lacking
DTT at 4 �C.


Activation of p38 MAPKa


p38 MAPK� (4mM) and a constitutively active mutant
form of its activator (GST-MAPKK6b) (0.3 mM) were
incubated with an activation buffer containing 10 mM


HEPES, pH 8.0, 4 mM ATP, 20 mM MgCl2 and 2 mM


DTT for 3 h to phosphorylate p38 MAPK�. Activated
p38 MAPK� was purified using methods similar to
activated ERK226 and eluted from the Mono Q HR
10/10 at 0.42 M NaCl. The eluted protein was dialyzed
overnight in buffer S0 containing 10% glycerol at 4 �C,
concentrated to 2 mg ml�1 and snap-frozen. An analo-
gous reaction was carried out in the presence of
[�-32P]ATP (150 cpm pmol� 1) to determine the molar
ratio of phosphate incorporated into p38 MAPK�. This
was carried out by spotting portions of the reaction on
P81 cellulose paper26 or TCA precipitated, washed to
remove radiolabeled ATP, counted in a scintillation
counter, and determined as 2.8 mol mol�1 phosphate
(only 2 mol mol�1 is expected for active p38 MAPK�).


Biotinylation of ERK2


Biotin was covalently linked to active ERK2 to form biotin-
ERK2 (b-ERK2) using sulfosuccinimidyl-6-(biotinamido)-
hexanoate (sulfo-NHS-LC-biotin). The NHS mixed carbo-
nate reacts with primary amine side-chains to form a stable
carbamate bond with ERK2. A 2:1 mol mol�1 ratio of
NHS-LC-biotin to ERK2 was added in buffer S0 contain-
ing 1 mM ATP on ice for 2 h. ATP was added to protect
biotin incorporation into Lys-52 of ERK2, which is
required for efficient catalysis.27 Unreacted biotin was
removed using a Centricon-10 filter by buffer- exchange
(at least 3� 2 ml of buffer S0 containing 10% glycerol).
Aliquots were snap-frozen in liquid nitrogen and stored at
� 80 �C. Biotinylation was confirmed by Western blot
analysis using a horseradish-peroxidase conjugated sec-
ondary rabbit anti-goat antibody (1:10 000) and primary
goat anti-biotin antibody (1:10 000) as described by the
manufacturer (Pierce). ERK2 that was not biotinylated was
not detected in the Western blot.


Kinetic measurements of biotin-ERK2
in solution


The specific activity of ERK2 was determined by mea-
suring initial rates of radiolabeled phosphate incorpora-
tion into the substrate Ets�138 by spotting the reaction
on P81 paper as previously described.24 Reactions were
performed in a 100ml volume in the presence of 1–2 nM


b-ERK2, 11.3mM Ets�138, 10 mM MgCl2, 100mg ml� 1


BSA, and 100mM [�-32P]ATP (500–1000 cpm pmol� 1)
in buffer S0 lacking DTT at 25 �C.


Kinetic measurements of immobilized
b-ERK2


Immobilization of b-ERK2 in 96-well streptavidin-
coated plates was carried out by adding the enzyme in
binding buffer B0 (buffer S0 containing 0.1% 2-mercap-
toethanol substituted for DTT) for 2 h at 4 �C with mild
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shaking. The wells were washed once with buffer B0 to
remove the unbound b-ERK2, prior to the addition of
blocking buffer B1 (buffer B0 containing 5 mg ml�1 BSA
and 0.1mg ml�1 streptavidin, to bind any contaminating
biotin in the BSA) for 1 h at 4 �C. The wells were washed
(6� 5 min) with buffer S0 lacking DTT to remove
residual 2-mercaptoethanol in preparation for non-redu-
cing biopanning conditions. Immobilized b-ERK2 assays
were carried out in the streptavidin-coated wells using
similar conditions to the kinetic assays described above
without addition of ERK2, since it is already immobi-
lized. The number of active b-ERK2 molecules was
estimated using the observed rate constant (kobs) of
immobilized b-ERK2 and the specific activity (SA) of
b-ERK2 in solution using the equation


Active immobilized b-ERK2 ðmgÞ


¼ kobs immobilized ðnmol min
�1Þ


SA solution ðnmol min
�1


mg�1Þ
ð1Þ


Large-scale amplification and purification
of phage


K91BluKan cells were grown to late log phase at 37 �C in
200 ml of Terrific broth (TB)28 containing 100mg ml�1


kanamycin. Fd-tet bacteriophage were added after slow
shaking for 5 min to allow F-pili regeneration. Slow
shaking was continued to allow infection for 15 min.
The cultures were added to 2 l of LB containing
0.22mg ml�1 tetracycline and shaken at 300 rpm for
35 min. The concentration of tetracycline was increased
to 18mg ml�1 and shaken overnight. Purification of phage
was carried out as described29 preceding the cesium
chloride purification steps that remove trace amounts of
PEG. The purified phage were raised in TBS (25 mM


Tris–HCl, pH 7.5, 3 mM KCl, 137 mM NaCl) containing
15% glycerol and snap-frozen in liquid nitrogen. To
determine the quantity of phage, phage were titered using
serial dilutions in TBS and allowed to infect late log
phase K91BluKan cells at 25 �C for 10 min, followed by a
30 min incubation at 37 �C in 100ml of TB containing
0.2mg ml�1 tetracycline, plated on agar plates containing
40mg ml�1 tetracycline and 100mg ml�1 kanamycin, and
grown overnight to select for phage-infected E. coli. The
number of transduced units (TU) were determined by
counting the colonies that gained resistance to tetracy-
cline via bacteriophage infection.29


Biopanning conditions


Similar procedures to those described above were carried
out to immobilize b-ERK2. After blocking with BSA, the
wells were briefly washed six times with phage binding
buffer B2 (TBS containing 5 mg ml�1 BSA). The phage
were added in buffer B2 and allowed to bind immobilized


b-ERK2 for 1 h (Rounds I–III) or 20 min (Round IV) at
25 �C with mild shaking. After phage binding in the first
two rounds, 0.1 mM biotin was added for 5 min to free any
streptavidin-binding phage. The wells were washed 12
times with buffer B2 containing 0.1% Tween-20 in the first
two rounds, increasing to 0.3% Tween-20 in the third and
fourth rounds. Washes were carried out for 1 min in Round
I, extended to 10 min in Round II and 5 min in Round III
and IV. Phage were eluted for 10 min using 100ml of 0.2 M


glycine, pH 2.2, containing 1 mg ml�1 BSA and immedi-
ately buffered with 15ml of 1 M Tris–HCl, pH 9.1, follow-
ing the elution. To prepare phage for freezing, 15ml of
100% glycerol were added prior to storage at �80 �C. After
each round of biopanning, eluted phage were titered and
amplified for further rounds using phage eluted from wells
containing 4mg, 1mg and 10 ng of plated b-ERK2 follow-
ing Rounds I, II and III, respectively.


Enzyme-linked immunosorbent assay (ELISA)


Individual phage were obtained by growing a single
transduced unit (colony) overnight in 3 ml of LB contain-
ing 40 mg ml�1 tetracycline and 100mg ml�1 kanamycin.
The phage were purified in 1.5 ml centrifuge tubes by
subjecting 1200ml of cleared supernatant to two over-
night pecipitations at 4 �C by adding 200ml of 16.7%
PEG 8000 and 3.3 M sodium chloride followed by ex-
tensive mixing. The precipitated phage were raised in
100ml of TBS containing 10% glycerol, snap-frozen and
stored at �80 �C. Yields were �1� 108 TUml�1. Similar
conditions to biopanning were carried out by plating
500 ng of b-ERK2 and using �1� 108 TU of an indivi-
dually purified phage clone for binding b-ERK2 in buffer
B2 for 1 h at 25 �C. Following phage binding, the wells
were washed (12� 5 min) with buffer B2 containing
0.1% Tween-20. Phage bound to immobilized b-ERK2
were detected by horseradish peroxidase-conjugated anti-
M13 (1:5000 dilution in buffer B2þ 0.5% Tween-20)
using the hydrogen donor immunopure ABTS to reduce
hydrogen peroxide as described by the supplier (Pierce).
The colorometric assay was monitored using a 96-well
plate reader (Bio-Tek Instruments, Winooski, VT, USA)
following the absorbance at 405 nm. ELISAs using
10 mM DTT to reduce cyclic phage peptides were carried
out by adding the DTT to buffer B2 during phage binding.
ELISAs using Ets�138 to compete with phage binding
were carried out by adding Ets�138 in buffer S0 without
DTT to buffer B2 for 10 min prior to phage addition.
ELISAs using MgATP2� to compete with phage binding
were carried out by adding MgATP2� in buffer B2 10 min
prior to phage addition in buffer B2.


Synthesis and purification of peptide 20a


The peptide NH2-KKKIRCIRGWTKDIRTLADSCQY-
COOH (peptide 20a) was synthesized using Fmoc-based
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solid-phase synthesis. The crude form of the peptide
was dissolved in equilibration buffer [0.1% (v/v) tri-
fluoroacetic acid and 5% (v/v) acetonitrile] and purified
by reversed phase chromatography using an Econosil
C18 10 mm column (Alltech, Deerfield, IL, USA),
developed with a linear acetonitrile gradient of 5–
80% over 75 min using a flow-rate of 5.0 ml min�1.
Fractions absorbing at 280 nm were applied to MALDI
and analyzed for peptide purity. Pure fractions were
pooled and analyzed by ESI and determined to have a
molecular weight of 2782.6 Da.


Oxidation of peptide 20a


Pure linear peptide 20a was oxidized to form an
intramolecular disulfide bond between the cysteine
residues using iodine essentially as described.30 The
peptide was oxidized while stirring in 80% acetic acid
by dropwise addition of iodine (in 100% acetic acid)
until a pale yellow color appeared, indicating the
completion of the reaction and allowed to react for 10
further min at 25 �C. The reaction was quenched with
two volumes of water and the iodine was extracted six
times with equal volumes of dichloromethane. The
aqueous phase, containing the peptide, was lyophilized
and re-purified using reversed phase chromatography
(as described above). Analysis with ESI showed a shift
to 2780.4 Da in accordance with the cyclization of
the peptide and loss of two protons. The peptide
was >90% pure as determined by reversed phase
HPLC analysis. The concentration of peptide was
determined by denaturation in 6 M guanidine chloride
("¼ 7210 M


� 1 cm�1).31


Peptide inhibition


Inhibition studies were carried out using the active form
of ERK2 and p38 MAPK� as described previously by
measurement of radiolabeled phosphate incorporation
into protein substrates Ets�138 and GST-ATF2-(1–
115), respectively,25,26 in the presence and absence of
peptide 20a. All assays were carried out at 27 �C without
a reducing agent in S1 buffer (20 mM HEPES, pH 7.3,
100 mM KCl, 0.1 mM EDTA, 0.1 mM EGTA, 20 mM


MgCl2). ERK2/Ets�138 assays were carried out with
1 nM ERK2 and varied peptide 20a (0–50mM) using either
(a) varied Ets�138 (6.25–200mM) and fixed ATP (270 mM


or 2 mM in separate experiments) or (b) fixed Ets�138
(25mM) and varied ATP (62.5–2000mM). p38 MAPK�
assays were performed in S1 buffer containing 4 nM p38
MAPK�, varied GST-ATF2-(1–115) (3–15 mM), fixed
ATP (2 mM) and varied peptide 20a (0–20mM). Concen-
trations of all proteins were determined using either
Bradford assay32 or 6 M guanidine hydrochloride dena-
turation.31


RESULTS AND DISCUSSION


Immobilized biotinylated ERK2 is active


The active form of ERK2 was purified, biotinylated and
captured in streptavidin-coated wells via high-affinity
biotin–streptavidin interactions to obtain a solid-state
receptor for phage display biopanning. ERK2 was bioti-
nylated using NHS-LC-biotin, which covalently attached
biotin to surface-exposed primary amine groups. Bioti-
nylation was confirmed by Western blot analysis using an
antibody that specifically recognized biotin (data not
shown). The specific activity of b-ERK2 ‘in solution’
was determined (1925 nmol min� 1 mg� 1 using subsatur-
ating substrate conditions as described in the Experi-
mental section) by measuring initial rates of phosphate
incorporation into a model protein substrate Ets-1(1–138)


(Ets�138). The observed catalytic rate constant (kobs) of
b-ERK2 was within 2-fold of unbiotinylated ERK2 (data
not shown), indicating that biotinylation did not greatly
affect the activity of the enzyme.


b-ERK2 was immobilized in streptavidin-coated wells
using conditions similar to biopanning and assayed for its
ability to phosphorylate Ets�138 to determine the kobs of
immobilized b-ERK2. After plating 1 mg of the receptor
b-ERK2 for immobilization on the plates, blocking and
washing, to remove unbound b-ERK2 and BSA, immo-
bilized b-ERK2 was assayed and shown to be catalyti-
cally active towards the transcription factor Ets�138
(kobs immobilized: 0.007 nmol min�1). Using Eqn (1),
�5� 1010 molecules of immobilized b-ERK2 were
estimated to be active following the initial stages of
biopanning prior to phage addition. The activity asso-
ciated with immobilized b-ERK2 phage receptor in-
creased in a dose-dependent manner with respect to the
amount of receptor plated (data not shown) indicating
that increased concentrations of receptor led to increased
b-ERK2 capture in streptavidin-coated wells. These re-
sults further confirm the biotinylation of b-ERK2 and
demonstrate that streptavidin is capable of capturing the
catalytically active receptor using biopanning conditions
prior to the addition of phage. These data also indicate
that immobilized b-ERK2 maintains functional protein
binding sites, as indicated by its ability to phosphorylate a
protein substrate, suggesting that b-ERK2 is an excellent
receptor for phage displaying peptide targets.


Biopanning scheme for selection of
phage that bind b-ERK2


Biopanning was carried out to select for phage that bind
b-ERK2 from a large library of fd-tet bacteriophage
displaying a single polypeptide (X2CX14CX2) fused to
the N-terminus of the surface coat protein pIII.33 When
phage are produced in E. coli, the N-terminus of pIII is
exposed to the oxidized environment of the periplasm
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causing disulfide bridge formation in the phage-displayed
peptides containing cysteines, thereby, maintaining con-
formational rigidity of the peptides favored for bind-
ing.34,35 Each round of biopanning was carried out as
follows: (1) b-ERK2 was immobilized in streptavidin-
coated wells; (2) non-specific binding sites were blocked
using BSA; (3) the phage were allowed to bind the
receptor; (4) the wells were washed to remove weak
binding phage; and (5) the bound phage were eluted.
Following each round, the eluted phage were amplified in
E. coli to create multiple copies of each selected member
so that they could be re-introduced to subsequent rounds
of selection with increased selection pressures to encou-
rage the selection of tight binding phage over the weaker
binders. The stringency of selection was increased using
methods such as extending the washing times following
phage binding (to encourage the release of phage with
fast koff rates prior to the elution of those with slow koff


rates), lowering the concentration of receptor used to
capture the phage (to select for tight binding phage via
competition for rare receptor), decreasing the phage
binding time (to select for those phage with higher kon


rates) and increasing the concentration of the detergent in
the washing steps (to discourage weak and non-specific
binding). Individual phage selected in later rounds were
tested for their ability to bind b-ERK2 in a phage ELISA
to select specifically for receptor-binding phage over non-
specific binding that may be selected for by binding other
members in the phage library or the streptavidin-coated
wells. The genomic DNA of each receptor-binding phage
was purified and sequenced to determine the primary
amino acid sequence of the polypeptide displayed on the
phage surface.


Round I: non-stringent biopanning conditions
to select phage that bind b-ERK2


It is critical in early rounds to use non-stringent condi-
tions that allow the phage an opportunity to bind the
receptor since each member of the library is represented
by only a few copies and the yields of tight binding phage
are usually <1%.29 In later rounds, the selected phage are
amplified several-fold so members are not as scarce, and
the stringency of selection can be increased to select for
tighter binding phage. Therefore, 4mg of receptor were
allowed to bind the streptavidin-coated plates, biopanned
in the presence of 1.4� 1011 TU of input phage in the first
round of biopanning. These conditions allowed for a
better than 3:1 ratio of phage to b-ERK2 (these data are
based on the results that �5� 1010 molecules of b-ERK2
were able to phosphorylate Ets�138 during biopanning
conditions after plating 1 mg of b-ERK2 on the plates.
This ratio is based on TU. The physical phage particle
ratio is estimated to be 5–20-fold larger than the TU ratio
owing to the inherent low copy number of fd-tet
phage.36), giving each of the phage a sufficient opportu-


nity to bind b-ERK2. Eluted phage titers from wells
containing b-ERK2 were 1.5-fold higher (Table 1) than
those eluted from wells lacking the receptor, indicating
that the presence of b-ERK2 increases phage capture.
However, these results indicate that a significant portion
of the eluted phage were binding non-specifically to the
wells lacking receptor (non-specific binders are estimated
from the number of phage eluted from wells lacking
receptor). Therefore, the eluted phage from the receptor-
containing well were amplified and biopanned in Round
II to discriminate against the non-specific binders and
select for phage members that bound specifically to b-
ERK2.


Round II: extending wash time to select for
small koff rates


In the second round, the stringency of selection was
increased by temporally extending the washes following
phage binding to enhance selection of phage with small
koff values. Also, several concentrations of the receptor
were biopanned under identical conditions to determine
the effects of receptor concentration on phage binding.
Eluted phage were shown to increase with increasing
receptor concentrations, indicating that members of the
Round II phage pool could specifically bind b-ERK2 and
that increased receptor enhanced the binding opportu-
nities for the phage (Fig. 1). These results are consistent
with immobilized b-ERK2 phosphorylation assays of
Ets�138 that exhibited an increase in phosphorylation
of Ets�138 with respect to receptor concentration (data
not shown). The enrichment ratio, defined as the number
of eluted phage from wells containing receptor divided by
the number of phage eluted from wells lacking receptor in
a given round,37 increased in Round II to 63-fold above
non-specific binding compared with 1.5-fold in Round I
(Table 1). Enrichment ratios above unity indicate that the
phage are binding to the receptor. The increase in
enrichment ratio is expected in early rounds and indicates
an increase in selectivity for the receptor. It should also be
noted that the number of non-specific phage binding to
wells lacking the receptor also increased compared with


Table 1. Yields of eluted phage from biopanning
experiments used for subsequent roundsa


Round Plated Input Eluted Background
b-ERK2 (ng) phage (TU) phage (TU) (TU)


1 4000 7.9� 1010 2.3� 105 1.5� 105


2 1000 1.4� 1011 6.9� 107 1.1� 106


3 10 2.0� 1011 6.0� 105 1.9� 105


4 0.1 2.0� 1010 1.1� 104 4.0� 103


a In the first round, an amplified version of the original X2CX14CX2 library
was used. Thereafter, eluted phage were amplified from wells containing
the amount of plated receptor concentration shown here and added as input
phage to subsequent rounds. The concentrations of phage (TU) were
determined by titering experiments based on the number of bacterial
infections from eluted phage (see Experimental).
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Round I, albeit at a lesser extent than those phage eluted
from wells containing receptor. These results can be
explained by the fact that both b-ERK2-binding phage
and non-specific binding phage were selected for in
Round I and amplified prior to Round II. To discourage
the selection of non-specific phage in later rounds, the
amplified pool of phage should contain a large ratio of
receptor-binding to non-specific binding phage to in-
crease the chance of selecting receptor-binding phage.
Therefore, the phage eluted from wells using 1000 ng of
plated receptor were amplified for further selection.


Round III: decreased receptor concentration
to encourage phage competition


The stringency of selection was increased in Round III by
using multiple receptor concentrations during biopanning
and selecting the phage eluted from wells containing b-
ERK2 with titers just above non-specific phage binding.38


As receptor concentrations are lowered and become
limiting, phage must compete with one another for
limited receptor sites creating conditions where tighter
binders can be selected for. In addition, the detergent
concentration was increased to 0.3% Tween-20 during
washes to discriminate further against non-specific bind-
ing. The concentrations of receptor allowed to bind the
wells were 100, 10, 1 and 0 ng of b-ERK2. In wells in
which 1 ng of receptor was plated, eluted phage titers
were only �2.8-fold above non-specific binding. Single
bacteriophage were selected, amplified, purified and
subjected to an ELISA to select for phage binding
specifically to b-ERK2 (a positive signal in the presence
of receptor and no signal in the absence of receptor). Of
40 phage clones tested, 11 tested positive for receptor
binding, which is consistent with the fact that eluted
phage from this well was �2.8-fold above background


(�14 expected). Single-stranded genomic DNA was
purified from these clones and sequenced. Three of the
sequences were similar, indicating that the selected clone
bearing the peptide IRCIRGWTKDIRTLADSCQY was
being selected for more often than others. No other
sequences were identical with one another and a con-
sensus sequence was not observed. The lack of consensus
sequence is possibly due to the complexity of the library,
since all possible combinations of amino acids cannot be
represented in libraries greater than X6–7. However, it
could also be due to the fact that ERK2 recognizes and
binds a variety of amino acid combinations, where
individual amino acids make a small contribution to
binding. Single phage clones eluted from wells contain-
ing more receptor (100 ng of plated b-ERK2) showed that
17/20 were able to bind b-ERK2 in an ELISA, further
indicating that phage selected from wells containing
more receptor are more likely to bind b-ERK2 due to a
greater ratio of b-ERK2-binders to non-specific binders.


Round IV: decreased receptor


A fourth round of biopanning was carried out to deter-
mine if a consensus sequence could be reached or to
confirm the selection of similar phage from the previous
round. Receptor concentrations of 100, 10, 1, 0.1 and 0 ng
were plated and biopanned. Individual phage eluted from
wells in which 0.1 ng of receptor was plated were sub-
jected to an ELISA and phage with the ability to bind b-
ERK2 were sequenced. Six of the 13 positive phage
clones contained the peptide sequence IRCIRGWTK-
DIRTLADSCQY (termed hereafter peptide 20), also
seen in Round III (Table 2), indicating that the
selection of phage bearing peptide 20 was favored under
these conditions. Only one other sequence, HQCDSLHY-
PTSGWWATACHG (Table 2), was similar to those
selected in Round III, indicating that both displayed
peptides were selected under the conditions of Rounds
III and IV.


Figure 1. Eluted phage increase with increased receptor
concentration. Biopanning was carried out using various
amounts of plated b-ERK2 while holding the input phage
constant at 1.4� 1011 TU. Phage were allowed to bind for
1 h, washed (12� 5min) in buffer B2 containing 0.1%
Tween-20 and eluted with 0.2M glycine, pH 2.2, containing
1mgml�1 BSA. The eluted phage were equilibrated with
Tris--HCl buffer and titered as described in the Experimental
section


Table 2. Round IV ERK2-binding peptides displayed on
phagea


Clone Amino acid sequence


12 IWCNGGGMTNGLLDAVRCHS
20b,c IRCIRGWTKDIRTLADSCQY
32b HQCDSLHYPTSGWWATACHG
40 QHCQGIWKSCSKHSTKCCSL
52 TGCRTTWIRWGWGQAETCTS
55 YSCKAWNRTVSGRIASGCLW
68 MGCVRRVTRPGLAVAEACSV
76 VFCRDVTRTPFGSFAPQCMR


a Isolated phage clones selected in Round IV were tested using a phage
ELISA for the ability to bind b-ERK2. The DNA of positive clones was
purified and sequenced to determine the primary amino acid sequence of the
displayed peptide on the phage.
b Sequence also represented in phage after Round III (data not shown).
c Selected at a frequency 6 times greater than the others.
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DTT inhibition of cyclic peptide binding


To determine whether the disulfide bond cyclization of
the peptides on the phage were important for ERK2
binding, a reducing agent, DTT, was added to an ELISA
using the phage clones selected from Round IV. An
ELISA detects the ability of a population of an individual
phage to bind the receptor. The ELISA was carried out in
a manner similar to biopanning; however, instead of
eluting the receptor-bound phage, a horseradish perox-
idase-linked antibody specific for the phage coat was
used to detect the relative amount of receptor-bound
phage using a colorometric assay based on the reduction
of hydrogen peroxide. Addition of DTT during phage
binding significantly reduced the ELISA signal for all of
the phage clones, indicating that the reduction of intra-
molecular disulfide bonds in each of the phage polypep-
tides ameliorates binding to b-ERK2 (Fig. 2).35 These
results indicate that the disulfide constraint within the
displayed peptide is critical for efficient binding to b-
ERK2 and also emphasizes the importance of biopanning
in non-reducing conditions when using disulfide-con-
strained phage libraries.


Ets�138 disrupts phage binding to b-ERK2


The effects of protein–protein interactions on phage
binding to b-ERK2 were studied using the protein sub-
strate Ets�138 to elute phage during biopanning and to
inhibit phage binding using a competition ELISA. Using
Round III phage, biopanning conditions were carried out
using Ets�138 to elute phage in lieu of acidic conditions
(Fig. 3). These results show that phage can be eluted from
b-ERK2 using a protein substrate Ets�138. We hypothe-
size that ERK2-Ets�138 interactions cause the phage to
be released either through direct competition for similar
binding sites or through non-competitive release. The
non-competitive release could be due to an Ets�138-


driven conformational change of b-ERK2 which does not
allow the phage to stay bound.


A competition phage ELISA was carried out with
phage selected from Round IV using several concentra-
tions of Ets�138 to compete with phage binding using a
limited quantity of b-ERK2. The results indicate that the
presence of Ets�138 decreased phage binding to b-ERK2
in a concentration-dependent manner (Fig. 4). Conver-
sely, the addition of BSA, a protein that does not bind
ERK2, did not have a concentration-dependent effect
(data not shown). The data indicate that a protein capable
of binding ERK2 can release the bound phage or prevent
them from binding since Ets�138 is added prior to the
addition of the phage. Whether or not Ets�138 is
competing with phage for a similar binding site or simply
detaching phage due to a conformational change of the
enzyme upon substrate binding cannot be elucidated from
these experiments.


Figure 2. Phage binding to b-ERK2 decreases in the pre-
sence of a reducing agent. An ELISA was performed using
�1� 108 TU of individually purified phage clones and
500ng of plated b-ERK2 in the presence of 0mM (black)
and 10mM dithiothreitol (gray) during phage binding. A
control was performed in the absence of b-ERK2 (white),
revealing background phage binding to wells lacking DTT


Figure 3. Elution of phage that bind b-ERK2 in round III
using ERK2 substrates Ets�138 and ATP. Biopanning was
carried out using 500 ng of plated b-ERK2 and 2�1011 TU
of Round III input phage. Phage were allowed to bind for 1 h,
washed (12�5min) in buffer B2 containing 0.1% Tween-20
and, instead of acid elution, phage were eluted for 1 h using
either 233mM Ets�138 in S0 buffer (Ets�138), 2mM ATP in
S0 buffer (ATP) or S0 buffer (control)


Figure 4. Transcription factor Ets�138 reduces phage bind-
ing b-ERK2 in a phage ELISA. An ELISA was performed using
500 ng of b-ERK2 and �1� 108 TU of individually purified
phage clones in the presence of 0 mM (black), 100mM (dark
gray) and 200mM (light gray) Ets�138 added 10min prior to
phage. A control was performed in the absence of b-ERK2
and in the presence of phage (white)
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MgATP2� inhibits phage binding


The effects of a smaller non-protein substrate on phage
binding were also studied using MgATP2� to elute phage
during biopanning. MgATP2� binds ERK2 in a hydro-
phobic pocket and is required for protein phosphoryla-
tion. In the absence of a protein substrate, ERK2 can bind
MgATP2� and carry out its hydrolysis to form the
products ADP and inorganic phosphate. MgATP2�


showed the ability to elute phage during Round III
biopanning (Fig. 3) and inhibit phage binding in a phage
ELISA in a concentration-dependent manner (Fig. 5).
The mechanism by which MgATP2� is capable of eluting
phage bound to b-ERK2 during biopanning and in a
competition ELISA cannot be elucidated by these experi-
ments but is possibly due to competitive binding or
through an indirect conformational change upon binding.


Inhibition of ERK2 by cyclic peptide 20a


Since the phage displaying peptide 20 was predominantly
selected in Rounds III and IV, this peptide was chemically
synthesized and examined for inhibition of ERK2 as
measured by the phosphorylation of the protein substrate


Ets�138. This experiment accomplishes two goals: (i)
the characterization of the peptide binding ERK2 in the
absence of the phage coat proteins and (ii) an interaction
study with active ERK2 in the absence of biotin to assure
that the biotin moiety is not being recognized by the
peptide. Unfortunately, peptide 20 was not readily solu-
ble at neutral pH. To circumvent this problem, the
peptide was synthesized with three lysines attached to
the N-terminus (N-KKKIRCIRGWTKDIRTLADSCQY-
C, termed peptide 20a hereafter) that increased the
solubility of the peptide significantly. Peptide 20a was
purified using reversed phase HPLC, oxidized to form a
cyclic peptide with a disulfide bond formed between the
cysteine residues, and re-purified using reversed-phase
HPLC. Oxidation was confirmed by mass using ESI by
revealing the loss of two protons due to cyclization.


Peptide 20a inhibited ERK2 phosphorylation of
Ets�138 and a mode of inhibition was assigned for the
substrates Ets�138 and MgATP2� (Table 3). Inhibitors
are classified according to whether they affect the appar-
ent specificity constant (kcat/Km)app by affecting only the
apparent Henri–Michaelis–Menten constant Km (compe-
titive inhibition), only the apparent observed rate constant
k


app
cat (uncompetitive inhibition) or both (mixed inhibi-


tion). By plotting the data in reciprocal form as 1/v
against 1/[substrate] at various concentrations of inhibi-
tor, one can determine the mechanism of inhibition by
noting whether an inhibitor affects the slope or intercept
of a plot. A competitive inhibitor increases the slope
while maintaining a constant y-intercept, an uncompeti-
tive inhibitor increases the intercept while maintaining a
constant slope and a mixed inhibitor affects both the
slope and intercept of such plots. A mixed inhibition
pattern was seen for peptide 20a with respect to
MgATP2� (Fig. 6) and a competitive inhibition pattern
with respect to Ets�138 (Fig. 7).


As seen in Scheme 1, a productive complex leading to
a phosphorylated product (P) is formed when ERK2
binds both MgATP2� (ATP) and Ets�138 (S). In order
to bind Ets�138, ERK2 cannot be bound to the peptide
20a inhibitor (I) as determined by the competitive inhibi-
tion results. Since the inhibition of ERK2 by peptide 20a
is mixed with respect to MgATP2�, the enzyme can
bind ATP in the presence and absence of the inhibitor.


Figure 5. MgATP2� reduces phage binding b-ERK2 in a
phage ELISA. An ELISA was performed using 500 ng of b-
ERK2 and �1� 108 TU of individually purified phage clones
in the presence of 0mM ATP and 0mM MgCl2 (black), 5mM


ATP and 10mM MgCl2 (dark gray) and 10mM ATP and
10mM MgCl2 (light gray). A control was performed in the
absence of b-ERK2 and in the presence of phage (white)


Table 3. Inhibition patterns for the phosphorylation of Ets�138 by eRK2a


Varied substrate Fixed substrate Inhibitor Mechanism kobs (s�1) Km (mM) K
app
i (mM) K


app
ii (mM)


MgATP2� b Ets�138c Peptided Mixede 15.9� 0.4 91.3� 9.5 76.7� 32.9 91.0� 11.9
Ets�138f MgATP2� g Peptided Competitiveh 15.3� 0.6 13.0� 2.2 20.7� 5.5 —


a Initial velocities were measured using 1 nM ERK2, 20 mM MgCl2, 62.5–2000 mM ATP and 6.25–200mM Ets�138, 20 mM HEPES, pH 7.3, 0.1 mM EDTA,
0.1 mM EGTA, 27 �C, and an ionic strength of 0.1 M (KCl).
b 62.5–2000mM.
c 25 mM.
d 0–50mM.
e Best fit of the data according to V¼ (Vmax[S])/{Km(1þ [I]/Ki)þ [S](1þ [I]/Kii)} for mixed inhibition using global fitting in the program Scientist.
f 6.25–200mM.
g 270mM.
h Best fit of the data according to V¼ (Vmax[S])/{Km(1þ [I]/Ki)þ [S]} for competitive inhibition using global fitting in the program Scientist.
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Therefore, peptide 20a binds a region of ERK2 that is
distinct from the MgATP2� binding site.


The kinetic inhibition data are in accord with the
experimental evidence that Ets�138 competed with
phage 20 in a dose-dependent manner for binding to
ERK2 in a competition ELISA (Fig. 4). The K


app


iðEts�138Þ, a
measure of the affinity of the peptide for the enzyme, has
a similar affinity to the Km of the protein substrate


Ets�138,24 indicating that they not only compete for
the same binding site but also bind with similar affinities
(Table 3), despite their difference in size. While it
remains to be determined how peptide 20a competes
with Ets�138 for ERK2 binding, it is certainly concei-
vable that it binds a site utilized by Ets�138, which lies
outside the active site. This is consistent with the ob-
servation that the peptide is not a competitive inhibitor
for MgATP2�.


Inhibition is not specific to ERK2


A related member of the MAPK family, p38 MAPK�,
was also inhibited by peptide 20a. In this case, the kinetic
data of inhibition were best fitted to a competitive
inhibition mechanism with respect to the protein sub-
strate GST-ATF2-(1–115) (kcat¼ 0.7� 0.1 s�1, Km¼
3.6� 0.9mM, Ki¼ 5.6� 1.4mM) (data not shown). These
results indicate that peptide 20a, although selected for
ERK2 binding, is not specific for ERK2 and may recog-
nize a motif shared among this family of kinases such as a
docking groove. Indeed, both MAPK family members,
46% identical, have a number of regions of similarity that
the peptide may be recognizing. One region could be the
semi-conserved active site region responsible for peptide
substrate recognition and MgATP2�-binding. However,
peptide 20a could bind ERK2 in the presence and absence
of MgATP2�, indicating that the peptide may not be
targeting the active site. Both MAPKs share a similar
phosphorylation loop containing a phosphorylated threo-
nine and tyrosine residue required for the activation of
each enzyme. Basic residues on peptide 20a could bind
this region through recognition of negatively charged
phosphate groups, thereby inactivating the enzyme. An-
other region of similarity between p38 MAPK� and
ERK2 is the common docking domain composed of
acidic residues responsible for binding substrates, activat-
ing kinases and phosphatases.15 Several basic residues in
peptide 20a could mediate the binding to this acidic region
through electrostatic interactions. However, it has not yet
been determined whether Ets�138 and GST-ATF2-(1–115)
utilize the common docking domain on ERK2 and p38
MAPK�. It is also plausible that the peptide recognizes a
novel hot spot, conserved amongst ERK2 and p38 MAPK�,
mediating protein substrate docking.


CONCLUSIONS


We have shown that phage display can be used to select
peptides that bind the active form of ERK2. One of the
peptides selected, peptide 20a, was chemically synthe-
sized and shown to competitively inhibit the ability of
ERK2 to phosphorylate a model transcription factor
substrate, Ets�138. However, the selected peptide also
inhibited a closely related MAPK family member, p38


Figure 6. Cyclic peptide 20a exhibits a mixed inhibition
mechanism of ERK2 with respect to MgATP2� Initial velo-
cities were measured using 2 nM ERK2, 20mM MgCl2 and
25 mM Ets�138 in the presence of several fixed concentra-
tions of peptide 20a (1, 0 mM; 2, 12.5mM; 3, 25 mM; and 4,
50 mM), various concentrations of ATP (62.5--2000 mM),
20mM HEPES, pH 7.3, 0.1mM EDTA, 0.1mM EGTA, 27 �C,
and an ionic strength of 0.1M (KCl). The data were globally
fitted to the equation V¼ (Vmax[S])/{Km(1þ [I]/Ki)þ [S](1þ
[I]/Kii}) using the program Scientist


Figure 7. Cyclic peptide 20a exhibits a competitive inhibi-
tion mechanism of ERK2 with respect to Ets�138. Initial
velocities were measured using 1 nM ERK2, 20mM MgCl2
and 270mM ATP in the presence of several fixed concentra-
tions of peptide 20a (1, 0 mM; 2, 12.5mM; 3, 25 mM; and 4,
50 mM), and various concentrations of Ets�138 (6.25--
200mM), 20mM HEPES, pH 7.3, 0.1mM EDTA, 0.1mM


EGTA, 27 �C, and an ionic strength of 0.1M (KCl). The
data were globally fitted to the equation V¼ (Vmax[S])/
{Km(1þ [I]/Ki)þ [S]}) using the program Scientist


Scheme 1
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MAPK�. These results suggest that there may be a hot
spot on ERK2 and p38 MAPK� that has evolved to bind
ligands and serves as a superficial target for phage
display. In nature, this same region on ERK2 may act
to entice other ligands within the cell to bind.


Acknowledgements


We thank Dr George Georgiou for the use of the 96-well
plate reader (Bio-Tek Instruments). We also thank Sandie
Smith for her work on the peptide synthesis. We acknowl-
edge the Welch Foundation (Grant F-1390) and the
National Institutes of Health (Grant GM59802) for their
financial support.


REFERENCES


1. Canagarajah BJ, Khokhlatchev A, Cobb MH, Goldsmith EJ. Cell
1997; 90: 859–869.


2. Khokhlatchev AV, Canagarajah B, Wilsbacher J, Robinson M,
Atkinson M, Goldsmith E, Cobb MH. Cell 1998; 93: 605–615.


3. Cobb MH, Hepler JE, Cheng M, Robbins D. Semin. Cancer Biol.
1994; 5: 261–268.


4. De Azevedo WF Jr, Mueller-Dieckmann HJ, Schulze-Gahmen U,
Worland PJ, Sausville E, Kim SH. Proc. Natl. Acad. Sci. USA
1996; 93: 2735–2740.


5. Engh RA, Girod A, Kinzel V, Huber R, Bossemeyer D. J. Biol.
Chem. 1996; 271: 26157–26164.


6. Xu RM, Carmel G, Kuret J, Cheng X. Proc. Natl. Acad. Sci. USA
1996; 93: 6308–6313.


7. Tong L, Pav S, White DM, Rogers S, Crane KM, Cywin CL,
Brown ML, Pargellis CA. Nat. Struct. Biol. 1997; 4: 311–316.


8. Wilson KP, McCaffrey PG, Hsiao K, Pazhanisamy S, Galullo V,
Bemis GW, Fitzgibbon MJ, Caron PR, Murcko MA, Su MS.
Chem. Biol. 1997; 4: 423–431.


9. LoGrasso PV, Frantz B, Rolando AM, O’Keefe SJ, Hermes JD,
O’Neill EA. Biochemistry 1997; 36: 10422–10427.


10. Davies SP, Reddy H, Caivano M, Cohen P. Biochem. J. 2000; 351:
95–105.


11. Traut TW. Mol. Cell. Biochem. 1994; 140: 1–22.


12. Knighton DR, Zheng JH, Ten Eyck LF, Xuong NH, Taylor SS,
Sowadski JM. Science 1991; 253: 414–420.


13. Parang K, Till JH, Ablooglu AJ, Kohanski RA, Hubbard SR, Cole
PA. Struct. Biol. 2001; 8: 37–41.


14. Schulman BA, Lindstrom DL, Harlow E. Proc. Natl. Acad. Sci.
USA 1998; 95: 10453–10458.


15. Tanoue T, Adachi M, Moriguchi T, Nishida E. Nat. Cell Biol.
2000; 2: 110–116.


16. Tanoue T, Maeda R, Adachi M, Nishida E. EMBO J. 2001; 20:
466–479.


17. Takeda DY, Wohlschlegel JA, Dutta A. J. Biol. Chem. 2001; 276:
1993–1997.


18. Lowman HB, Bass SH, Simpson N, Wells JA. Biochemistry 1991;
30: 10832–10838.


19. Koivunen E, Gay DA, Ruoslahti E. J. Biol. Chem. 1993; 268:
20205–20210.


20. Giebel LB, Cass RT, Milligan DL, Young DC, Arze R, Johnson
CR. Biochemistry 1995; 34: 15430–15435.


21. Fernandez A, Scheraga HA. Proc. Natl. Acad. Sci. USA 2003;
100: 113–118.


22. Scott JK, Smith GP. Science 1990; 249: 386–390.
23. Zwick MB, Bonnycastle LL, Noren KA, Venturini S, Leong E,


Barbas CF III, Noren CJ, Scott JK. Anal. Biochem. 1998; 264:
87–97.


24. Waas WF, Dalby KN. Protein Expr. Purif. 2001; 23: 191–197.
25. Waas WF, Lo HH, Dalby KN. J. Biol. Chem. 2001; 276:


5676–5684.
26. Waas WF, Dalby KN. J. Biol. Chem. 2002; 277: 12532–12540.
27. Robinson MJ, Harkins PC, Zhang J, Baer R, Haycock JW, Cobb


MH, Goldsmith EJ. Biochemistry 1996; 35: 5641–5646.
28. Tartof KD, Hobbs CA. Bethesda Res. Lab. Focus 1987; 9.
29. Smith BP, Scott JK. Methods Enzymol. 1993; 217: 228–257.
30. Annis I, Hargittai B, Barany G. Methods Enzymol. 1997; 289:


198–221.
31. Gill SC, von Hippel PH. Anal. Biochem. 1989; 182: 319–326.
32. Bradford MM. Anal Biochem. 1976; 72: 248–254.
33. Wang B, Yang H, Liu YC, Jelinek T, Zhang L, Ruoslahti E, Fu H.


Biochemistry 1999; 38: 12499–12504.
34. Luzzago A, Felici F, Tramontano A, Pessi A, Cortese R. Gene


1993; 128: 51–57.
35. McLafferty MA, Kent RB, Ladner RC, Markland W. Gene 1993;


128: 29–36.
36. Smith GP. Virology 1988; 167: 156–165.
37. Sidhu SS, Lowman HB, Cunningham BC, Wells JA. Methods


Enzymol. 2000; 328: 333–363.
38. Barrett RW, Cwirla SE, Ackerman MS, Olson AM, Peters EA,


Dower WJ. Anal. Biochem. 1992; 204: 357–364.


PHAGE DISPLAY IDENTIFIES NOVEL PEPTIDES 471


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 461–471








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2004; 17: 735–739
Published online in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/poc.788


Why biphenyl configuration still matters
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ABSTRACT: More than 40 years ago, Kurt Mislow synthesized restrained biphenyl derivatives, classically resolved
them and correlated their absolute configuration with the sign of the Cotton effect. We have encountered biphenyl
dyes in mixed crystals and crystalline tissues that were presumably resolved by interaction with chiral crystal facets or
by adsorption to biopolymers. Understanding association mechanisms required that we likewise determine the
absolute configuration, but inside organized media which traditionally do not reveal optical rotation or circular
dichroism because of the dominance of linear anisotropies. We therefore recently invented the first circular extinction
imaging microscope that can detect circular dichroism in low-symmetry media, and also a new effect in crystal optics
that we call anomalous circular extinction. Here, we show what information can be obtained from dyed, organized
substances containing biphenyl derivatives by exploiting this new tool. Copyright # 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


Our study of dyeing crystals1 was stimulated more than
10 years ago by the photograph shown in Plate 1 of
K2SO4 crystals grown with the dye Brilliant Congo R
(1).2 While we have made extensive studies of the linear
dichroism (LD) and linear birefringence (LB) of such
anomalous mixed crystals in an effort to understand gross
violations of the principle of isomorphism, two outstand-
ing problems remain which are illustrated in Plate 2. For a
given view along a birefringent direction, we cannot
distinguish the two crystals (a) and (b) through measure-
ments of LD because the dye transition dipole moments
make equal projections on the eigendirections of the
medium, a mirror symmetric 2D crystal in this case.
However, the mode of association with the crystal facets
[(11) and (11)] is different in the two models; the long
axis of the dye is parallel to the faces in (a) but is
perpendicular in (b). Hence we cannot know the recogni-
tion mechanism, a consequence of the ambiguity in the
absolute orientation. If our dye is an equilibrium racemic
mixture as in (c) and (d), then even if we were to know the
absolute orientation of transition moment with respect to
the eigendirections, we cannot know the absolute config-
uration of the enantiomer associated with a particular
facet. Both ambiguities of absolute orientation and abso-
lute configuration can in principle be resolved with a new
tool, a circular extinction imaging microscope (CEIM)
that is described here.


In the late 1950s and early 1960s, Kurt Mislow
established the correlation between resolved biaryl con-


figuration and the sign of the Cotton effect.3 However,
there are many equilibrium racemic mixtures of intrinsi-
cally chiral chromophores such as biaryls or triaryl-
methyls, commonly resolved by ordered media but at
the same time embedded within them and thus discon-
nected from traditional solution-phase stereochemical
analyses. Besides 1 in K2SO4, consider Congo Red (2),
a common histological stain, that is used to reveal
proteinaceous amyloid plaques associated with a variety
of neurodegenerative disorders including Alzheimer’s
disease (Plate 1). What is the configuration of the biaryl
associated with the twisted peptide fibrils that comprise
the highly anisotropic plaque? Despite an enormous
literature on the mechanism of association of 2 with
amyloid,4 no researchers have addressed what for
Mislow would have been the essential questions of
enantioselectivity and configuration because of the ab-
sence of tools for making chiroptical measurements in
organized media.


We set out to study the stereochemistry of biaryl
chromophores such as 1 and 2 in the two types of dyed
media represented in Plate 1: (1) dyed crystals, the
objects of our long-standing investigation,1 and (2)
dyed crystalline tissues as are common in histological
preparations.5 In the first instance we are well practiced,
and in the second we are just now gaining experience.
However, the questions we ask are essentially the same
whether we are studying 1 in K2SO4 or 2 in amyloid
plaques. As such, both inquiries will inform one another
when pursued in tandem.


AN ASIDE: THE CONGO IN BERLIN


No curious reader will fail to wonder why the two
compounds introduced thus far, 1 and 2, were named
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after the Congo. The reason, revealed by Steensma,6 can
be traced to events in Berlin, Kurt Mislow’s home town,
and therefore not entirely irrelevant in this context.


From 15 November 1884 through 26 February 1885,
representatives of the European powers gathered in
Berlin at the behest of Chancellor Bismarck in order to
‘carve-up’ the Congo basin. This was a major geo-
political event, later to be known as the Berlin West
African Conference.7 It was widely followed in major
newspapers and the name ‘Congo’, evocative of an exotic
locale, was on the tips of tongues of cosmopolitan
Europeans.


The azo dyes were developed at this time. Congo Red
(2), the first so-called direct textile dye not requiring a
mordant, was synthesized by Böttinger in 1883 at the
Friederich Bayer Company. Böttinger left his employer,
patented the compound under his own name and then sold
the patent to AGFA in 1885. AGFA made a fortune
selling 1 as ‘Congo Red’. The naming of this dye and
others after the Congo was undoubtedly a marketing ploy,
intended to conjure a sense of exciting, new vistas. Given
the unfortunate history of the Belgians in King Leopold’s
Congo Free State, today, ‘Congo Red’ conjures a sense of
venality.8


CIRCULAR EXTINCTION IMAGING
MICROSCOPY


For generations, measurements of chiroptical properties,
circular dichroism (CD) or optical rotation (OR), of
organized media9 have foundered on much larger linear
anisotropies absent in isotropic solutions. In 1982,
Maestre and Katz adapted a Carey spectropolarimeter
to a microscope10 for single point measurements of the
CD spectra of chromatin. [CD is a special case of circular
extinction (CE), the differential transmission of left and
right circularly polarized light (CPL), albeit the most
important and commonly measured]. They had to over-
come instrumental artifacts11 arising from electronic
polarization modulators in commercial instruments that
typically generate sinusoidally varying polarization
states,12 thereby introducing a small admixture of linearly
polarized light into the circularly polarized output. Re-
sidual ellipticity, when coupled with the LB and LD of
ordered media, generates false CD signals.13,14 Strain in
photoelastic modulators (PEMs) compounds these arti-
facts.15 Attempts have been made to skirt these problems
by adding additional modulators,16 rotating the sample17


and performing complex analytical transformations of
independent chiroptical measurements.18 The latest con-
tribution to the chemical literature on the CD spectra of
anisotropic media was published by Kuroda et al., in
collaboration with JASCO.19 They tailored a CD spectro-
polarimeter for solid-state samples by selecting a photo-
multiplier tube with the smallest polarization bias and a
PEM with the least residual static birefringence.


The most recent advances in light detection, charge-
coupled devices (CCDs), have not been coupled to CD
spectropolarimeters because, operating at 1 kHz, CCDs
are incompatible with PEMs that operate at �100 kHz.
While others are trying to force compatibility20 by
speeding up the CCD21 or slowing the electronic mod-
ulation,22 these designs remain constrained by limited
spectral ranges, noise and parasitic ellipticities.23


We constructed the first visible light circular extinction
imaging microscope (CEIM).24 In our CEIM we em-
ployed CCD detection to make images by eschewing
electronic polarization modulation in favor of apparently
retrogressive mechanical modulation of near perfect
CPL—akin to the original procedure of Cotton.25 Moxon
and Renshaw in 199026 and Kremers and Meekes in
199527 each built single-point CD spectropolarimeters
for anisotropic media via schemes using mechanical light
modulation. We further abandoned broadband �/4 mod-
ulation in favor of a variable retarder that is tilted so that
it functions as a perfect �/4 plate at each wavelength.


To demonstrate the viability of CD imaging micro-
scopy, we chose crystals of 1,8-dihydroxyanthraquinone
(3). Despite the clearly tetragonal morphology and x-ray
crystal structure [P41(3)]


28 of 3, the crystals showed
pronounced LB along [001], the direction that should
be the optical axis.29,30 Stress resulting from twinning
could account for the anomalous birefringence, but we
could not detect any such twinning in Laue patterns. Only
pernicious enantiomorphous twinning could so go un-
noticed. We therefore examined the crystals under the
CEIM. CD micrographs (Plate 3), recorded at 515 nm,
show mirror image domains as red (CD is positive) and
blue (CD is negative) heterochiral pinwheels.24 These
images are independent of azimuthal sample rotation.
This test is the surest way to rule out linear biases in the
optical train.


When we examined crystals of K2SO4 stained with
biarylazosulfonates, like Buckley’s sample shown in
Plate 1, we observed in thin sections a chromatic phe-
nomenon that we initially attributed to optical rotatory
dispersion resulting from the resolution of chiral dyes
between mirror image {111} facets.31 We observed
signals of opposite signs in the CEIM for these mirror
image domains; however, unlike in 3, when we flipped
the mixed crystals over, the sign of the apparent CD
signal changed. We attributed this behavior to a new
phenomenon in crystal optics, to which we gave the name
anomalous circular extinction (ACE), that we previously
observed by more laborious means, and ascribed to
Rayleigh scattering.31 A fuller analysis including the
dispersion of the new effect showed that the phenomenon
is associated with absorption.32 ACE can come about
when strong oscillators are remotely separated from one
another, yet oriented in a biased manner with respect to
the eigenmodes of the medium in which they are em-
bedded (Plate 2). The CPL, which becomes elliptical on
passing through the sample is preferentially absorbed
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Plate 1. Organized media having interacted with equilibrium racemic mixtures of biaryl dyes. (a) Photograph, from Ref. 2, of
K2SO4 crystal with Brilliant Congo R (1) in the {111} growth sectors whose corresponding facets are chiral and pairwise
enantiomorphous, being related to one another by the three orthogonal mirror planes of the achiral crystal. (b) Proteinaceous
amyloid plaque (10 mm thick) stained with Congo Red (2), from the brain of a deceased Alzheimer’s disease subject


Plate 2. Schematic representations of 2D crystals with three growth sectors, two of which (11) and (11) orient and overgrow
dyes. In pair (a) and (b) we can not know the absolute orientation of the dyes with respect to the eigenmodes. In pair (c) and (d)
with a dye that is an equilibrium racemic mixture, we cannot know the absolute configuration of the enantiomers associated
with the (11) and (11) mirror image facets without a mechanism for detecting chirality in orienting media
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Plate 5. Transformation properties of CD and ACE. Flipping the sample about a vertical axis changes the sign of ACE (thus the
picture appears unaltered) whereas the sign of intrinsic CD is independent of the sign of the wavevector


Plate 4. (a) Photograph of LiKSO4 dyed with 4. View along [100]. Dashed red lines indicate mirrors. (b) CEIM micrograph.
Orthogonal mirrors separate the vertically and horizontally related {110} domains


Plate 3. Two CD micrographs of enantiomorphous twins in 1,8-dihydroxyanthraquinone (3)
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when the azimuthal orientation of the ellipse best
matches the inclination of the dipoles. ACE, we discov-
ered, is an effect that can in principle solve the ambiguity
of absolute orientation.


We recently discovered that ACE is strong in LiKSO4


crystals that have oriented and overgrown the dye
Chicago Sky Blue (4). Dyed, hexagonal crystals (P63)33


are represented in Plate 4. The {001} growth sectors were
heavily colored whereas the {011} growth sectors were
less optically dense by a factor of 4. When viewed
through the (100) face, the crystals showed a strong
differential transmission near the absorption maximum
of the dye in the lightly dyed sectors. Curiously, the
micrograph showed oppositely signed CE in adjacent
{011} sectors. The opposing signs between quadrants is
a consequence of the well-known enantiomorphous twin-
ning of LiKSO4 previously revealed by x-ray topography
that are dramatically shown in the CE micrographs.34


From the signs of the effect, we can surmise that the
dipoles are oriented with respect to the {001} growth
sectors as in Plate 2(b) as opposed to Plate 2(a).


Our CEIM microscope measures simultaneously CD
and ACE. These speak to absolute configuration and
absolute orientation, respectively. However, in order to
use these convolved effects to make stereochemical
judgements, we must be able to distinguish and separate
them from one another. This can be done by comparing
their behavior when the sample is transformed (Plate 5) if
one effect is dominant. If CD and ACE are of comparable
magnitude they can be separated through their distinct
dependences on phase. We have shown24 that CD is
proportional to sin�/� whereas ACE is proportional
to sin2(�/2)/(�/2) (Fig. 1).32 Therefore, by comparing
images from samples successively thinned by cleavage
or polishing, we can plot our expectations for the com-
bined effects with appropriate weighting factors.


DYEING CRYSTALS VERSUS DYEING
CRYSTALLINE TISSUES: AMYLOIDOSIS


We circumscribed the science of dyeing crystals,1 and
aspired to bring our understanding of dyes in organized
media to the study of chemical histology.36 Ambronn was
the only scientist who previously considered both crystal
and tissue dyeing. Best remembered for his observation
of LD from dye-stained cell membranes,37 he also
observed the LD from 2, aligned within sucrose.38 While
he gave no adequate crystallographic description of his
dyed crystals, we observed that the f110g39 faces recog-
nize the dye, thus labeling the polar axis.


Compound 2 is most widely used for studying amy-
loidosis,40 the deposition of insoluble peptide fibrils41 as
plaques42 that are associated with a variety of devastating
disorders, including Alzheimer’s disease (AD).43 Amy-
loid absorbs 2 and displays characteristic LD and LB
that are used in the post mortem diagnosis of AD. Our
current understanding of amyloid structure comes from
synthetic peptides,44 inadequate models of in situ pla-
ques. Researchers have argued that new methods for
studying amyloid must be developed if we ever hope to
understand the relationship of amyloid to neurodegene-
racy.45 In principle, CD and ACE imaging are such
methods. CD has frequently been used to monitor the
conformational changes of amyloid peptides.46–49 CD
can be used to exploit the process of staining with 2.
While solutions of 2 are not optically rotatory, induced
CD in the visible was seen in its complexes with chiral
polypeptides and interpreted in terms of particular host–
guest interactions.50–52


Two helical arrangements of 2 need to be sorted out in
amyloid plaques, the biphenyl configuration and the
supramolecular chirality.53 Roterman and co-workers54


predicted by molecular dynamics that amphililic dyes
such as 1 and 2 form helical aggregates with the biaryl
moieties stacked and rotated with respect to one another
(Fig. 2). Such an aggregate should give a characteristic
bi-signate exciton coupled CD spectrum.55 Evidence has
accumulated that 2 preserves its supramolecularity in
complexation with amyloid proteins.56 Only by knowing


Figure 1. Dependence of CD (A) and ACE (B) and their sum
(C) equally weighted, the total circular extinction (CE), on
the phase difference, �. The sum contains the proportions of
the two effects that can be plotted experimentally by
measuring circular extinction as a function of � by successive
sample thinning


Figure 2. Cartoon of helical aggregate of 2 based on
molecular dynamics simulations of Roterman and co-
workers 54
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the state, orientation and configuration of the dye can we
understand association mechanisms. Understanding me-
chanism is important because 2 not only reveals amyloid
but inhibits its formation.57


CD and ACE signals from amyloid are small in the
present configuration of the CEIM. However, our LB and
LD imaging has already revealed aspects of plaque
structure that were not previously known, especially the
disordered cores.58 Moreover, we have unambiguously
established the orientation of the dipoles of 2 with respect
to the fibrils, a matter of considerable controversy.59 We
aspire to rebuild and refine the CEIM, currently fabri-
cated from spare parts, using optical components of the
highest optical quality in order to detect small optical
perturbations. At that stage we will be prepared to begin a
general investigation of the stereochemistry of biological
stains in action.
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39. Döhl B, Follner H. Cryst. Res. Technol. 1992; 27: 3–12; Sgualdino


G, Aquilano D, Vaccari G, Mantovani G, Salamone A. J. Cryst.
Growth 1998; 192: 290–299.


40. Sipe JD. Crit. Rev. Clin. Lab. Sci. 1994; 31: 325–354.
41. Lynn DG, Meredith SC. J. Struct. Biol. 2000; 130: 153–173.
42. Sipe JD, Cohen AS. J. Struct. Biol. 2000; 130; 88–98.
43. Hardy J, Selkoe DJ. Science 2002; 297: 353–356.
44. Burkoth TS, Benzinger TLS, Urban V, Morgan DM, Gregory DM,


Thiyagarajan P, Botto RE, Meredith SC, Lynn DG. J. Am. Chem.
Soc. 2000; 122: 7883–7889.


45. Kisilevsky R. J. Struct. Biol. 2000; 130: 99–108.
46. Hollosi M, Otvos L Jr, Kajtar J, Percel A, Lee VMY. Pept. Res.


1989; 2: 109–113; Fabian H, Szendrei GI, Mantsch HH, Otvos L
Jr. Biochem. Biophys. Res. Commun. 1993; 191: 232–239; Barrow
CJ, Yasuda A, Kenny PTM, Zagorski MG. J. Mol. Biol. 1992;
225: 1075–1093.


47. Safar J, Roller PP, Gajdusek DC, Gibbs CJ Jr. Protein Sci. 1993; 2:
2206–2216.


48. McCubbin WD, Kay CM, Narindrasorasak S, Kisilevsky R.
Biochem. J. 1988; 256: 775–783.


49. Hu H-Y, Li Q, Cheng H-C, Du H-N. Biopolymers 2001; 62:
15–21.


50. Yamamoto H, Nakazawa A, Hayakawa T. J. Polym. Sci., Polym.
Lett. Ed. 1983; 21: 131–138.


51. Edwards R, Woody R. Biochem. Biophys. Res. Commun. 1977;
79: 470–476; Biochemistry 1979; 18: 5197–204; J. Phys. Chem.
1983; 87: 1329–1337.


52. Cooper TM, Stone MO. Langmuir 1998; 14: 6662–6668.


738 B. KAHR, W. KAMINSKY AND K. CLABORN


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 735–739







53. Siegel J (ed.). Supramolecular Stereochemistry, NATO ASI Series
C: Mathematical and Physical Sciences, vol. 473. Kluwer:
Dordecht, 1994.


54. Skowronek M, Roterman I, Konieczny L, Stopa B, Rybarska J,
Piekarska B. J. Comput. Chem. 2000; 21: 656–667; Skowronek
M, Stopa B, Konieczny L, Rybarska J, Piekarska B, Szneler E,
Bakalarski G, Roterman I. Biopolymers 1998; 46: 267–281.


55. Harada N, Nakanishi K. Circular Dichroic Spectroscopy–Exciton
Coupling in Organic Stereochemistry. University Science Books:
Mill Valley, CA, 1983.


56. Stopa B, Konieczny L, Piekarska B, Roterman I, Rybarska J,
Skowronek M. Biochemie 1997; 79: 23–26; Rybarska J, Piekarska


B, Koneiczny L, Roterman I. Arch. Immunol. Exp. Ther. 1988;
36: 609–621; Roterman I, No KT, Piekarska B, Kaszuba J,
Pawlicki R, Rybarska J, Konieczny L. J. Physiol. Pharmacol.
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epoc ABSTRACT: The energies of a number of oligoacetylenes are compared in a homodesmic reaction with benzene.
Assessment of the open vs closed form of a conjugated triene is presented along with a perspective on the pursuit of
quantitative scales for ‘aromaticity’. Copyright # 2004 John Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience


KEYWORDS: benzene; oligoacetylenes; aromaticity scale


Benzene is the archetype of ‘aromaticity’ and the only
molecule for which a consensus about its being aromatic
has been reached. For an instructive discussion on this very
point, see the discussion proceedings between Heilbronner
and Binsch at the Jerusalem Symposium.1 ‘Aromatic’
stabilization energy plays a special role in such discus-
sions.2,3 Polyacetylene shares a bonding representation
with multiple repeats of ‘open’ benzene.4–6 The energy of
an n-unit polyacetylene compared with one of n–3m units
plus m benzenes gives an assessment of the relative
stability of ‘open’ vs ‘closed’ benzene. Can comparison
with oligoacetylene yield similar information?


Geometries for benzene (A), ethylene (B), octatetraene
(C), tetradecaheptaene (D) and icosadecaene (E) were
optimized at the B3LYP/DZV(2d,p) level of theory, and
energies were further assessed at B3LYP/DZV(2d,p),
RHF/DZV(2d,p),and MP2/DZV(2d,p) levels at the opti-
mized geometries (see Supplementary material) [struc-
tural computations of all compounds were performed
using hybrid density functional methods (HDFT). The
HDFT method employed Becke’s three-parameter func-
tional7 in combination with non-local correlation pro-
vided by the Lee–Yang–Parr expression8,9 that contains
local and non-local terms, B3LYP. Dunning’s
DZV(2d,p)10 double-valence basis set was employed.
Single-point energy computations were performed on
optimized structures using MP211 dynamic correlation
treatment].13 Evaluation of a series of six homodesmic
reactions (AþB¼C; AþC¼D; AþD¼E; 2*
AþB¼D; 2* AþC¼E; 3* AþB¼E) for the all-


cis, all-trans and one mixed cis–trans oligoacetylene
configuration revealed a rapid convergence of values at
each level of theory (Table 1).


The all-cis comparison provided higher stabilization
energies for benzene (21.2, 29.9 and 24.3 kcal mol�1 for
HDFT, RHF and MP2, respectively) than the all-trans
comparison (14.5, 23.9 and 19.0 kcal mol�1). The larger
cis values could arise from the 1,4-interactions between
in-plane hydrogens, which are present in the cis but not
the trans forms nor in benzene . A simple test of this was
to compare energetics obtained from 1þ 2¼ 3 using the
(trans, trans), (cis, cis) and (trans, cis) forms (Table 2).


In all cases, RHF predicts higher benzene stabilization
than oligoacteylene, followed by MP2 and HDFT . These
molecules are all highly conjugated and therefore con-
sideration of dynamic correlation is expected to provide a
better assessment of the energetics. Clearly, HDFT and
MP2 not only provide different ways of accounting for
dynamic correlation, but also predict different energetic
significance of it. The HDFT methods predict lesser
stabilization for the closed benzene form.


Regardless of which analysis one chooses, the results
predict either a significant stabilization of the open form
within a polyacetylene backbone or, conversely, a much
lower aromatic stabilization energy for benzene than
generally estimated by classical assessments (ca
36 kcal mol�1).2 The clear message here is that an open
triene within a conjugated polyacetylene is stabilized
substantially.


What about higher order annulenes? They too should
share this bond representation analogy with polyacetylene.
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For example, [18]-annulene (F) plus B should equate to
E. This equation shows F to be a mere 10 kcal mol�1


more stable as a closed ‘aromatic cycle’ than as an open
unit within a conjugated polymer. Similarly, prediction of
the energy of the homodesmic reaction for F plus six
ethylenes going to form three butadienes plus three
hexatrienes using HDFT methods yields 17.9 kcal mol�1


(22.9 kcal mol�1 with zero point corrections) and agrees
reasonably well with the experimental value of
19.0 kcal mol�1.13,14 Indeed, the entire [18]-annulene
with three times the extent of benzene has about the
same stabilization energy per mole.15 A related homo-
desmic comparison between three benzenes and F reveals
that F is much less stable per conjugated unit.16


What should we make of these specific predictions?
They are certainly testable and could have implications in
the design of conjugated materials.5 However, does this
represent a new definition for a quantitative assessment of
aromaticity? No! . . . nor does any existing scheme pur-
porting to do so.


Arguments over definitions are often the most personal
and counterproductive aspects of science. Defining scales
of aromaticity creates special problems as aromaticity has
a long colloquial multicultural history, an ambiguous or
multivariate correlation to experiment and an idiomatic
usage.17–19 There are numerous historical aromatic qua-
lities of benzene. From studies on benzene,20 semi-
quantitative definitions of ‘aromaticity’ have arisen using
structure, stability, reactivity, magnetic character and
spectroscopy, to name but a few.21–25 In every case,
benzene is the standard, although in each case a different
physical chemical property is measured. Some of these
properties loosely correlate with one another for selected
subsets of compounds, but for the most part, each has its
own general importance to understanding chemistry.


Why would anyone (a) force the use of an ad hoc
multivariate equation of the phenomena to rank ‘aroma-
ticity’ or (b) chose to redefine a perfectly respectable
single experimental measurable as a rank for ‘aromati-
city’? Perhaps this comes from a common misconception
that quantitative science is always more rigorous and
therefore better than qualitative science. Perhaps there is
an irrational drive to quantify ‘aromaticity’ motivated by
the emphasis of the term’s importance rather than the
chemistry.


If someone talks about a being more ‘aromatic’ than b,
what does this communicate chemically? At present, it
might mean that the ‘ring current’, as gauged from an
NMR property, is large, or that the relative heat of
formation compared with a ‘non-aromatic’ reference is
lower, or . . . it depends on the context of the statement
and the intent of the author. Without a clear understanding
of these, the usage is ambiguous. So then, would it not be
great to have a unique definition of aromaticity, you might
ask? Well, let us look at the two scenarios presented
above: forcing an ad hoc multivariate equation; or select-
ing and redefining an existing experimental measure.


In the first approach presented above, we could assem-
ble together all of (or some agreed upon subset of) the
characteristics ever used to characterize aromaticity and
scale them. Then, we could create a weighted multi-
variate equation that would uniquely give a value to the
aromatic character of each compound. Now, when some-
one says a is more aromatic than b, you would be sure
there was a unique solution. But, so what? In order to get
anything chemically meaningful from the comparison
you would have to go and look up the equation, consider
the scaling and weighting of parameters and filter them
into your chemical situation. As pilpul for a Talmudic
scholar, this might deserve praise, but it is counterprodu-
ctive obfuscation by a scientist because the mutlivariate


Table 1. Relative energetics of oligoacetylenes [kcalmol�1


(1 kcal¼ 4.184kJ)] using [ethyleneþ3�benzene] as reference
pointa,c


All-cis All-trans n� 1 trans
Reaction isomer isomer isomer


E
B3LYP/DZV(2d,p) 63.3 (21.1)b 46.4 (14.5) 48.4 (14.6)
RHF/DZV(2d,p) 87.0 (29.9) 70.6 (23.9) 72.4 (23.8)
MP2/DZV(2d,p) 74.0 (24.3) 60.5 (19.0) 62.0 (19.0)


DþA
B3LYP/DZV(2d,p) 42.1 (21.1) 31.9 (14.7) 33.8 (14.8)
RHF/DZV(2d,p) 57.1 (29.8) 46.7 (23.5) 48.6 (23.4)
MP2/DZV(2d,p) 49.7 (24.4) 41.5 (19.3) 43.0 (19.4)


Cþ 2(A)
B3LYP/DZV(2d,p) 21.0 (21.0) 17.2 (17.2) 19.0 (19.0)
RHF/DZV(2d,p) 27.3 (27.3) 23.2 (23.2) 25.2 (25.2)
MP2/DZV(2d,p) 25.3 (25.3) 22.2 (22.2) 23.6 (23.6)


Bþ 3(A) 0.0 0.0 0.0


a Values in parentheses represent the difference between the entry shown
and the corresponding entry in the row below.
b Relative to ethyleneþ 3�benzenes.
c All geometries optimized at B3LYP/DZV(2d,p).


Table 2. Calculated bond separation reactions (kcalmol�1)


All-cis All-trans n� 1 trans
Reaction isomer isomer isomer


DþA!E
B3LYP/DZV(2d,p) �21.2 �14.5 �14.5
RHF/DZV(2d,p) �29.9 �23.9 �23.8
MP2/DZV(2d,p) �24.3 �19.0 �19.0


CþA!D
B3LYP/DZV(2d,p) �21.1 �14.8 �14.9
RHF/DZV(2d,p) �29.8 �23.5 �23.4
MP2/DZV(2d,p) �24.4 �19.3 �19.3


BþA!C
B3LYP/DZV(2d,p) �21.0 �17.2 �19.0
RHF/DZV(2d,p) �27.3 �23.2 �25.2
MP2/DZV(2d,p) �25.3 �22.2 �23.6
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equation merely assembles parameters, but does not
condense them in a physically meaningful way (pilpul:
a dialectic method of Talmudic study, consisting of
examining all of the arguments pro and con in order to
find a logical argument for the application of the law and
at the same time sharpen the wit of the student).


In the second approach, one might find a quantitative
physical property, X, that was convenient to measure or
compute for general compounds. If that property, X, was
also exceptional for benzene, one might then define that
greater (or lower) values of X implies more aromatic
character. Now, when someone says that a is more
aromatic than b, you would know the precise meaning
and even the chemical relevance. Again, so what?


‘But’, you might object to our cynicism, ‘here we have
a unique order and chemical significance, what more do
you want?’ Nothing, we would reply; however, we
already have those features in X alone and to assign the
term ‘aromatic’ to X merely adds jargon to the language
and relegates a useful qualitative ‘concept of abstraction’
such as aromaticity to an arbitrary single observable or ad
hoc admixture of observables . The addition of jargon and
the conceptual restriction of aromaticity are undesirable
complications to our science.


So, where are we with aromaticity? Should we ban it
from the classroom, lecture hall, journal, and text? We
think not. Perhaps we need to understand that the im-
portance of aromaticity is its ‘fuzzy’ character, which
began and has evolved historically as an integral part of
our investigations into molecular properties of benzene
(for a discussion of ‘fuzziness’ in chirality, see Ref. 26). If
we may, aromaticity is a term of ‘poetic’ importance in
organic chemistry as well. Its use should be contextually
well defined by, and reserved for, enhancing the texture of
our discussion of ‘benzene-like’ molecules, but let us leave
the quantitative scaling of aromaticity to the disciples of
Sisyphus (for similar arguments in favor of qualitative
definitions for terms such as ‘aromaticity’, see Ref. 27).
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epoc ABSTRACT: A series of �-lactones were generated from the reaction of phenylchlorocarbene, 4-nitrophenylchlor-
ocarbene, diphenylcarbene, bis(4-nitrophenyl)carbene and bis(4-methoxyphenyl)carbene with carbon dioxide and
examined by nanosecond time-resolved infrared (TRIR) spectroscopy. Estimated second-order rate constants for the
reaction of these carbenes with carbon dioxide indicate that more nucleophilic carbenes react at faster rates, in
agreement with previous low-temperature matrix experiments. Spectral TRIR data confirms that the structure of �-
lactones is dependent both on substituents at the �-carbon and on solvent polarity, with electron-donating substituents
and polar solvents favoring a zwitterionic ring-opened structure as opposed to the three-membered ring oxiranone
form. B3LYP calculations using self-consistent reaction field (SCRF) methods also provide support for these
experimental investigations. Copyright # 2004 John Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience


KEYWORDS: �-lactones; oxiranones; time-resolved infrared spectroscopy; phenylchlorocarbene; 4-nitrophenylchloro-


carbene; diphenylcarbene; bis(4-nitrophenyl)carbene; bis(4-methoxyphenyl)carbene


INTRODUCTION


�-Lactones (oxiranones) (1) are three-membered hetero-
cyclic rings that have been invoked as intermediates in a
variety of organic transformations1 and in enzymatic
glycosyltransferase reactions.2 Most �-lactones are un-
stable at room temperature;3 those that are stable require
bulky4 or strongly electron-withdrawing substitution5 at
the �-carbon. Much of the chemistry of �-lactones has
been explained by invoking a higher energy ring-opened
zwitterionic form (2). The relative stability of ring-closed
form 1 vs ring-opened form 2 is dependent on the
substituents R. Calculations have predicted that for the
parent �-lactone (R¼H), ring-closed form 1 is signifi-
cantly lower in energy than ring-opened form 2.6–8


Calculations have also shown that, as expected, substitu-
tion with electron-donating R groups, and also polar
solvation, preferentially stabilize 2.9


Nucleophilic attack of alcohols (e.g. ethanol) on �-
lactones gives different regiochemistry depending on the


substituent R. In cases where R is alkyl or phenyl, ethanol
reacts with �-lactones to produce �-ethoxy acids (3),
presumably via zwitterionic form 2.10–12 When R is the
strongly electron-withdrawing trifluoromethyl group
(such as in 4), however, ethanol reacts to produce an �-
hydroxy ester (5), which presumably is formed by attack
on ring-closed form 1.5 The trifluoromethyl groups ob-
viously destabilize the dipolar ring-opened structure.


�-Lactones readily undergo decarbonylation and also
polymerization reactions. Loss of carbon monoxide most
likely occurs through ring-closed form 1, whereas poly-
merization occurs through ring-opened form 2. Hence
structures 1 and 2 both play important roles in �-lactone
chemistry; however, in essentially all cases where ring-
opened form 2 dominates the observed reactivity, it has
not been detected spectroscopically. (We are aware of
only one instance in which zwitterion 2 has been directly
observed;13 this study will be discussed in more detail
below.) For example, the reactivity of �-lactones 6 and 7,
even at temperatures as low as �100 �C, is consistent
with ring-opened form 2.10–12 However, low-temperature
(77 or 10 K) matrix IR spectroscopy of 6 (�C——O¼
1900 cm�1)11 and 7 (�C——O¼ 1890 cm�1)14,15 has re-
vealed carbonyl stretching modes at considerably high
frequencies, indicative of ring-closed form 1. These
observations have been rationalized in terms of a small
energy gap between structure 1 and its more reactive, but
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higher energy counterpart 2, and are consistent with
previous computational work.


Since the IR signatures of structures 1 and 2 are
expected to be different, we generated a series of
�-lactones and report here their characterization by
nanosecond time-resolved infrared (TRIR) spectroscopy.
We examined the influence of substituents (R) and
solvent on the relative stability of 1 and 2. These
experimental investigations were supported by B3LYP
calculations using self-consistent reaction field (SCRF)
methods.


RESULTS AND DISCUSSION


�-Lactones were generated from the reaction of carbenes
with carbon dioxide and examined by TRIR spectro-
scopy. (This method of �-lactone generation has been
used by Kistiakowsky and Sauer in the gas phase,16 by
Wheland and Bartlett in solution12 and by both Milligan
and Jacox17 and Sander and co-workers14,15 in low-
temperature matrices; Kovacs and Jackson reported a
comprehensive computational investigation of the reac-
tion of methylene with CO2.18) Representative TRIR data
for the reaction of phenylchlorocarbene (9), produced by
laser photolysis of phenylchlorodiazirine (8), with CO2 in
dichloromethane are shown in Figs 1 and 2. Depletion of
reactants gives rise to negative signals and the formation
of transient intermediates or products leads to positive
bands. The negative signal at 1566 cm�1 is assigned to
depletion of diazirine 8, whereas the positive bands at
1586, 1910 and 1776 cm�1 are assigned to carbene 9,15


�-lactone 1015 and acid chloride 11,19 respectively, based
on previous studies (Scheme 1).15,20


Figure 1. TRIR difference spectra averaged over the time-
scales indicated following 355nm laser photolysis of diazir-
ine 8 (15.7mM) in CO2-saturated dichloromethane


Figure 2. Representative kinetic traces observed following
355nm laser photolysis of diazirine 8 (15.7mM) in CO2-
saturated dichloromethane showing (a) decay of carbene 9,
(b) growth of �-lactone 10, (c) decay of �-lactone 10 and (d)
growth of acid chloride 11. The dotted curves are experi-
mental data; the solid curves are the calculated best fit to a
single exponential function


Scheme 1
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Consistent with Scheme 1, we observe (1) depletion of
the diazirine and formation of the carbene within the time
resolution (50 ns) of our experiment, (2) subsequent
decay of the carbene (kosbd¼ 3.0� 105 s�1) at the same
rate within experimental error (�10%) that the �-lactone
is produced (kosbd¼ 3.2� 105 s�1) and (3) final decay of
the �-lactone (k¼ 2.0� 104 s�1) at the same rate as the
acid chloride product is formed (kosbd¼ 1.8� 104 s�1).
The position of the �-lactone band at 1910 cm�1 is
clearly indicative of ring-closed form 1 and in very
good agreement with the signal observed at 10 K
(1920 cm�1) by Sander and co-workers.15


Sander and co-workers also previously examined the
effects of carbene spin state and philicity on the carbox-
ylation reaction in low-temperature matrices.15 They
concluded that the reactivity of carbenes towards CO2


is determined by their philicity (more nucleophilic car-
benes are more reactive) and that carbene spin state
interestingly has little effect. Kovacs and Jackson sug-
gested that this reactivity pattern may be explained by a
non-equilibrium surface crossing mechanism.18


Using the pseudo-first-order equation kobsd ¼ k0þ
kCO2


½CO2� (where kCO2
is the second-order rate constant


for the reaction of carbene with CO2 and k0 is the rate of
carbene decay in the absence of CO2), we estimated
solution-phase values of kCO2


for phenylchlorocarbenes
9 and 12 and diphenylcarbenes 14 and 15 in dichloro-
methane (Table 1). (The concentration of CO2 in satu-
rated dichloromethane solution at 25 �C and 1 atm is
196 mmol l�1.21) The trend of these estimated second-
order order rate constants agrees with that observed in
low-temperature matrices by Sander and co-workers.
Although this series of carbenes contains both ground-
state singlets (9 and 12) and ground-state triplets (13–15),
unlike in Sander and co-workers’ low-temperature ex-
periments,14,15 we cannot rule out the thermal population
of and reaction from the higher spin state in our room
temperature studies.


Although carbene 15 is unreactive with CO2, TRIR
data were obtained for the reaction of carbenes 9, 12–14
with CO2; the experimentally observed C—O stretching
frequencies are given in Table 1. Spectral data for the �-
lactone derived from carbene 12 (see Supplementary
material), although significantly weaker in intensity, are
analogous to those derived from carbene 9. The TRIR
spectra for the �-lactones derived from carbenes 13 and
14, however, are dramatically different from each other
(Fig. 3). Whereas the product of CO2 reaction with 13 in
dichloromethane is clearly the ring-closed �-lactone 16
(�C——O¼ 1880 cm�1, again in good agreement with that
observed by low-temperature matrix IR spectroscopy14 at
1890 cm�1), the carboxylation of 14 in the same solvent
leads to a structure that appears to be best described by


zwitterion 17. In this latter case [Fig. 3(b)], the spectral
region between 1800 and 2000 cm�1 is devoid of any
signal that may be attributed to the ring-closed form.
Instead, intense IR bands are detected at 1620 and
1576 cm�1, consistent with B3LYP/6–31G(d) optimized
geometries (all calculations were camed out with the
Guassian suite of programs22) (Fig. 4 and Supplementary
material) and calculated frequencies (scaled by 0.96)23


(Table 2). Indeed, even geometry minimizations starting
from the ring-closed form of 17 resulted in a ring-opened
minimum. In addition, B3LYP/6–31G(d) calculations in-
dicate that the corresponding triplet-biradical 18 is
16.1 kcal mol�1 higher in energy than zwitterion 17.


Table 1. Estimated second-order rate constants for carbene
reactions with CO2 in dichloromethane and IR frequencies of
the corresponding �-lactones


Carbene kCO2
(l mol�1 s�1) �-Lactone (cm�1)


9 1� 106 1910
12 2� 105 1920
13 —a 1880
14 2� 107 1620, 1576
15 <104 —b


a A carbene band is not observed in dichloromethane owing to overlap with
a diazo precursor depletion band.
b Carbene 15 is unreactive with CO2; no �-lactone signals are observed.


Figure 3. TRIR difference spectra averaged over the time-
scales indicated following 266nm photolysis of (a) diphe-
nyldiazomethane (3.6mM) and (b) bis(4-methoxyphenyl)dia-
zomethane (1.1mM) in CO2-saturated dichloromethane
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Lew et al.13 photolyzed 9-hydroxy-9-fluorenecar-
boxylic acid in hexfluoro-2-propanol (HFIP) and detected
a transient (� � 20 ms) with �max¼ 495 nm and strong IR
bands at 1575, 1600, and 1620 cm�1, which was assigned
to zwitterion 20, in excellent agreement with our mea-
sured IR bands for ring-opened form 17 (Scheme 2).
They examined the region 1988–1855 cm�1 and reported
that no signals were observed for ring-closed form 21.


The difference in structure between 16 and 17 is
readily understood in terms of the addition of strongly
electron-donating substituents, but the contrast between
16 and 20 is less easily rationalized. Photolysis of 19 was
carried out in HFIP [dielectric constant (")¼ 16.75]
whereas the TRIR experiments were carried out in
dichloromethane ("¼ 9.08), suggesting that the �-lactone
structure is dependent on solvent polarity.


We examined, both experimentally and computation-
ally, the role of solvent polarity on the stabilization of


zwitterionic form 2. TRIR results observed following
photolysis of diphenyldiazomethane (22) in acetonitrile-
d3 (Fig. 5) contain signals that can be attributed to both
ring-closed form 16 and ring-opened form 23. SCRF
B3LYP/6–31G(d) calculations using the Onsager
model24,25 for acetonitrile ("¼ 35.9) predict that ring-
closed form 16 is 2.6 kcal mol�1 (1 kcal¼ 4.184 kJ) more
stable than ring-opened form 23. Strong IR bands are
predicted at 1886 cm�1 for 16 (in good agreement with
the experimentally observed 1880 cm�1 band) and at
1314 cm�1 for 23 (in reasonable agreement with the
experimentally observed 1356 cm�1 band). Less intense
IR bands are also predicted at 1638 and 1577 cm�1 for 23.
(See Supplementary material for a complete tabulation of
computational results obtained for 16 and 23.) These
calculated bands are probably obscured by an overlap-
ping diazo depletion band at 1592 cm�1 in the experi-
mental data.


The kinetics observed for the 1880 cm�1 band of 16
and the 1356 cm�1 band of 23 are in good agreement with
each other, indicating that these two species are in
equilibrium (16, kgrowth¼ 1.5� 106 s�1, kdecay¼ 1.1�
105 s�1; 23, kgrowth¼ 1.2� 106 s�1, kdecay¼ 1.2� 105 s�1).
Given that we can observe an equilibrium mixture of 16
and 23, the calculated energy difference of 2.6 kcal mol�1


between the two is almost certainly overestimated.
TRIR data observed following photolysis of 22 in


cyclohexane (Fig. 6) contains a band easily attributed to
ring-closed form 16, but in contrast to data obtained in
acetonitrile, no signals indicating the presence of ring-
opened form 23. SCRF B3LYP/6–31G(d) calculations
using the Onsager model24,25 for cyclohexane ("¼ 2.02)
predict a strong IR band at 1900 cm�1, in excellent
agreement with the experimentally observed band. These
calculations, however, indicate that ring-opened form 23
is not a minimum on the potential energy surface, but
rather a transition-state structure (one imaginary
frequency¼ 72 cm�1). The calculated frequencies for
this structure (Supplementary material) are, however,
similar to those obtained in the acetonitrile calculations.


Table 2. Selected experimental and B3LYP/6�31G(d)-calcu-
lated IR frequencies (scaled by 0.96) for diphenyloxiranone
(16) and bis(4-methoxyphenyl)oxiranone (17)


Experimental Calculated
�-Lactone (cm�1) (cm�1) Assignment


16 1880 1907 Carbonyl str.
17 1576 1587 Phenyl C–C str.


1597 Phenyl C–C str.
1620 1658 Asym. C–O str.


Figure 4. B3LYP/6�31G(d)-calculated geometries of diphe-
nyloxiranone (16) and bis(4-methoxyphenyl)oxiranone (17).
The aryl groups have been removed for clarity


Scheme 2


Figure 5. TRIR difference spectra averaged over the
time-scales indicated following 266nm laser photolysis
of diphenyldiazomethane (22) (9.8mM) in CO2-saturated
acetonitrile-d3
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CONCLUSIONS


TRIR spectroscopy was used to characterize a series of �-
lactone intermediates and provided direct information
concerning their structure in solution. The structure of
�-lactones, as reflected in the observed TRIR spectra, is
dependent both on the substituents at the � carbon and on
solvent polarity, with electron-donating substituents and
polar solvents favoring a zwitterionic ring-opened struc-
ture. B3LYP calculations using SCRF methods to account
for solvent polarity are consistent with these experimen-
tal conclusions. We are currently extending our TRIR
studies to the investigation of �-lactam intermediates.


EXPERIMENTAL


Phenylchlorodiazirine (1),26 4-nitrophenylchlorodiazir-
ine,27 diphenyldiazomethane,28 bis(4-nitrophenyl)diazo-
methane,29 and bis(4-methoxyphenyl)diazomethane30


were prepared according to literature procedures.
We conducted TRIR experiments following the method


of Hamaguchi and co-workers31 as described pre-
viously.32 Briefly, the broadband output of an MoSi2 IR
source (JASCO) is crossed with excitation pulses from an
Nd:YAG laser. Changes in IR intensity are monitored by
an MCT photovoltaic IR detector (Kolmar Technologies,
KMPV11-1-J1), amplified and digitized with a Tektronix
TDS520A oscilloscope. The experiment was conducted
in the dispersive mode with a JASCO TRIR-1000 spec-
trometer. TRIR difference spectra were collected at
16 cm�1 resolution using either a Continuum HPO-300
diode-pumped Nd:YAG laser (266 nm, 10 ns, 0.4 mJ;
355 nm, 12 ns, 0.6 mJ) or a Quantronix Q-switched
Nd:YAG laser (266 nm, 90 ns, 0.4 mJ; 355 nm, 90 ns,
1.5 mJ), both operating at 200 Hz. Kinetic traces were
collected using a Continuum Minilite II Nd:YAG laser
(266 nm, 5 ns, 1–4 mJ; 355 nm, 5 ns, 2–8 mJ) operating


at 20 Hz or the Quantronix Q-switched Nd:YAG laser
operating at 200 Hz.


Supplementary material


TRIR data for 4-nitrophenylcarbene and tabulations of
optimized Cartesian coordinates, total energies, and cal-
culated frequencies and intensities are available in Wiley
Interscience.
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A molecular gate: control of free intramolecular rotation
by application of an external signaly


Rita Annunziata, Maurizio Benaglia, Mauro Cinquini, Laura Raimondi and Franco Cozzi*


CNR-ISTM and Dipartimento di Chimica Organica e Industriale, Università di Milano, via Golgi 19, 20133 Milan, Italy


ABSTRACT: Control of internal movement in a conformationally free pentiptycene derivative is achieved by
complexation of two phenanthroline units by copper(I) cation. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: molecular device; pentiptycene; phenanthroline; copper(I) complex; restricted rotation


Over the last three decades, control of molecular move-
ment has been a coveted goal for chemists interested in
the development of molecular devices (for reviews, see
Ref. 1). In this context, command of internal rotation has
been sought by two different approaches. One approach,
pioneered and mastered by Mislow, entailed the synthesis
of a sterically congested molecule that displays discrete
motion as the consequence of temperature variation (for
reviews and recent examples, see Ref. 2). In other
endeavours, conformationally free molecules were forced
to undergo discrete movements by application of an
external signal, the removal of which restored the original
situation3 (for recent reports describing the control of
other molecular movements, see Ref. 4).


Here, we report preliminary results on the development
of a molecular gate to control internal rotation in a
conformationally unrestricted molecule. The molecular
design (Fig. 1) is based on the connection of two
phenanthroline units to a pentiptycene skeleton repre-
senting the free-rotating rotor A (gate open), the move-
ment of which should be controlled by application of the
external signal (phenanthroline complexation) as in B or
C (gate closed). [In a previous study by Kelly et al.,3a a
similar approach was employed to block the internal
rotation of a triptycenyl bipyridine derivative. In that
case however, it was shown that, in the absence of an
external signal, internal rotation could also be slowed
(although not completely prevented) by decreasing the
temperature, the molecule under investigation being
considerably less conformationally mobile than those
reported in this work. We believe that the term ‘gate’
(a device that allows/prevents passage) descibes more
precisely than ‘brake’ (an apparatus for checking motion)
the sort of movement restriction reported here and in
previous work.3a In other words, the notion of ‘molecular
brake’ implies a much more refined movement control
than that of ‘molecular gate’.]


In a first attempt to prepare a molecule suitable for this
study, hydroquinone 15 (for the use of 1 in the develop-
ment of chemosensors, see Refs 5b and c) (Scheme 1)
was alkylated with mesylate 3, obtained from 2-(4-
hydroxyphenyl)-1,10-phenanthroline 26 by O-alkylation
with 6-bromohexanol (Cs2CO3, acetonitrile, 60 �C, 72 h,
90% yield), followed by mesylation (MsCl, triethyla-
mine, dichloromethane, 23 �C, 12 h, 96% yield) (all
new compounds had spectral data in agreement with
the proposed structures). 1H NMR analysis of 4, obtained
in 21% unoptimized yield (Cs2CO3, acetonitrile, 80 �C,
72 h), showed one set of signals for the eight aromatic
hydrogens shown as Ha in Scheme 1 and another set of
signals for those indicated as Hb. Thus, a clear demon-
stration of the equivalence of the four phenyl rings and,
hence, of the unhidered rotation of the pentiptycene
moiety around the C—O bond in this compound was
obtained.


Treatment of 4 with 1 mol equiv. of CuOTf in 1:1
chloroform–acetonitrile (23 �C, 24 h) led to the formation
of a dark-red complex that was purified by short-path
chromatography to afford 4 �Cu (>90% yield). The
complex 4 �Cu was characterized as a single monomeric
species by mass spectrometry {fast atom bombardment
(FAB); m/z 1234/1236 [M�OTf]þ}. Also 1H and 13C
NMR spectra (CD3OD) were consistent with the forma-
tion of a single complex; the resonances of the H atoms
meta to nitrogen in the phenanthroline moieties under-
went upfield shifts of �0.5 ppm and those of the C atoms
in the same position were shifted downfield by �4 ppm
with respect to those of 4. The phenantroline protons gave
sharp 1H NMR signals, whereas those of the phenyl
groups of the pentiptycene skeleton were found to
be broad and unresolved in the temperature range from
�60 to þ60 �C. Thus, even if complexation of 4 had
indeed occurred, this structural modification was not
sufficient to prevent the free rotation of the pentiptycene
rotor. Decomplexation with cyanide ions restored the
original ligand 4.


After molecular mechanics calculations suggested that
a more rigid tether between the pentiptycene and phe-
nanthroline groups could provide a better candidate to
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observe the desired phenomenon, 9 was synthesized as
described in Scheme 2. Thus, 5, prepared in 75% yield
from 1,10-phenanthroline and 3-bromotoluene (tBuLi,
THF, �78 to 23 �C, 40 h, then MnO2, dichloromethane,
23 �C, 24 h), was sequentially converted into monobro-
mide 6 (NBS, refluxing carbontetrachloride, 2 h, 33%
yield at 50% conversion), alcohol 7 (4-hydroxymethyl-
phenol, Cs2CO3, acetonitrile, 60 �C, 72 h, 96% yield), and
bromide 8 (PBr3, dichloromethane, 0–23 �C, 12 h, 75%).
Alkylation of 1 with 8 (Cs2CO3, acetonitrile, 80 �C, 72 h)
afforded ligand 9 in 45% unoptimized yield. Also for this
compound, 1H NMR analysis showed one set of signals
for the eight aromatic protons indicated as Ha and another
signal for those indicated as Hb in 9, confirming the free
rotation of the pentiptycene residue that persisted even at
�70 �C.


The formation of the corresponding Cu complex was
performed as described above for 4 �Cu to afford a >90%
isolated yield of 9 �Cu. Mass spectrometry indicated that
only monomeric species were formed (FAB; m/z 1453/
1455 [M�OTf]þ ). 1H and 13C NMR analysis at 25 �C
(CD3CN) showed the presence of two species in a
roughly equimolar ratio. For both, the sharp shape and
the observed chemical shifts of the H and C signals of the
phenanthroline residues clearly indicated that these
groups are firmly involved in Cu(I) complexation. The
pattern of the hydrogens of the pentiptycene phenyl


groups was more complicated. Indeed, for one adduct
the 2D NMR [H,H] COSY experiment carried out at
25 �C revealed two distinct, well-resolved pairs of corre-
lated protons, with four of the eight Ha protons resonating
at 6.83 ppm and four at 6.91 ppm, and four of the eight Hb


protons resonating at 7.12 ppm and four at 7.25 ppm,
respectively. [It must be noted that when pentiptycene
rotation is frozen, the 9 �Cu complex has C2 symmetry.
Hence the four protons of each pentiptycene phenyl ring
should give rise to four resonances (Ha, Hb, Hb0, Ha0). De
facto, accidental isochrony occurs between Ha/Ha0, and
Hb/ Hb0 which will be considered equivalent in the
following discussion. We thank professor Siegel for
calling our attention to this problem.] In addition, a third
set of poorly resolved signals was observed for the same
protons, with Ha resonating at 7.26 ppm and Hb at
7.65 ppm. On cooling to �45 �C, the signals of the first
two sets remained almost unchanged (shifting to 6.81,
6.87, 7.07, and 7.29 ppm, respectively), whereas those of
the third set became sharper and shifted to 6.95 and
7.35 ppm, respectively. Decomplexation with cyanide
ions quantitatively restored the original ligand 9.


These results can be interpreted as follows. The ap-
pearance of distinct sets of signals for Ha and Hb in
proximal and distal phenyl rings in 9 �Cu strongly


Figure 1. Schematic represenatation of (A) free and (B, C)
blocked rotors. Lobes of the same shade indicate symmetry-
equivalent rings in pentiptycene


Scheme 1. Synthesis of ligand 4. Reagents and conditions:
a, 6-bromohexanol, Cs2CO3, CH3CN, 60


�C, 72 h; b, MsCl,
Et3N, CH2Cl2, 23


�C, 12 h; c, 3, Cs2CO3, CH3CN, 80
�C, 72 h
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suggests that the free rotation of the pentiptycene rotor in
9 has been blocked by complexation. Therefore, this
event acts as a gate at the molecular level. The restricted
rotation results in the non-equivalence of the phenyl
groups of the pentiptycene residues, consistent with the
NMR evidence (see Fig. 1). The observation of more than
two sets of signals shows that more than one complex
is formed, possibly two structures similar to B and C
(Fig. 1). Accidental isochrony can be invoked to explain
why, in one case, only one and not two sets of signals are
observed. Although it is not possible at present to assign
unequivocally the B or C structure to the observed
species, it seems possible that these diastereoisomeric
complexes display different hindrances to rotation. The


signals whose chemical shift does not change with
temperature can tentatively be assigned to the complex
in which rotation is more effectively blocked.


In conclusion, the free intramolecular rotation in a
pentiptycene derivative suitably modified by insertion of
two phenanthroline residues was blocked by complexa-
tion of the latter by Cu(I) cation. Removal of the metal
restored free rotation. As a whole, the system described
here represents an equivalent of a molecular gate. Work is
in progress to develop other molecules in which internal
rotation can be controlled at will.
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Conformational analysis of calixarene derivatives
substituted at the methylene bridgesy


Samah Simaan and Silvio E. Biali*


Department of Organic Chemistry, The Hebrew University of Jerusalem, Jerusalem 91904, Israel


ABSTRACT: The conformation of tetrahydroxycalix[4]arene derivatives substituted at two opposite methylene
bridges or at a single bridge by an alkyl or aryl group is reviewed. The cone form with an equatorial substituent is the
lowest energy conformation of calixarenes possessing one bridge substituted by an alkyl group, whereas both the axial
and equatorial conformers are similarly populated if the substituent is an aryl group. In the cone conformation of
calixarenes possessing two opposite bridges substituted in trans fashion by a pair of groups, one group must
necessarily be located in an axial position. The steric interactions ensuing from the presence of an axial group
destabilize the cone conformation, rendering the 1,2-alternate form the lowest energy conformation in some
derivatives. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: calixarenes; macrocycles; conformation; stereochemistry; NMR; rotational barriers; axial; equatorial


INTRODUCTION


Calix[n]arenes are synthetic macrocycles consisting of n
phenolic rings interconnected by methylene groups.1


Several conformations are possible for the parent com-
pound, p-tert-butylcalix[4]arene (1) resulting from the
different arrangements of the phenolic rings. In general,
the conformation of calix[4]arenes is analyzed in terms of
the four basic arrangements resulting from the different
‘up’ or ‘down’ orientations of the phenol rings relative to
the mean macrocyclic plane passing through the four
methylene carbons. Following Gutsche, these arrange-
ments are usually designated ‘cone’, ‘partial cone’, ‘1,3-
alternate’ and ‘1,2-alternate’ (Fig. 1).1


The parent p-tert-butylcalix[4]arene adopts in solution
and solid state a cone conformation stabilized by a


circular array of hydrogen bonds between the four phe-
nolic OH groups. The compound is conformationally
flexible and undergoes a dynamic process involving
rotation around the H2C—Ar bonds. In this process,
the intra-annular atoms pass through the cavity annulus
(a cone-to-cone inversion process, Scheme 1) with a
barrier of 15.7 kcal mol�1 (1 kcal¼ 4.184 kJ) in CDCl3


2


(for a review on the conformation and stereodynamics of
calixarenes, see Ref. 2b).


The effect of the substituents on the rings, derivatiza-
tion of the OH groups (e.g. alkylation, acylation) and, to a
lesser extent, replacement of the hydroxyls by another
group (e.g. H, SH, NH2) on the conformation and/or
rigidity of the calixarenes have been the subject of key
reviews and monographs.1 Comparatively, the study of
the conformational consequences of the formal introduc-
tion of substituents on the bridges has lagged behind,
most likely due to the lack of synthetic methods for the
preparation of such compounds; however, the develop-
ment of synthetic routes for the formal incorporation of
substituents into the bridges of the calixarene scaffold
makes these studies possible.3–5 In this paper, we review
the conformational consequences of the formal incor-
poration of an alkyl or aryl substituent into one or two
bridges of the calix[4]arene scaffold.


AXIAL, EQUATORIAL AND ISOCLINAL
PROTONS IN THE CALIX[4]ARENE SKELETON


Different steric environments may surround a substituent
attached to a calixarene methylene group, depending on
the conformation of the macrocycle. In the partial cone
and 1,2-alternate forms, two different types of methylene


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 752–759


*Correspondence to: S. E. Biali, Department of Organic Chemistry,
The Hebrew University of Jerusalem, Jerusalem 91904, Israel.
E-mail: silvio@vms.huji.ac.il
yDedicated to Professor Kurt Mislow on the occasion of his 80th
birthday.







groups are present. On the other hand, in the cone and the
1,3-alternate forms, the four methylene groups are sym-
metry related. Pairs of methylene groups connected to a
given ring are homotopic in the cone form but enantio-


topic in the 1,3-alternate conformation (Scheme 2). The
different stereotopic relationship between the bridges
could be used to distinguish between the two forms6 in
a ketocalixarene lacking methylene protons, taking ad-
vantage that enantiotopic groups are rendered anisochro-
nous in NMR spectra in a chiral non-racemic medium.7


In the cone conformation, the four methylene groups
are equivalent but the two protons belonging to a given
methylene are diastereotopic. By analogy with cyclohex-
ane derivatives adopting the chair conformation, these
protons are usually designated ‘equatorial’ and ‘axial’
(Scheme 2).8 More generally, the terms can be used also
for the methylene protons of other conformations of the
macrocycle provided that the two rings connected to a
given methylene are oriented syn since the steric sur-
roundings near those protons are similar to (albeit not
identical with) those of the axial and equatorial protons of
the cone conformation. If the two rings are oriented anti,
the two methylene protons can be designated isoclinal,9


borrowing the term used for the pair of geminal protons
that are mutually exchanged by a C2 axis in the twist form
of cyclohexane (Scheme 3).10 For 1, pairs of geminal
protons located at isoclinal positions are homotopic in the
1,2-alternate form and diastereotopic in the partial cone
conformation.


Several conformations are possible for a calix[4]ar-
ene derivative possessing a single monosubstituted
bridge, or two opposite bridges each monosubstituted.
These conformations arise from the possible up–down
orientations of the aryl groups and the axial/equatorial/
isoclinal disposition of the substituent(s). The ideal
conformers for each substitution pattern are collected
in Table 1.


CALIXARENE WITH A SINGLE
MONOSUBSTITUTED BRIDGE


The conformational preferences of tetrahydroxycalix[4]-
arene derivatives substituted at a methylene bridge by
an alkyl or an aryl group have been examined in detail.11


All derivatives were prepared by the fragment condensa-
tion method (for other applications of the fragment
condensation method, see Ref. 12a–c; for a review on
the synthesis of calixarenes via the stepwise and fragment


Figure 1. The four basic ‘up--down’ conformations of p-
tert-butylcalix[4]arene


Scheme 1


Scheme 2


Scheme 3
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condensation methods, see Ref. 12d). In this method, two
suitable fragments possessing the proper functionalities
at the bridges [e.g. an alkanediyl diphenol and a bis(bro-
momethylated) diphenol] are synthesized and then cy-
clocondensed. As indicated by the NMR data, all
compounds were found to adopt a cone conformation.11


For simplicity, the cone forms of a calix[4]arene pos-
sessing an axial or equatorial disposition of the substi-
tuent at the bridge will be designated the axial and
equatorial conformers, respectively (Scheme 4). Both
forms mutually interconvert by a cone-to-cone inversion
process.


Monoalkyl derivatives


The conformation of calix[4]arenes substituted at one
bridge by a methyl, ethyl, isopropyl or tert-butyl group
(2a–d) was examined.11 In general, it was found that
the bulkier the alkyl group, the greater is the preference
for the equatorial conformer.11 Because in all cases the
conformational equilibrium was strongly biased towards
the equatorial form, when moving from the slow-
exchange to the fast-exchange regime in the 1H NMR
spectrum (on raising the temperature), lineshape
changes characteristic of the ‘exchange with a hidden
partner’ were observed.13 The interconversion barrier
between the axial and equatorial forms (a process re-
quiring rotation through the annulus of the aryl rings)
increased in the order methyl (2a, �Gz ¼ 15.0 kcal
mol�1) < ethyl (2b, �Gz ¼ 15.8 kcal mol�1)< tert-
butyl (2d,�Gz ¼ 16.2 kcal mol�1)< isopropyl(2c, �Gz ¼
17.2 kcal mol�1). The relatively low inversion barrier of
2d was interpreted as indicating a preferential ground-
state steric destabilization of the tert-butyl-substituted
derivative.13


Monoaryl derivatives


In contrast to the alkyl-substituted derivatives, solution
NMR data of the monoaryl calix[4]arene derivatives 3a,b


Table 1. Possible arrangements of the substituents in calix[4]arene derivatives possessing one or two monosubstituted bridges


Conformation


Substitution
pattern Cone Partial conea 1,3-Alternate 1,2-Alternate


One monosubstituted Axial Axial Isoclinal Axial
methylene bridge Equatorial Equatorial Equatorial


Isoclinal (I) Isoclinal
Isoclinal (II)


Two opposite monosubstituted Diaxial Axial isoclinal (I) Diisoclinal Axial–equatorial
methylene bridges (cis) Diequatorial Equatorial isoclinal (II) Diisoclinal
Two opposite monosubstituted Equatorial-axial Axial isoclinal (II) Diisoclinal Diaxial
methylene bridges (trans) Equatorial isoclinal (I) Diequatorial


Diisoclinal


a The terms ‘isoclinal (I)’ and ‘isoclinal (II)’ denote the isoclinal positions pointing away or towards the unique ring oriented anti to the rest, respectively.9


Scheme 4
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indicated that the equatorial and axial conformers are
nearly equally populated.11 The conformational behavior
of these calix[4]arenes thus departs significantly from
that of cyclohexyl derivatives where an equatorial dis-
position of a phenyl substituent is about 2.8 kcal mol�1


lower in energy than the axial one.14 In contrast, for
pentahydroxycalix[5]arenes substituted at one bridge by
a p-tolyl or p-nitrophenyl group (3c,d) a ‘normal’ con-
formational behavior was observed, the equatorial form
being more stable than the axial form (for both com-
pounds Keq/ax¼ 11.2� 0.6 at 210 K in CDCl3). Force
field calculations of the axial–equatorial energy gap of
calix[4]arene and calix[5]arene derivatives substituted at
one bridge by an aryl group suggested that in the case of
the calix[4]arene series, the equatorial conformer is
destabilized by steric interactions between its ortho
positions and the adjacent phenolic moieties.15 In the
calix[5]arene derivatives these steric interactions are
reduced in the equatorial conformation due to the widen-
ing of the Ar—C—Ar angle and the slightly larger tilt
angle of the phenolic rings with respect to the mean
macrocyclic plane.15


CALIXARENES SUBSTITUTED ON OPPOSITE
BRIDGES: CIS AND TRANS DIASTEREOMERS


Cis and trans 1,3-disubstituted calix[4]arenes have been
studied in detail. The cis derivatives are readily available
via the fragment condensation method. When the sub-
stituents at the bridges were alkyl groups, the method
afforded exclusively the more thermodynamically stable
cis isomers 4a–d.11 Only in the case of the methyl
substituent could traces of the trans isomer 5a be isolated
(Scheme 5). In the case of aryl substituents on the
bridges, the method afforded mixtures of the cis and
trans isomers.11


Calixarene derivatives possessing a pair of distal
bridges substituted in a trans fashion (7a–d) were pre-
pared by addition of the proper alkyl organocopper
reagent to the spirodiene derivative 6 of Ci symmetry
(Scheme 6)5c,16 (for a review on spirodienone calixarene


derivatives, see Ref. 17). The stereochemical outcome of
the reaction is the result of the molecular symmetry of the
starting material. The two double bonds of 6 are related
by an inversion center and are oriented in an antiparallel
fashion and therefore addition to their exo faces results in
a trans disposition of the substituents on the methylene
bridges.


Interconversion between the cis and trans isomers of
calixarenes substituted at two distal bridges requires bond
fission (e.g. cleavage of the Ar2CH—R bond). Cis–trans
interconversion was not observed for calixarenes posses-
sing bridges substituted by alkyl or aryl substituents, but
such isomerization was observed when the substituents
were connected to the bridges via a heteroatom (e.g.
thiomethoxy, anilino). For example, heating solutions of
either the trans (8a) or cis (8b) isomers of a bis(thio-
methoxy) calix[4]arene derivative in 1,1,2,2-tetrach-
loroethane-d2 at 400 K for 3 h, gave identical mixtures
(Kcis/trans was 3.3 at 400 K, ��G � ¼ 0.96 kcal mol�1)
(Scheme 7).5b From this study, it could be demonstrated
experimentally that the cis stereoisomer 8b is the thermo-
dynamically most stable isomer. A combination of selec-
tive crystallization and mutual isomerization in solution
allowed the isolation of a pure sample of the cis isomer
8b by slow evaporation of a chloroform solution of the
trans isomer 8a to dryness.5b


Scheme 5


Scheme 6
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CALIX[4]ARENES POSSESSING CIS ALKYL
SUBSTITUENTS ON OPPOSITE BRIDGES


A cone-to-cone inversion process in calix[4]arenes sub-
stituted in a cis fashion at a pair of opposite bridges
interconverts the diaxial and diequatorial forms
(Scheme 8). As indicated by NMR data, when the
substituents are alkyl groups the energy gap between
the diequatorial and diaxial conformers is larger than for
the monosubstituted case. Force field calculations indi-
cated that for the small alkyl substituents the �Eeq–ax


energy gap in the cis derivatives is almost twice as large
as for the compounds with only one bridge substituted.11


Similar additivity is seen in trans-1,4-substituted cyclo-
hexane derivatives.18


AXIAL SUBSTITUENTS IN THE CONE FORM OF
THE TRANS DERIVATIVES


Tetrahydroxycalixarenes possessing a pair of trans
monosubstituted bridges are of stereochemical interest
since in the cone conformation one substituent must be
located in the more hindered axial position. In these trans
derivatives, the axial disposition of a substituent cannot
be relieved by a cone-to-cone inversion. As exemplified
in Scheme 9, although an axial group Z will become
equatorial after the inversion process, a group Y origin-
ally positioned in the equatorial position will be relocated
into an axial one. If the two groups Y and Z are identical,
the cone-to-cone inversion process results in homomer-
ization, in contrast to the corresponding cis derivatives
where such process exchanges the diequatorial and dia-
xial conformers (Scheme 8).


In cyclohexane derivatives, the presence of bulky axial
substituents may destabilize the chair conformation and
render the twist form the preferred conformation.10 A
systematic MM3 study revealed that the minimal steric
requirements for the relative stabilization of the twist
conformation of cyclohexane are two methyls and two
isopropyl groups arranged in either a cis–trans–trans-
1,2,3,4- or all-cis-1,2,4,5-substitution pattern.19 In


principle, if the steric destabilization ensuing from the
presence of a bulky axial substituent in a tetrahydroxy-
calix[4]arene is sufficiently large, it could be expected
that the intrinsic conformation preferences of the calix
skeleton for the cone conformation may be altered.
However, analysis of the NMR spectra of the trans
alkyl-substituted derivatives 7a–d indicated that, in all
cases, the preferred conformation is still the cone.5c,16


MM3 calculations suggest that, although the energy gap
between the cone and the different up–down forms is
reduced with the increase in bulk of the substituent, in all
cases the cone conformation remains the lowest energy
form.16 As observed along the series 2a–d, the barrier
for the cone-to-cone interconversion process of 7a–d
increased with the bulk of the substituent (�Gc


z ¼
13.9, 14.9 and 17.6 kcal mol�1 for 7a, 7b and 7c,
respectively) reaching its maximum value for the iso-
propyl substituent, and then decreasing for the tert-butyl
group (�Gc


z ¼ 15.7 kcal mol�1),16 probably as the result


Scheme 7


Scheme 8


Scheme 9
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of the selective destabilization of the ground state
conformation.


ALKYL/OH INTERACTIONS IN THE AXIAL
CONFORMATION


The conformational preferences of tetrahydroxycalixar-
ene derivatives bearing a pair of cis monosubstituted
bridges is in marked contrast to that found in the all-cis
(rccc) resorcinarene family (e.g., 9) [see, for example,
Refs 20a and b; for a review on resorcinarenes, see Ref.
20c; for a computational study of the conformational
preferences of the (unsubstituted) methylene-bridged re-
sorcinarenes, see Ref. 21]. In these octahydroxy deriva-
tives the alkyl groups attached to the bridges prefer the
axial positions of the macrocycle, which also adopts a
cone-like conformation (in resorcinarene chemistry this
conformation is usually referred as ‘crown’). The different
conformational preferences observed in the calixarene
and resorcinarene families suggest that alkyl substituents
will favor those positions that will minimize the steric
interactions with the oxygen substituents. In the calixar-
ene family the OH groups are located at the endo posi-
tions, and since the steric interactions are larger when the
substituents are located in axial positions, the equatorial
conformation is favored. In contrast, in the all-cis-resor-
cinarene family, alkyl groups in the equatorial positions
are in close contact with the OH groups located in the exo
positions of the macrocycle, and therefore the preferred
conformation is the all-axial. Solution NMR data in
CDCl3 of calixarene 10 (with four exo OH groups)
indicates that the preferred conformation is the 1,2-alter-
nate with the methyl group located at an axial position of
the macrocycle. As observed for the all-cis resorcinarenes,
the alkyl favors an axial position to minimize the repulsive
steric interactions with the exo OH groups.


CONE--1,2-ALTERNATE EQUILIBRIUM IN
CALIXARENE 1,3-DIMETHYL ETHER
DERIVATIVES


The 1,3-dimethyl ether derivative of p-tert-butylcalix[4]-
arene (11) adopts in solution a ‘pinched’ cone conforma-


tion significantly more rigid than the cone conformation
of the parent calixarene 1.22 Molecular mechanics calcu-
lations suggest that the relative stability of the cone form
relative to the other conformations is smaller for 11 than
for 1. For example, whereas the energy gap between the
cone and the 1,2-alternate conformer was calculated
for 1 by the AMBER and MM3 force fields as 11.8–
7.5 kcal mol�1,23,24 calculations conducted on the p-Me
analogue of 11 predict an energy gap of 1.9 (TRIPOS)
and 3.5 kcal mol�1 (MM2) between the two forms.25 This
is reasonable, since although the cone and 1,2-alternate
forms of 1 differ in the number of intramolecular hydro-
gen bonds between the OH groups (four and two, respec-
tively), in 11 both conformations possess two hydrogen
bonds. It could be expected that the presence of a bulky
axial substituent in the cone form of the dimethyl ether
derivatives 12a–c (possessing a pair of trans substituted
bridges) should destabilize the conformation. As shown in
Table 1, if the macrocycle adopts, for example, the 1,2-
alternate instead of the cone conformation, both substi-
tuents at the bridges can be located at the less hindered
equatorial positions. It may seem counterintuitive at first
that although one substituent necessarily must be located
in an axial position in the cone form of the trans
derivatives, both substituents can be located at diequator-
ial positions in the 1,2-alternate form. However, whereas
the diequatorial positions are in a cis relationship in the
cone form, they are mutually trans in the 1,2-alternate,
and therefore the diequatorial arrangement of the sub-
stituents at the bridges is possible.
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The cone and 1,2-alternate forms of 12a are nearly
equally populated in CDCl3, but if the bulk of the
substituent is increased (i.e. 12b and c) the 1,2-alternate
form becomes the major conformer.16 According to the
NMR data, the alkyl substituents are located at equatorial
positions of the macrocycle (Scheme 10). In the case of
12a and b, increasing the polarity of the solvent increased
the relative stability of the more polar cone conformation,
which in DMF-d7 was the major conformer in solution
(the cone:1,2-alternate ratio was 9.4 and 3.3 for 12a and
b, respectively). The repulsive steric interactions result-
ing from the presence of an axial tert-butyl substituent in
12c are so large that the 1,2-alternate was in all cases
the preferred conformation irrespective of the polarity of
the solvent examined.16


NON-CONE CONFORMATIONS OF A
TETRAHYDROXYCALIXARENE


The repulsive steric interactions ensuing from the pre-
sence of an axial substituent in tetrahydroxycalixarenes
7a–d are insufficient to overcome the stabilization of the
circular array of hydrogen bonds and, as in the parent 1a,
the preferred conformation is the cone. However, in the
mesityl derivative 13 [prepared by addition of MesMgBr–
CuCN to the spirodiene derivative 6 followed by LiAlH4


reduction of the resulting substituted bis(spirodienone)-
derivative], NMR data indicate that the molecule adopts a
1,2-alternate conformation. The conformational behavior
of 13 is markedly different from that of 14, which adopts
the usual cone conformation, suggesting that the larger
bulk of the substituents at the bridges is responsible for the
conformational change in the calix macrocycle. X-ray
crystallography of 13 indicated that in the solid state the
molecule also adopts a 1,2-alternate conformation of
crystallographic Ci symmetry. Calixarene 13 is the first
example of a ‘classical’ [the term ‘classical’ is sometimes
used to designate calixarenes possessing pairs of phenol
units connected by a single sp3 carbon as opposed to, for
example, ‘thiacalixarenes’ (sulfur bridges)] tetrahydroxy-
calixarene, which does not favor a cone conformation.26


The solution and the x-ray data indicate that the mesityl
substituents are located at the isoclinal positions of the
1,2-alternate form. Assuming that the steric environments
of the equatorial positions in the cone and 1,2-alternate
forms are similar, then the cone conformation is destabi-
lized not only by the presence of the axial substituent, but
also by the equatorial substituent. From the equality in
rotational barriers measured for the rings inversion pro-
cess of the 1,2-alternate form and the rotation around the
C—Mes bond (15.2 and 15.1 kcal mol�1, respectively), it
was concluded that the minimum energy pathway for
rotation of the mesityl rings requires a conformational
change of the calix macrocycle.


CONCLUSIONS


Tetrahydroxycalixarenes may avoid the cone conforma-
tion to minimize the repulsive steric interactions between
the substituents at the bridges and the aryl rings. Similar
effects should operate in an octol resorcinarene when the
relative configuration of the four substituted bridges is
different from all-cis since at least one substituent must
be located in a sterically hindered equatorial position in
the crown form and destabilize the conformation.


Scheme 10
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Harrowfield J, Vicens J (eds). Kluwer: Dordrecht, 2001; Chapt. 15.
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Synthesis and spectroscopic characterization of the
first chiral molecular ‘hamburger’
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ABSTRACT: The incorporation of the common tetrasubstituted benzene ring II between two rigid bisphospho-
nate spirobiindane units gives rise to two diastereoisomers macrobicyclophanes VA and VB in high yield. The
structures of these two diastereomers were assigned by 1-D and 2-D NMR. Both products shown a structure were
the benzene ring is sandwiched between the cyclic frames to form a chiral molecular ‘hamburger’. Copyright # 2004
John Wiley & Sons, Ltd.
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INTRODUCTION


We were recently involved in the synthesis of cleft-like
and small chiral cyclic receptor molecules containing
phosphonate groups and fully equipped for multipoint
binding of basic amino acids (Lys, Arg, His, Lys) of
biological interest.1,2 Using such chiral macrocyclic
receptor molecules, we were able to detected some
chemoselectivity and also enantiodiscrimination in the
complexation studies with the above substrates. For
longer �,!-dicationic diamines, where the distance be-
tween the charged nitrogen atoms is more than five
bonds, successful enantiodiscrimination was detected.
We concluded that for constructing an effective artficial
receptor for amino alcohols and dicationic amino acid
guest molecules, the host must possess not only negative
charges arising from the phosphonate moieties but also a
hydrophobic binding site like electron-rich aromatic
residues. Therefore, in continuation of these studies, we
wanted to incorporate chiral building blocks in our
receptor molecules, in addition to rigid elements for a
high degree of preorientation, in order to achieve enan-
tioselective and strong recognition of basic amino acids
in water.


Because it would be of great interest for biochemistry
and for pharmacological studies to dispose of preorga-
nized rigid hosts for biorelevant molecules, we designed
some new chiral bimacrocycles capable of a triple bind-
ing mode, i.e. exerting attraction for the guests by


electrostatic, hydrogen-bond and �-cation interactions.
For the electrostatic interactions we resorted to the use of
the phosphonate dialkyl ester moiety, which can bear a
negative charge when it is hydrolysed to the monoester
functionality; the ionization occurs at almost neutral pH
values, a prerequisite for molecular recognition under
physiological conditions.3 In order to induce chirality in
our macrocycles, we used the spirobisindanol phospho-
nate unit (I) which possesses a C2 rigid conformation and
a geometric constrained structure in which the two
hydroxyl groups are fixed in a favourable position for
yielding by a template effect the [1þ 1] cyclization
process.4


Our strategy was to react I with 1,2,4,5-tetrakisbro-
methylbenzene (II) according to the Williamson conden-
sation in order to produce a new chiral macrobicyclic
compound, in which a benzene ring is positioned in the
centre of a pair of extended chiral cyclophane frames in
a molecular equivalent of a ‘hamburger’; the phospho-
nate groups are in external strategic positions for
complexation.


RESULTS AND DISCUSSION


Scheme 1 shows the synthetic strategy employed for the
preparation of our cyclophanes. The Williamson ether
synthetic procedure proved to be very satisfactory; all
reagents were converted almost quantitatively and only
[2þ 1] cyclization products were obtained in very hight
yield. No doubt this behaviour is due to the geometrically
constrained structure of I, which possesses the two
hydroxyl groups in a favourable position for the cycliza-
tion process, instead of the alternative polymerization
route, when linkers or spacers of appropriate length are
used.
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Reaction of the racemic monomer phosphonate I with
1,2,4,5-tetrakis(bromomethyl)benzene II in acetonitrile
containing solid potassium carbonate afforded a bromine-
free product having m/z¼ 1287.5 (MHþ ), thus confirm-
ing the 2:1 stoichiometry of the reaction.


The incorporation of the common tetrasubstituted
benzene ring between the rigid bisphosphonate spirobiin-
dane units gives rise theoretically to three different
isomers i.e. ortho–ortho (III), meta–meta (IV) and
para–para (V). Moreover, considering that the spirobiin-
dane phosphonate monomer I is a geometrically con-
strained dissymmetric molecule, which exists as a pair of
enantiomers, for each of them a pair of diastereoisomers
(i.e. meso and racemic forms) could be obtainable.
Comparison of the OH—OH separation of the phenolic
groups in I (Hyperchem, 6.93 Å; by x-ray,4 6.58 Å) with
the bromomethyl C—C distances5 in II (AM1, ranging
from 2.91 to 5.77 Å) supports the preferential formation
of the dual para-substituted product V, because less
deformation of the molecular frame is required to achieve
cyclization.


The 500 MHz 1H NMR spectrum of the isolated crude
powder at room temperature in CDCl3 solution, obtained
from the reaction outlined in Scheme 1, clearly indicates
that a complex mixture of cyclic products is formed. To
confirm that our synthesis leads to cyclophanes, we used
the 31P NMR technique. Figure 1 shows the 31P NMR
spectrum in CDCl3 solution of the crude powder isolated
from the reaction in Scheme 1, which is easily interpreted.


Inspection of Fig. 1 reveals the presence of peaks at �
18.38 ppm (30%), 18.11 ppm (30%), 17.79 ppm (5%) and


17.53 ppm (35%), which are shifted upfield with respect
to the corresponding moieties of spirobiindane I which
resonate at � 21.24 ppm. This difference is due to the
presence of a strong intramolecular hydrogen bond
present in I involving the phenolic OH and the adjacent
P——O group; this interaction is not present after the
formation of the macrocycles. If we assume that the two
peaks with the same percentage come from the same
structure, then the three different sets of signals, which
integrate in the ratio 60% (hereafter called major
product), 35% (hereafter called minor product) and 5%,
suggest that a mixture of three isomers was obtained from
the cyclization reaction.


From chemical and steric factors, we can exclude the
presence of III in the reaction products. In fact, when
under the same conditions the spirobiindane compound I
was reacted with an equimolar amount of the bifunctional
�,�0-dibromo-o-xylene, no evidence of [1þ 1] cyclic
products was observed and only polymeric compounds
were isolated.


Preliminary separation of the crude powder was made
on silica gel and after cromatography we recovered 70%
of a material, in which the 5% isomer is absent. The other
two isomers, possessing the same Rf, were then separated
by successive crystallizations; the major isomer had m.p.
145–147 �C and the minor isomer 241–243 �C.


Characterization was performed by FAB-MS, which
confirmed that the major and the minor products possess
the same molecular weight and they are isomers. In
solution the characterization was performed by 1H, 13C
and 31P NMR spectroscopy; further, the chemical shifts


Scheme 1. a, Refluxing acetonitrile, K2CO3
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of the 1-D spectra were assigned to specific atomic
positions by COSY and TROESY.


NMR spectroscopy


The 500 MHz 1H NMR spectrum of the minor product
at room temperature in CDCl3 solution shows a doublet
(� 7.44, 4,40-H) and a doublet (� 5.24, 7,70-H) for the
aromatic hydrogens of the spirobiindane units, a sharp
singlet (� 6.38) for the two aromatic hydrogens of the
tetrakismethylbenzene unit, a doublet of doublets centred
at (� 5.40, ��¼ 0.36, 2JHH¼ 12.5 Hz) for the four brid-
ging benzylic groups and the expected multiplicity for the
aliphatic hydrogens. This pattern of 1H NMR resonances,
combined with the 13C and 31P NMR spectra, clearly


indicates that the minor product possess a high degree of
symmetry (e.g. D2) according to the fact that the hydro-
gens of the two spirobiindane units and those of the four
CH2 groups are equivalent.


In contrast, the major product shows more complex 1H,
13C and 31P NMR spectra. The two spirobiindane units
are no longer homotopic, hence their 4,40-Ha and 4,40-Hb


hydrogens give rise, in the 1H NMR spectrum, to two
different doublets centred at � 7.52 and 7.49, and the 7,70-
Ha and 7,70-Hb hydrogens give rise to two different
doublets centred at � 5.39 and 5.13. Moreover, the four
bridging benzylic groups are now only pairwise homo-
topic. In a pair of diastereotopic methylene groups, the
hydrogens of each give rise to two doublets of doublets
centred at � 5.26, ��¼ 0.91 and � 5.14, ��¼ 0.26,
respectively. The expected signals with the appropriate


Figure 1. 31P{H} NMR (CDCl3, 200MHz) of the crude powder
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multiplicity are found for the aliphatic hydrogens (Fig. 2).
From the 2-D spectra it was also possible to assign the
relative chemical shifts to the methyl groups of the
phosphonic groups and to the methylene groups of
the spirobiindane fragment.


The major product has a dissymmetric structure (point
group symmetry C2), as evidenced by the presence of two
sets of signals, in the 1H, 13C and 31P NMR spectra, for
the nuclei of the two spirobiindane units.


ROESY spectra were measured in order to investigate
further the conformation of the macrocycles. The
ROESY spectrum of the isolated major product is re-
ported in Fig. 3 and shows the expected NOE correlation
between the aromatic hydrogens (� 6.89) of the tetra-
kismethylbenzene and the two doublets of doublets of
the bridging benzylic hydrogens; more interesting the
aromatic hydrogens at � 6.89 shows also NOE with
the 7,70-Ha and 7,70-Hb hydrogens of the spirobiindane
units, which indicates that the macrocycle is congested
and stereochemically rigid on the NMR time-scale.


Having gained such information and having already
excluded the formation of macrobicycle III, the questions
that arise now are the following: are the isolated products
constitutional or stereoisomers, and if stereoisomers,
what is their relative stereochemistry? In order to answer
these questions, the following considerations can be of
help.


The chemical shifts of the 7,70-H hydrogens of the
spirobiindane units in these macrocycles are very diag-
nostic for distinguishing between the para and meta


connections within the xylyl unit. In Table 1 are reported
same selected signals of the macrocycles (major and minor
products) obtained from the reaction in Scheme 1 and a
cognate [1þ 1] para- or meta-cyclophane. Whereas the


Figure 2. 1H NMR (CDCl3, 500MHz) of the major product


Figure 3. Partial contour plot of TROESY (CDCl3, 500MHz)
of the major product
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4,40-H chemical shifts are not affected by the connection,
the 7,70-H chemical shifts are strongly dependent on the
connection with the xylyl unit. In the para connection
they are shifted strongly upfield by ca. 0.8 ppm compared
with the meta connection (see Table 1), indicating that
they are pointing inside the cage experiencing the de-
shielding effect of the aromatic nuclei.


From chemical shift considerations and NOE experi-
ments, which reveal that the aryl methyl protons are
spatially close to the spirobiindane hydrogens, we could
tentatively conclude, invoking Occam’s razor, that the
two isolated macrocycles are the two possible diastereoi-
somers of structure V in Scheme 1.


Stereochemistry


The stereochemical pattern in the macrocycles is intri-
guing owing to the presence, in the same molecule, of a
C2-symmetrical spirobiindane unit (which is itself chiral)
and of a tetrakismethylbenzene bridging moiety which
adopts a chiral conformation. (Ortho–ortho and meta–
meta connections give rise to macrobicycles which are
conformational mobile and possess symmetry elements
of second order, then they are achiral. In particular, in
such cases the structures adopted by the macrobicycles
come from a match of objects that leads to a ‘reverse
coupe du roi’.6–8) It follows that under conditions of
restricted rotation of this unit, only two different diaster-
eoisomers are possible in the first step of the macrocy-
clization reaction (Scheme 2). In VIa the two homotopic
methylene groups of the 1,4-substituted tetrakismethyl-
benzene ring are pointing out of the molecular cavity and
are far from the ring shielding cone of the spirobiindane
moiety; the opposite situation arises for VIb. Evidence of
the formation of structures VIa and VIb comes from the
model reaction of 2,5-dibromomethyl-1,4-xylylene and


the spirobiindane phosphonates I. From this reaction two
diastereoisomers were formed in a ratio of 95:5 as judged
by 31P NMR and the predominant product of such [1þ 1]
cyclization process is the one diastereomers in which the
two xylyl methyl groups are pointing out the molecular
cavity of the cycle, as was previously isolated and
characterized by x-ray analyses in previous work.4


Therefore, reasoning along these lines the racemic
compound VIa (the only one present in our reaction in
considerable amount) in the second step reacts again with
I, which is also a racemic mixture, giving rise to a pair of
enantiomers (PP, MM, VA) and the meso form (PM, VB),
in a ratio of 35:60, respectively.


Examination of structure VA (PP or MM, i.e. racemic
form) reveals that this molecule is chiral, having a
dissymmetric structure (point group symmetry D2), then
all constitutionally equivalent atoms of the spirobiindane
units and those of the central tetrakismethylbenzene unit
are related by symmetry. It follows that the 1H, 13C and
31P NMR spectra of this diastereoisomer should feature
one set of signals, with the expected spin–spin coupling,
for the 4,40-H, for the 7,70-H, for the four diastereotopic
CH2 bridged hydrogens, etc.


In contrast, examination of structure VB (PM, i.e. meso
form) reveals that this molecule has point group symme-
try C2, then also this structure is dissymmetric and chiral
(for chiral meso compounds, see Ref. 9) but the constitu-
tional equivalent atoms of the spirobiindane units and
those of the central tetrakismethylbenzene unit are there-
fore related pairwise by symmetry. It follows that the 1H,
13C and 31P NMR spectra of the structure VB should
feature, in the absence of accidental isochronies, two sets
of signals, with the expected spin–spin coupling, for the
4,40-H, for the 7,70-H, for the four diastereotopic CH2


bridged hydrogens, etc.
The 1H NMR spectrum of the major product at room


temperature in CDCl3 solution (Fig. 2) reveals two


Table 1. Comparison of selected chemical shifts in CDCl3 solution


4,40-H: �, ppm 7,70-H: �, ppm Ph—CH2—O— 31P NMR:
Compound (3JHP, Hz) (4JHP, Hz) (2JHH, Hz) �, ppm


Major product 7.52 (15); 5.39 (6); 5.70, 4.79 (12.5); 18.37, 18.13
7.49 (15) 5.13 (6) 5.25, 4.99 (12.5)


Minor product 7.44 (15) 5.24 (6) 5.59, 5.20 (12.5) 17.52
Paracyclophane4 [1þ 1] 7.52 (15) 5.32 (6) 5.26 (12.5) 18.58
Metacyclophane4 [1þ 1] 7.57 (15) 6.12 (6) 5.15, 5.01 (13.5) 18.48
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doublets for the 4,40-H, two doublets for the 7,70-H of the
aromatic spirobiindane units, two doublets of doublets for
the CH2 bridging hydrogens and also in the aliphatic
region two sets of signals are present. Moreover, two sets
of peaks are present in the 13C NMR spectra and two
sharp peaks with equal intensity are present in the


31P{1H} NMR spectra. These results strongly suggest
that the major product isolated from our macrocyclization
reaction has structure VB and the minor product has
structure VA.


In order to demonstrate that in our cyclization reaction
only a step-by-step para–para condensation is occuring,


Scheme 2. Possible stepwise pathway for compounds VA and VB
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we resorted to a stepwise synthesis of macrobicycles VA
and VB as outlined in Scheme 3, using an alternative
chemical route. Thus, condensing I with 2,5-dibromo-
methyl-1,4-carbomethoxybenzene the major diastereo-
mer VII (formed in 5 90% yield) was isolated.
Following the synthetic routes b and c, it was converted
to the corresponding bischloromethyl derivative VIII,
which was then allowed to react with an equivalent
amount of I. Two diastereomers in a ratio of 40:60
were obtained, which possess the same melting-point
and the same spectroscopic data for the major and minor
products obtained from the one-pot reaction (structures in
Scheme 2).


CONCLUSIONS


We synthesized a new class of rigid chiral receptor
molecules which can bear negative charges when the
phosphonic groups are hydrolys to the monoester func-
tionality. The products obtained, VA and VB, represent
the first example of a chiral molecular ‘hambuger’ and
thus open up new frontiers in the stereochemical use of
such molecules.


The highly selective construction of ‘hamburger’ pro-
ducts VA and VB in a para–para manner, rather than in
either a meta–meta or an ortho–ortho manner, is a direct
consequence of the geometry and of the spatial position
of the phenolic OH of the spirobiindane unit. The
geometry of monomer I, although it favours the forma-
tion of cyclic products over polymers, is not sufficient for
distinguishing in reactivity between meta- or para-
xylylene dibromides because it was shown that it is
able to give both the [1þ 1] intramolecular cyclization
products.4 An important role must be played also by the
1,2,4,5-tetrakis(bromomethyl)benzene in order to yield
only a para–para connection. Some previous studies5,10


revealed that the use of this benzylic monomer reacts with
spacers of appropriate length in a para–para manner only.


The structures of the two diastereoisomers VA and VB
were unambiguously assigned from the presence of a
highly diagnostic 7,70-H chemical shifts and from the AB
systems for the diastereotopic benzylic methylene pro-
tons. An independent chemical route to VA and VB
proved without doubt that our bicyclization reaction is
occuring in a para–para fashion and more important, that
the ‘hamburgers’ obtained possess the structure and
stereochemistry discussed above.


Scheme 3. a, Refluxing acetonitrile, K2CO3; b, room temperature, THF, LiBH4; c, 0
�C, DCM, K2CO3, SOCl2
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In the future, we intend to use these chiral receptor
molecules as hosts for dicationic guests and to develop
new sensors for basic amino acids.


EXPERIMENTAL


General. All reactions were performed under an inert
atmosphere of nitrogen and the solvents were refluxed
and freshly distilled before use. 1H, 13C, 31P NMR spectra
were recorded on a Varian-Inova 500 MHz instrument
operating at 500, 125 and 200 MHz, respectively, using
SiMe4 as internal reference and 85% H3PO4 as external
reference. 2-D experiments were carried out using 1K
data points, 256 increments and a relaxation delay of 2.0 s.
TROESY spectra were obtained using a 300 ms spin-lock
time. Mass spectra were obtained using a double-focusing
Kratos MS 50S instrument equipped with a standard
FAB source and DS 90 data system using 3-nitrobenzyl
alcohol as matrix. Melting-points were determined on a
Büchi 530 melting point apparatus and are uncorrected.
Yields of the isolated compounds VA and VB were
calculated on the basis of the crude NMR spectra.


Materials. Acetonitrile was dried by distillation from
calcium hydride under nitrogen. Spirobiindane phospho-
nate11 I and 2,5-dibromomethyl-1,4-carbomethoxy-ben-
zene12 were prepared according to published procedures.
Unless stated otherwise, commercial chemicals were
used as supplied.


Synthetic Procedure for the 1,10-Spirobiindan macrobicy-
cles. Solutions of I (0.58 g, 1.0 mmol) and 1,2,4,5-tetra-
kis(bromomethyl)benzene (0.225 g, 0.5 mmol) in freshly
distilled CH3CN (250 ml in total) were added dropwise at
equal rates over a period of 3 h, from two different
dropping funnels, to a stirred suspension of anhydrous
K2CO3 (2.8 g, 2 mmol) in anhydrous CH3CN (150 ml) at
refluxing temperature. After the addition was completed,
the reaction mixture was refluxed and stirred for 1 day,
filtered and the solvent was evaporated to give 0.64 g of
white powder, which was purified by column chromato-
graphy [SiO2; EtOAc–MeOH (95:5)] followed by crystal-
lization from cyclohexane–ethyl acetate to give VA and
VB as white crystals.


Structure VA. Recrystallization from cyclohexane–ethyl
acetate gave the pure product as white crystals: yield
0.22 g (35%), m.p. 241–243 �C; SiO2, EtOAc–MeOH
(95:5), Rf¼ 0.18. FAB-MS (%): m/z 1287.5 (100%)
[MþH]þ , 1309.4 (12%) [MþNa]þ . 1H NMR
(CDCl3, ppm), � 7.44 (d, 4H, spiro-4,40-ArH, 3JHP¼
15 Hz), 6.38 (s, 2H, ArH), 5.24 (d, 4H, spiro-7,70-ArH,
4JHP¼ 6.0 Hz), 5.59 (d, 4H, ArOCH2Ar, 2JHH¼ 12.5 Hz),
5.20 (d, 2H, ArOCH2Ar, 2JHH¼ 12.5 Hz), 4.22 (m, 16H,
POCH2CH3), 2.19 (d, 4H, spiroCH2, 2JHH¼ 16 Hz),
1.82 (d, 4H, spiroCH2, 2JHH¼ 16 Hz), 1.41 (t, 12H,
POCH2CH3, 3JHH¼ 7 Hz), 1.34 (t, 12H, POCH2CH3,


3JHH¼ 7 Hz), 1.28 (s, 12H, spiroCH3), 1.24 (s, 12H,
spiroCH3). 13C NMR (CDCl3, ppm), � 158.05 (d,
3.8 Hz), 154.86 (d, 1.8 Hz), 147.48 (d, 14.1), 136.52,
133.99, 127.54 (d, 7.1 Hz), 120.9 (d, 1JCP¼ 187.4 Hz),
119.77 (d, 11.3 Hz), 72.63, 62.51 (d, 5.8 Hz), 62.09 (d,
5.4 Hz), 57.97, 57.29, 43.12, 31.31, 29.89, 16.45 (d,
2.9 Hz), 16.40 (d, 3.4 Hz). 31P NMR (CDCl3, ppm), �
17.52.


Structure VB. Recrystallization from cyclohexane–ethyl
acetate gave the pure product as white crystals: yield
0.38 g (60%), m.p. 145–147 �C; SiO2, EtOAc–MeOH
(95:5), Rf¼ 0.18. FAB-MS (%): m/z 1287.5 (100%)
[MþH]þ , 1309.4 (12%) [MþNa]þ . 1H NMR (CDCl3,
ppm), � 7.52 (d, 2H, spiro-4,40-ArH, 3JHP¼ 15 Hz), 7.49
(d, 2H, spiro-4,40-ArH, 3JHP¼ 15 Hz), 6.89 (s, 2H, ArH),
5.70 (d, 2H, ArOCH2Ar, 2JHH¼ 12.5 Hz), 5.39 (d, 2H,
spiro-7,70-ArH, 4JHP¼ 6.0 Hz), 5.25 (d, 2H, ArOCH2Ar,
2JHH¼ 12.5 Hz), 5.13 (d, 2H, spiro-7,70-ArH, 4JHP¼
6.0 Hz), 4.99 (d, 2H, ArOCH2Ar, 2JHH¼ 12.5 Hz), 4.79
(d, 2H, ArOCH2Ar, 2JHH¼ 12.5 Hz), 4.32–4.15 (m, 16H,
POCH2CH3), 2.20 (d, 2H, spiroCH2, 2JHH¼ 13 Hz),
2.19 (d, 2H, spiroCH2, 2JHH¼ 13 Hz), 1.85 (d, 2H,
spiroCH2, 2JHH¼ 13 Hz), 1.77 (d, 2H, spiroCH2,
2JHH¼ 13 Hz), 1.45–1.36 (m, 24H, POCH2CH3), 1.28
(s, 6H, spiroCH3), 1.26 (s, 12H, spiroCH3), 1.23 (s, 6H,
spiroCH3). 13C NMR (CDCl3, ppm), � 157.76 (d, 4.0 Hz),
157.25 (d, 4.0 Hz), 155.21 (d, 2.4 Hz), 154.66 (d, 2.4 Hz),
146.78 (d, 14.1 Hz), 145.95 (d, 14.0 Hz), 136.88, 135.31,
131.94, 127.91 (d, 7.9 Hz), 127.84 (d, 9.3 Hz), 119.77
(d, 1JCP¼ 187.5 Hz), 119.01 (d, 1JCP¼ 186.8 Hz), 117.83
(d, 10.6 Hz), 116.65 (d, 11.0 Hz), 70.73, 69.87, 62.55 (d,
6.2 Hz), 62.34 (d, 5.9 Hz), 62.05 (d, 5.9 Hz), 61.93
(d, 5.5 Hz), 58.24, 57.75, 57.41, 43.18, 42.97, 31.30,
31.18, 30.19, 30.08, 16.46 (d, 7.1 Hz), 16.40 (d,
6.6 Hz). 31P NMR (CDCl3, ppm), � 18.37, 18.13.


Structure VII. Yield 93%. FAB-MS (%): m/z 799.2 (40%)
[MþH]þ , 821.2 (10%) [MþNa]þ . 1H NMR (CDCl3,
ppm) � 7.61 (s, 2H, ArH), 7.58 (d, 2H, spiro-4,40-ArH,
3JHP¼ 15 Hz), 5.76 (d, 2H, ArOCH2Ar, 2JHH¼ 14.0 Hz),
5.54 (d, 2H, ArOCH2Ar, 2JHH¼ 14.0 Hz), 5.27 (d, 2H,
spiro-7,70-ArH, 4JHP¼ 6.0 Hz), 4.35–4.18 (m, 8H,
POCH2CH3), 3.81 (s, 6H, COOCH3), 2.20 (d, 2H,
spiroCH2, 2JHH¼ 13 Hz), 1.90 (d, 2H, spiroCH2,
2JHH¼ 13 Hz), 1.42 (m, 12H, POCH2CH3), 1.26 (s, 6H,
spiroCH3), 1.25 (s, 6H, spiroCH3). 13C NMR (CDCl3,
ppm) � 166.26, 157.62 (d), 155.47, 146.10 (d), 137.83,
132.92, 132.44, 128.34 (d), 118.81 (d, 1JCP¼ 178.7 Hz),
116.02 (d), 69.84, 62.28 (d), 62.12 (d), 58.29, 57.52,
43.24, 31.28, 30.07, 16.45 (t). 31P NMR (CDCl3, ppm), �
18.45.


Structure VIII. Yield 70%. FAB-MS (%): m/z 778.4
(100%) [M]þ , 780.3 (70%) [Mþ 2]þ . 1H NMR
(CDCl3, ppm), � 7.52 (d, 2H, spiro-4,40-ArH,
3JHP¼ 15 Hz), 7.02 s, 2H ArH), 5.51 (d, 2H, ArOCH2Ar,
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2JHH¼ 13.0 Hz), 5.48 (d, 2H, spiro-7,70-ArH, 4JHP¼
6.0 Hz), 5.41 (d, 2H, ArOCH2Ar, 2JHH¼ 13.0 Hz),
4.59 (d, 2H, ArOCH2Ar, 2JHH¼ 12.0 Hz), 4.43 (d,
2H, ArCH2Cl, 2JHH¼ 12.0 Hz), 4.32–4.24 (m, 8H,
POCH2CH3), 2.20 (d, 2H, spiroCH2, 2JHH¼ 13 Hz),
1.93 (d, 2H, spiroCH2, 2JHH¼ 13 Hz), 1.45 (t, 12H,
POCH2CH3, 4JHP¼ 6.0 Hz), 1.26 (s, 6H, spiroCH3),
1.24 (s, 6H, spiroCH3). 13C NMR (CDCl3, ppm), �
157.34 (d), 155.75, 146.47 (d), 136.25, 135.74, 132.53,
127.81 (d), 119.23 (d, 1JCP¼ 179.9 Hz), 117.49 (d),
69.48, 62.44 (d), 62.12 (d), 58.26, 57.46, 43.26, 42.39,
31.44, 29.94, 16.50 (t). 31P NMR (CDCl3, ppm), � 18.37.
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epoc ABSTRACT: The crystal and molecular structures of (a) 1-imino-3-phenyliminoisoindoline (2), (b) two polymorphs
(3Mono and 3Tric) and a hexane solvate (3Hex) of 1,3-bis(phenylimino)isoindoline (3) and (c) 3-phenyliminoi-
soindolinone (4) were determined via single-crystal x-ray diffraction. The two polymorphs and solvate of 3 were all
obtained by crystallization from hexane. In the solid state, 2 is found as the anti isomer of the amino tautomer, and all
forms of 3 exist as either the syn,anti or anti,anti isomers of the diimino tautomer. The 3Tric and 3Mono polymorphs
represent a rare example in which the phenomena of conformational polymorphism and conformational isomorphism
occur for the same substance. Compound 4 crystallizes as the anti isomer of the keto form. Differential scanning
calorimetry and thermogravimetric analysis were performed to characterize the thermal properties of samples of 2–4.
X-ray powder diffraction studies on 2, 3 and 4 reveal that, whereas specimens of 2 are a single phase, none of the
samples of 3 and 4 crystallize as single phases under the conditions of the experiments. Copyright # 2004 John Wiley
& Sons, Ltd.
Additional material for this paper is available in Wiley Interscience
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INTRODUCTION


This paper reports the isolation and characterization of
the structural and thermal properties of phenyl derivatives
of diiminoisoindoline (1), namely phenyliminoisoindo-
line (2) and stereoisomers of 1,3-bis(phenylimino)isoin-
doline (3). There is a longstanding interest in isoindoline
rings owing to their presence in the phthalocyanines1 and
proposed presence2 in related linear conjugated poly-
mers. They are also of interest3 as intermediates for the
synthesis of hemiporphyrazines. The linear cyclopoly-
merization of 2-benzylidene-4, 5-dicyano-1,3-dithiole to
a related structure has been reported recently4 and Sn(II)
reagents5 and unmodified sugars6 bring about the linear
oligomerization and polymerization of phthalonitriles
and certain dicyanoalkenes to structures related to
polyisoindolines.


Pursuant to our interests in solid-state reactions, espe-
cially a suitable precursor for a solid-state polymerization
leading to a polyisoindoline,7 the solid-state reactivity of


28 attracted our attention. It was found that heating of 2 at
150 �C, well below its reported8 decomposition tempera-
ture (203 �C), led to decomposition, possibly initiated by
dissociation of 2 to aniline and phthalonitrile.7 This
process ultimately destroys the lattice of 2 and leads to
the formation of 3, ammonia and phthalocyanine (0.25%
yield). Following a report8 of its synthesis and thermal
decomposition, 2 has been the subject of NMR studies9


intended to deduce its preferred tautomeric structure. We
were interested in the crystal structure of 2 for insights
into the thermal decomposition process and for definitive
identification of the preferred tautomer in the solid state.


Compound 3 was initially described8 as yellow needles
with a melting-point of 129 �C. Subsequently, 3 was
studied10 to learn about its preferred tautomeric structure
and possible stereoisomers associated with stereomuta-
tion of the phenylimino group. Based on model Schiff
bases,11 such isomerization should be facile in solution at
room temperature or in a liquid phase. Our observations
of the thermal properties of different specimens of 3
reported here are consistent with this perspective. In this
paper, we report the crystal structure of 2 and identify the
preferred solid-state tautomer. In the course of our isola-
tion and characterization of 3 and its solid-state reactivity,
we discovered two polymorphs of 3, one of which has
two stereoisomers of 3 in the same unit cell, whereas the
other contains only a single stereoisomer. This is a very
rare example of the occurrence of both conformational
polymorphism and conformational isomorphism for a
single substance.12
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In the course of attempting to dope 2 into phthalonitrile
in ethyl acetate solution, we isolated the known com-
pound 3-phenyliminoisoindolinone (4). Its crystal struc-
ture is reported here.


Using x-ray powder diffraction, we observed that, with
the exception of 2, all samples studied in this work
involve more than one crystalline phase by comparison
of the observed powder reflections with those calculated


from the lattice constants for a given crystal. While we
recognize that observation of melting behavior is an
important part of the characterization of an organic
molecular compound, we will be unable to give definitive
thermal properties for each crystalline phase found in this
work. Nevertheless, we have made some noteworthy
attempts along these lines.


EXPERIMENTAL


General


Melting-points taken in a capillary tube are uncorrected.
Differential scanning calorimetry (DSC) and thermogra-
vimetric analysis (TGA) measurements were made on
DuPont DSC 2910 and TA 2950 instruments, respec-
tively, at a rate of 10 �C min�1 under N2. X-ray powder
diffraction was recorded from 2�¼ 2 to 60� using a Cu
K� source on a Phillips vertical diffractometer with a
graphite monochromator. Calculated x-ray powder pat-
terns were generated by MICRO-Dspace (Materials Data,
Livermore, CA, USA). 1H and 13C NMR spectra were
recorded on either a Bruker 250 MHz spectrometer or a
Varian 400 MHz spectrometer.


X-ray structure determinations


X-ray crystal structure analyses were performed at
Brandeis University on an Enraf-Nonius CAD-4U
diffractometer using graphite-monochromated Cu K�
radiation (2, 3Hex, 3Tric, 4) and on a CAD-4 Turbo
diffractometer using graphite-monochromated Mo K�
radiation (3Mono).13 Each structure was solved by direct
methods (SIR92).14 Full-matrix least-squares refinement
was carried out using the Oxford University Crystals for
Windows system.15 All ordered non-hydrogen atoms
were refined by using anisotropic displacement para-
meters; hydrogen atoms were fixed at calculated geo-
metric positions and updated after each least-squares
cycle. Hydrogen atoms attached to N were refined by
using isotropic displacement parameters. Drawings were
prepared using the Oxford University CAMERON pro-
gram.16 In 3Hex, the occupancy of a disordered hexane
solvate was also refined, leading to a value of 0.193(2). A
set of CIF files is available as Supplementary material
(available in Wiley Interscience).


1-amino-3-phenyliminoisoindoline (2)7


A solution of 1,3-diiminoisoindoline (1) (2.5 g, 17 mmol)
and aniline (1.6 ml, 18 mmol) in ethanol (15 ml) was
refluxed for 2 h and allowed to cool to 5 �C. The yellow
precipitate obtained was suction filtered, triturated with
cold ethanol and recrystallized from ethanol with a total
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yield of 2.89 g (77%); m.p. 203 �C (decomp.) [lit.8 m.p.
203 �C (decomp.)]. A yellow single crystal obtained from
ethyl acetate was determined to be 2. The observed
density was 1.22 g cm�3 (calc. 1.246 g cm�3) determined
by neutral buoyancy in carbon tetrachloride–cyclohex-
ane. TGA: a 28.9% weight loss at 170 �C, an additional
31.6% weight loss at 260 �C and a further 20.3% weight
loss at 321 �C. Observed x-ray powder pattern, d (Å): 9.0,
5.4, 4.8, 4.48, 4.21, 4.18, 4.07, 3.98, 3.16, 3.13, 3.09,
2.73, 2.50, 2.24 and 2.12.


Bis(phenylimino)isoindoline (3)


Method A8. A mixture of 1 (1.51 g, 10 mmol), aniline
(2 ml, 20 mmol) and ethanol (15 ml) was refluxed for
24 h. After evaporation of the ethanol, the residue was
purified by column chromatography [silica gel, elution
with CH3OH–CH2Cl2(5:95)] to give a yellow solid
(1.80 g, 58%). Repeated recrystallizations from hexane
yielded four different kinds of crystals, yellow needles,
light-orange plates and two yellow single crystals.


Yellow needle crystals with m.p. 129–130.5 �C are a
major product from the recrystallization. However, these
were of unsatisfactory quality and size for further study.
FT-IR (mineral oil): 3440, 1662, 1587, 1458, 1376, 1233,
1100, 690 cm�1. The crystals exhibited an irreversible
melt and did not resolidify until cooled to �25 �C.
Observed x-ray powder pattern (d, Å): 17.3, 15.6, 14.7,
13.8, 12.3, 9.0, 7.2, 7.1, 6.8, 5.7, 5.5, 5.2, 4.9, 4.81, 4.63,
4.50, 4.33, 4.21, 3.68, 3.58, 3.50, 3.43, 3.37, 3.14.


A yellow single crystal 3Mono with m.p. 122–125 �C
was determined to be isomer 3c. Crystallographic data
are given in Table 1. The 1H NMR spectrum (CDCl3)
exhibited � 8.09–8.07 (m, 2H), 7.75 (m, 2H), 7.4–7.3 (m,
4H), 7.16–7.12 (m, 2H), 7.08–7.02 (m, 4H), 2.0 (s, broad,
1H). This spectrum is representative of those observed for
all specimens of 3 in the present work.


A yellow single crystal 3Tric with m.p. 128–130 �C
was determined to be a mixture of isomers of 3c and 3d.
Crystallographic data are given in Table 1.


Method B (catalyzed by CaCl2)
17. A mixture of


phthalonitrile (1.28 g, 10 mmol), aniline (1.9 ml,
21 mmol), CaCl2 (0.11 g, 1 mmol) and n-butanol (20 ml)
was refluxed for 48 h. After evaporating the n-butanol
under reduced pressure, the residue was purified by
column chromatography [silica gel, CH3OH–CH2Cl2
(5:95)] to yield orange crystals (1.80 g, 61% yield) with
m.p. 125–127 �C.


The hexane-solvated single crystals 3Hex were recrys-
tallized from hexane and the structure was determined to
be isomer 3d. Crystallographic data are given in Table 1.
The observed density was 1.19 g cm�3 determined by
neutral buoyancy in carbon tetrachloride–cyclohexane.
TGA: a 5% weight loss at 100 �C with a further 95%
weight loss at 160 �C. No DSC exotherm or endotherm
was observed. The crystal exhibited an irreversible melt.
On cooling, a yellow solid was found at �13 �C. Ob-
served x-ray powder pattern, d (Å) (before melt): 15.5,
14.2, 13.2, 12.9, 11.6, 9.1, 8.9, 8.7, 8.6, 6.3, 5.6, 5.3, 5.1,
4.3, 4.2, 4.0, 3.9, 3.8, 3.6, 3.5, 3.4, 3.3, 3.2, 3.1, 3.0, 2.92


Table 1. Crystallographic data


2 3Hex 3Mono 3Tric 4


Chemical formula C14H11N3 C20H15N3� C20H15N3 C20H15N3 C14H10N2O
0.1925 (C6H14)


Formula weight 221.263 311.235 297.361 297.361 222.248
Crystal system Tetragonal Hexagonal Monoclinic Triclinic Monoclinic
Space group P41212 R�33 P21/c P�11 P21/c
Temperature (K) 294 294 294 294 294
a (Å) 9.5328 (18) 25.475 (8) 11.3341 (4) 13.1134 (12) 11.1873 (15)
b (Å) 9.5328 (18) 25.475 (8) 14.926 (1) 14.252 (2) 5.0576 (7)
c (Å) 25.9609 (12) 13.610 (2) 9.2767 (5) 18.331 (3) 19.985 (3)
� ( �) 90 90 90 79.190 (13) 90
� ( �) 90 90 90.431 (4) 73.781 (9) 101.713 (11)
� ( �) 90 120 90 75.565 (9) 90
V (Å3) 2359.2 (6) 7649 (4) 1569.3 (15) 3160.0 (8) 1107.2 (3)
Z 8 18 4 8 4
�calcd (g cm�3) 1.246 1.227 1.259 1.250 1.333
�obsd (g cm�3) 1.22 (1) 1.19 (2) 1.31 (1)
� (Å) 1.54178 1.54178 0.71073 1.54178 1.54178
� (mm�1) 0.605 0.572 0.076 0.589 0.692
Trans. coeff. (empirical corr.) 0.76–0.92 0.89–0.94 0.96–0.98 0.76–0.81 0.80–0.86
Unique reflections; No. obsd. 1522; 1440 3589; 2818 3177; 1965 13293; 8914 2322; 1774
Rmerge 0.021 0.024 0.014 0.010 0.043
R 0.0366 0.0472 0.0365 0.0416 0.0400
Rw 0.0545 0.0639 0.0421 0.0528 0.0527
SDU 0.89 1.01 1.10 1.04 1.03
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and 2.81. Observed x-ray powder pattern: d (Å) (after
melt): 4.3 and 3.2. The observed reflections at d¼ 15.5,
14.2, 13.2, 9.1, 8.9, 8.7, 8.6, 5.3 and 5.1 Å are not found in
the calculated pattern for 3Hex.


3-Phenyliminoisoindolinone (4)


Method A. Reaction of phthalonitrile and 2: a mixture
of phthalonitrile (1.54 g, 0.012 mmol), 2 (0.75 g,
0.003 mmol) and 25 ml of ethyl acetate was refluxed
overnight to yield an orange solution. After evaporation
of the ethyl acetate, the residue was triturated with hot
hexane, purified by column chromatography [silica gel,
CH3OH–CH2Cl2(1:99)] to yield an orange solid. Orange
single crystals was recrystallized from ethyl acetate–
hexane (1:3, v/v) and determined to be 3-phenyliminoi-
soindolinone and the isomeric form 4a with m.p. 162–
164 �C (lit. m.p. 167–169 �C18 and 170–171 �C.19 Crys-
tallographic data are given in Table 1. The observed
density was 1.31 g cm�3 determined by neutral buoyancy
in carbon tetrachloride–cyclohexane. IR (Nujol): 1735,
1677, 1579, 1258, 1165, 1087 cm�1.


Method B18. A solution of 3-iminoisoindolinone (0.5 g,
3.4 mmol) and aniline (1 ml, 11 mmol) in a mixture of
ethanol (20 ml) and acetic acid (0.67 ml) was heated
under reflux for 30 min to yield a yellow solution. After
cooling, the solution was poured into water (34 ml) to
give a yellow precipitate. The precipitate was filtered by
suction, dried in vacuum and recrystallized from ethanol
to give yellow crystals, 0.56 g (73%), m.p. 167–169 �C
(lit.18 m.p. 167–169 �C). The yellow crystals were found
to have the same crystal structure as the orange crystals
obtained by method A. The isomer form was 4a. Crystal-
lographic data are given in Table 1. The observed density
was 1.33 g cm�3 determined by neutral buoyancy in
carbon tetrachloride–cyclohexane. Observed x-ray pow-
der pattern, d (Å): 20.3, 19.8, 14.7, 10.2, 8.3, 6.8, 5.5, 5.3,
4.9, 4.44, 4.19, 3.67, 3.48, 3.34, 3.28 and 3.10. The
observed reflections at d¼ 20.3, 19.8, 14.7, 6.8 and
4.19 Å are not in the calculated pattern.


RESULTS AND DISCUSSION


The stereoisomers and tautomers of 1 and its deri-
vatives have been of interest since 1945.20 Here we report
our observations from structural determinations for 2, 3
and 4.


Structural characterization of
phenyliminoisoindoline (2)


As shown in Fig. 1, 2, which can exist in several isomeric
forms, crystallizes as the anti isomer 2a of the amino


tautomeric form. Bond lengths (Fig. 1) and angles are in
normal ranges, in good agreement with those of the
similar compounds 3-amino-5,6-dicyano-1-phenyli-
mino-1H-isoindole21 and 5-(1-aminoisoindol-3-ylidenea-
mino)-1,3,4-thiadiazol-2(3H)-thione dimethylformamide
solvate monohydrate.22 The C4—N2—C9—C14 tor-
sion angle is 84.1�, a likely result of packing forces.
Figure 2 shows a portion of the infinite hydrogen-bonding


Figure 1. Molecular structure of 2. Selected bond distances:
N1---C1, 1.331(2); N1---C4, 1.395(1); C4---N2, 1.288(1);
N2---C9, 1.425(2); C1---N3, 1.317(2) Å


Figure 2. Hydrogen bonding in 2


Figure 3. Molecular structure of 3Mono. Selected bond
distances: N1---C1, 1.395(2); N1---C4, 1.393(2); C4---N2,
1.276(2); N2---C9, 1.415(2); C1---N3, 1.270(2); N3---C15,
1.420(2) Å
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network. One hydrogen bond, N3—H1 � � �N1(1þ y,
x� 1, � z; N � � �N, 2.96 Å; N—H � � �N, 156�) forms an
R2
2ð8Þ ring, whereas the other, N3—H2 � � �N2(1


2
þ y,


1
2
� x, z� 1


4
; N � � �N, 2.95 Å; N—H � � �N, 166�), is part


of an infinite chain, C(6).23 Tautomer 2 was indicated in a


solution NMR study in the literature.10 If the solid-state
decomposition of 27,8 to aniline and phthalonitrile is an
intramolecular process, it cannot proceed through the
observed tautomer.


Structural characterization of
bis(phenylimino)isoindoline (3)


The specimens obtained from synthetic methods A or B
given in the Experimental Section are a mixture of phases
as revealed by x-ray powder diffraction, and single
crystals were selected from the mixtures. Three different
single crystals, 3Mono, 3Tric and 3Hex, were obtained
by modifying the literature procedures and recrystallizing
the products from hexane. During various attempts, two
or more polymorphs and/or solvates crystallized conco-
mitantly,24 without strong reproducibility.


After melting, all specimens of 3 remain viscous
liquids when cooled to ambient temperature. As stated
in the Experimental section, they do not resolidify until
cooled significantly below 0 �C. These resolidified mate-
rials are not homogeneous crystalline phases and have
significant amorphous character, as revealed by x-ray
powder diffraction. This melting behavior of the various
forms of 3 is a likely consequence of the low barrier to
stereomutation11 of the phenylimino groups. The result is
a mixture of stereoisomers that does not crystallize
readily upon cooling to ambient temperature.


Figure 4. Molecular structure of 3Hex. Selected bond
distances: N1---C1, 1.378(2); N1---C4, 1.397(2); C4---N2,
1.265(2); N2---C9, 1.412(2); C1---N3, 1.276(2); N3---C15,
1.424(2) Å


Figure 5. Packing diagram of 3Hex projected down the c-axis; the hexagonal motifs represent disordered hexane with average
S6 symmetry
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The crystal structure of 3Mono (Fig. 3) reveals it to be
the anti,anti isomer 3c. Bond lengths and angles are in
good agreement with the structures discussed above, and
also that of 2-trimethylsilyl-1,3-bis(trimethylsilylimino)-
1,3-dihydroisoindole.25 The C4—N2—C9—C14 and
C1—N3—C15—C20 torsion angles are 61.0 and
59.5�, respectively, which isolates the NH group
and precludes intermolecular hydrogen bonding. There
are therefore no N—H � � �N hydrogen bonds; inspection
of the crystal structure reveals only two weak inter-
molecular C—H � � �N interactions (not shown), C5—
H51 � � �N3(1� x, 1


2
þ y, 1


2
� z; C � � �N, 3.65 Å; C—H � � �N,


152�) and C20—H201 � � �N2(x, 1
2
� y, 1


2
þ z; C � � �N,


3.50 Å; C—H � � �N, 138�). The lack of N—H hydrogen
bonding is confirmed in the FT-IR spectrum of 3Mono,
which exhibits a sharp peak at 3446 cm�1, an appropriate
frequency for a NH group not involved in hydrogen
bonding. The 1H NMR spectrum of the sample obtained
from isolated crystals of 3Mono (see Experimental sec-
tion) is similar to that obtained in an earlier NMR study
(at 263 K),9 which suggested that a mixture of both
stereoisomers 3c and 3d was observed in CDCl3.


Crystal 3Hex is a solvate, and contains �0.2 mol of
hexane per mole of syn,anti stereoisomer 3d (Fig. 4). The
results from the x-ray structure determination (5.3%
hexane) are consistent with TGA analysis, which re-
vealed an initial 5% weight loss. Crystalline 3Hex has
an irreversible melt; after resolidification, some of the
original peaks reappeared, but additional peaks and
evidence for an amorphous component were also present.
Bond lengths (Fig. 4) and angles are again in good
agreement with the structures discussed above. The
C4—N2—C9—C10 and C1—N3—C15—C16 torsion
angles are 86.2 and 65.8�, respectively, probably a
reflection of packing forces. Compound 3Hex crystal-
lizes in the high-symmetry trigonal space group R�33;
inspection of a packing diagram projected down the c-
axis reveals the disordered hexane molecules in a site
of crystallographic �33(S6) symmetry (Fig. 5). A single


Figure 6. Hydrogen bonding C(4) chain in 3Hex


Figure 7. Asymmetric unit (four molecules) of 3Tric
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hydrogen bond, N1—H1 � � �N3 (4
3
� y; x� y� 1


3
; z� 1


3
;


N � � �N, 3.01 Å; N—H � � �N, 154�), is part of an infinite
chain, C(4), as shown in Fig. 6.


Crystal 3Tric, a second polymorph in the series, is a
3:1 mixture of the anti,anti and anti,syn stereoisomers 3c
and 3d (Fig. 7). This is an example of conformational
isomorphism (presence of different conformers in the
same crystal). The 3Tric and 3Mono polymorphs repre-
sent another rare example12 in which the phenomena of
conformational polymorphism (presence of different con-
formers in different polymorphs) and conformational
isomorphism (presence of different conformers in the
same crystal) occur for the same substance. The density
of 3Mono is only slightly greater than that for 3Tric
(1.259 and 1.250 g cm�3, respectively), which suggests
similar packing efficiencies. For 3Tric, the bond lengths
and angles are again in normal ranges, in good agreement
with the structures discussed above. The analogous C—
N—C—C torsion angles, reflecting, as above, the twist
angle between the phenyl and phthalic imidine molecular
planes, lie in the narrow range 55.1–68.3�. As suggested
by the crystal structure of the anti,anti isomer 3Mono,
hydrogen bonding may be expected to play only a minor
role in the overall packing of the molecules. Figure 8
shows only a discrete N—H � � �N hydrogen bond, of graph
set type D(4), N101–H101� � �N402(�x; 1 � y; 2 � z;
N � � �N, 3.10 Å; N—H � � �N, 158�).


Structural characterization of
3-phenyliminoisoindolinone (4)


Earlier studies17,26 indicated that two isomers of 4 have
been observed in CD3OD whereby the anti isomer is the
predominant structure in solution. An x-ray structure
determination of a single crystal of 4 (Fig. 9) showed
only the anti isomer to be present; the bond lengths
(Fig. 9) and angles lie in normal ranges. The C4—


N2—C9—C10 torsion angle is again typical at 57.4�.
The crystal structure of 4 contains only an R2


2ð8Þ hydro-
gen bond (Fig. 10), N1—H1 � � �O1 (1 � x; 1 � y; 1 � z;
N � � �O, 2.88 Å, N—H � � �O, 170�).


Both yellow and orange crystals of 4 were obtained as
described in the Experimental section. The yellow crys-
tals had a slightly higher melting-point than the orange
crystals, but both have the same unit cell constants within
experimental error. A calculated powder x-ray pattern,
using the unit cell data for 4, did not correspond to the
observed powder pattern from the bulk material, which
therefore must not be a single phase.


CONCLUSIONS


The crystal structures of 1-imino-3-phenyliminoisoindo-
line (2), three forms of bis(phenylimino)isoindoline (3)
and 3-phenyliminoisoindolinone (4) have been solved.
TGA and DSC were used to characterize their thermal
properties. The 3Tric and 3Mono polymorphs represent a
rare example in which the phenomena of conformational


Figure 8. Discrete D(4) hydrogen bonding in 3Tric


Figure 9. Molecular structure of 4. Selected bond distances:
N1---C1, 1.367(2); N1---C4, 1.402(2); C4---N2, 1.271(2);
N2---C9, 1.419(2); C1---O1, 1.224(2) Å


Figure 10. Hydrogen bonding in 4 [R2
2ð8Þ ring shown]
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polymorphism and conformational isomorphism occur
for the same substance. Specimens of 3 do not return to a
solid phase unless cooled below �10 �C. This is a likely
consequence of the facile stereoisomerization11 of the
Schiff base-like groups. Analysis of powder diffraction
results suggests that samples of 3 and 4 are mixtures of at
least two phases, whereas specimens of 2 were found to
be a single phase.


During the course of this work, crystal structures were
solved for polymorphs of 1; these studies will be reported
separately.27
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Stereochemical studies by molecular palpation
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ABSTRACT: The conformational equilibrium of cyclohexanol was investigated by 129Xe NMR spectroscopy. While
the classical NMR approach focuses on a carbon or proton atom belonging to the molecule under investigation, in our
129Xe NMR methodology we use the xenon atom as an external spy. Xenon is able to monitor the interconversion
between the axial and the equatorial isomers of cyclohexanol. The conformational equilibrium constant was
estimated and is in excellent agreement with the values obtained by 1H and 13C NMR. Copyright # 2004 John
Wiley & Sons, Ltd.
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INTRODUCTION


Intermolecular interactions play an important role in the
chemistry of condensed phases, influencing the proper-
ties of the interacting partners such as their molecular
structure, spectroscopic properties and reactivity. These
interactions are sometimes highly specific and the con-
cept of molecular recognition is then used to describe the
relationship between the interacting partners; the host–
guest pair in supramolecular chemistry or the drug–
receptor pair in medicinal chemistry are examples of
systems characterized by specific interactions.1 We are
interested in non-specific intermolecular interactions and
in their use to study the equilibria between conformers.
We will show that it is possible, using 129Xe NMR
spectroscopy with xenon as an external probe, to inves-
tigate a chemical equilibrium via intermolecular interac-
tions without perturbing it.


It is safe to assume that if an equilibrium is investigated
using NMR spectroscopy, the interaction between the
electromagnetic radiation and the chemical system does
not modify the equilibrium. This is not necessarily the
case if higher energy photons capable of inducing elec-
tronic transitions, such as those associated with UV or
visible light, are used to investigate the system. If
electromagnetic radiation is able to perturb an equili-
brium, one would expect intermolecular interactions,
which necessarily involve the electronic distributions of


the interacting molecules, to perturb the equilibrium.
Chemical equilibria are frequently solvent dependent,
which means that intermolecular interactions are able to
change the standard free energy differences between
reactants and products. Such solvent effects on equilibria
between stereoisomers have been known for decades.2 It
might therefore appear unrealistic to try to obtain infor-
mation about a conformational equilibrium using an
external probe which must necessarily interact with the
conformers in equilibrium. It is in fact possible if the
chemical observer (probe) interacts ‘gently’ and ‘identi-
cally’ with all the molecular species involved in the
equilibrium. By this, we mean that specific interactions
with any of the molecular species must be avoided. It is
also important, and this might at first seems contradictory
with the previous requirement, that a physical property of
the observer is influenced by interactions with the mole-
cular species under study and that each species has a
different effect on the observer so that monitoring of this
property allows an accurate and precise quantitative
analysis of the equilibrium to be undertaken. In summary,
what is needed is a chemical observer that is very
sensitive to its environment and is able to ‘palpate’ the
system and give quantitative information about the ob-
served molecular species even if they are in fast equili-
brium such as cyclohexanic conformers. Molecular
palpation, like medical palpation, can be described as a
non-invasive diagnostic method.


Monatomic xenon fulfils all the above-mentioned re-
quirements. Indeed, it is a spherical monatomic species
that interacts with other molecules through attractive
London and repulsive Pauli energies. These energy terms
are essentially non-specific and it is certainly safe to
assume that the standard free energy difference between
two stereoisomers is essentially the same if xenon is
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present or not. The xenon NMR parameters, such as the
screening constant, depend only on the intermolecular
interactions in which that the atom is involved and are
furthermore very sensitive to the environment. The 129Xe
isotope is characterized by a spin quantum number of 1


2
and very long relaxation times. In solution, its NMR
signal is usually very sharp and screening constant
changes of one hertz are detectable. This corresponds
to a 10�8 change in the screening constant of 129Xe at a
resonance frequency of 100 MHz. This means that 129Xe
is an extremely efficient observer of its environment. Just
by palpating, xenon can detect very tiny differences
between molecules with which it is interacting.


We have been involved with xenon NMR since many
years.3–19 Whereas much of the xenon NMR work
reported in the literature has been devoted to the char-
acterization of the internal structure of microporous
materials such as zeolites and clathrates in the solid
state,20–24 we have used xenon NMR to investigate
different systems in solution. In particular, we have
used xenon NMR to probe the interaction of xenon atoms
with solvent and solute molecules,6,9,11,25 and to study the
interaction between xenon and the hydrophobic cavity of
organic host molecules such as �-cyclodextrin,7 crypto-
phane-A,10 and cucurbituril.15,16 We have used xenon
NMR to study protein cavities and have also shown that
xenon can differentiate between protein surfaces that
differ only in the percentage of charged or polar resi-
dues.17 We have also shown that xenon can be ‘chira-
lized’ when it is complexed in a chiral host molecule.13,14


We recently reported on the use of 129Xe NMR to
monitor a configurational equilibrium in solution be-
tween systems that do not complex xenon in a specific
site.19 To our knowledge, 129Xe NMR had, until then,
never been used to study systems undergoing a transfor-
mation in solution; this type of study had only been
undertaken in the investigation of solid materials and in
each case specific interactions existed between xenon and
several sites in the system under study.26–28 We chose to
study a process that has already been well characterized
by other methods: the mutarotation of D-glucose. Our
recent work is the first example of the use of what we
have now defined as molecular palpation to perform a
thermodynamic and kinetic study of an equilibrium
between stereoisomers. The two anomers of D-glucose
are diastereoisomers that differ only in the configuration
at one of their six stereogenic centers. Once the �- or �-
anomer of D-glucose has been dissolved in a solvent,
epimerization occurs and the concentration of both
anomers changes until equilibrium is reached. We mon-
itored this process by measuring, as a function of time,
the 129Xe chemical shift in solutions containing initially
one or the other of the pure anomers. Our results show
that our methodology can indeed be used to study the
equilibrium between two molecules that are structurally
nearly identical and we were able to derive the thermo-
dynamic and kinetic constants characteristic of the system.


We report here on the use of our 129Xe NMR palpation
methodology to study the conformational equilibrium of
cyclohexanol. For monosubstituted cyclohexanes, the
activation energy for the chair–chair equilibrium is such
that at room temperature it is impossible to isolate the
conformers and determine their specific properties. Spec-
troscopic methods characterized by very small time-
scales, such as IR, Raman or UV spectroscopy, yield
spectra that correspond to the sum of the spectra of each
conformer (conditions of slow exchange). However,
because the extinction coefficients of the two conformers
are not known, it is impossible to determine the relative
amounts of the two conformers at equilibrium without
making use of appropriate model compounds, such as the
4-tert-butylcyclohexane derivatives, which exist almost
exclusively as one conformer. Implicitly, or explicitly, it
is considered that the extinction coefficients are transfer-
able quantities, which in this case means that they are not
altered by the presence of the tert-butyl group (or any
other bulky anchoring group) on the cyclohexane ring.
Similar comments are applicable to the ‘classical’
NMR methodology, known as the Eliel method, used to
study the conformational equilibrium of monosubsti-
tuted cyclohexane molecules at room temperature.
In the case of 1H NMR, for example, it is the chemical
shift of the proton on the carbon carrying the substituent
that is generally measured (proton in position 1).29,30 At
room temperature, the inversion of the cyclohexane
ring is fast on the 1H NMR chemical shift time-scale
and the observed chemical shift (�) is the weighted
average of the chemical shift values specific of each
interconverting form. Labeling the two chair conformers
according to the axial or equatorial position of the
substituent, the observed 1H chemical shift can be ex-
pressed as follows:


� ¼ xe�e þ xa�a ð1Þ


where �e is the chemical shift of the proton in the
equatorial conformer, � a is the chemical shift of
the proton in the axial conformer and xe and xa are the
mole fractions of the corresponding conformers. The
conformational equilibrium constant can then be esti-
mated using the expression


K ¼ xe


xa


¼ �a � �


� � �e


ð2Þ


One possibility for determining �e and �a is to inves-
tigate the system at a temperature which is sufficiently
low so that the rate of conformational inversion is slow on
the 1H NMR chemical shift time-scale and the character-
istic 1H signals for each individual conformer appear.
Their relative intensities provide a direct measure of the
equilibrium constant at that temperature. Another possi-
bility is, as in the case of IR spectroscopy, to use 4-
tert-butyl derivatives as conformationally homogeneous
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model compounds since they exist in one conformational
form. The direct determination of the chemical shift
values specific to each conformer is possible. These
values are, once again, considered as transferable quan-
tities, not affected by the presence of the tert-butyl group
in position 4 on the ring.30,31 It should be possible, at least
in principle, to verify the validity of this procedure by
comparing, under conditions of slow exchange and there-
fore at low temperature, the chemical shifts of each
conformation with the chemical shifts of the correspond-
ing tert-butyl derivatives. As far as we know, such a
comparison has never been performed, probably for
experimental reasons. The above-described Eliel method
should be applicable to our 129Xe NMR study. The
fundamental difference between our 129Xe NMR ap-
proach and the classical Eliel method for conformational
analysis is that instead of monitoring the chemical shift of
a nucleus constituting the cyclohexane system, we are
using a spin that is not implicated in the equilibrium: we
are using an external spy.


RESULTS AND DISCUSSION


129Xe NMR spectra were recorded at 25 �C for increasing
amounts of xenon dissolved in 0.4 mol l�1 acetone-d6


solutions of cyclohexanol, and cis- and trans-4-tert-
butylcyclohexanol (see Fig. 1). In these experiments the
equilibrium xenon pressure was < 2 atm and, for all
the systems studied, a single narrow line was observed in
the spectra. The measured 129Xe chemical shift values are
shown in Fig. 2 as a function of the total amount of xenon
present in the NMR tube. 1H and 13C NMR spectra were
also recorded.


The 129Xe NMR spectra indicate that xenon is in fast
exchange on the 129Xe chemical shift time-scale between


all possible environments in solution: the bulk phase
(xenon surrounded by solvent molecules only) and the
close environment of the solute molecules which are either
the cyclohexane derivatives or other xenon atoms. The two
chair conformers, labeled below according to the axial or
equatorial position of the hydroxyl group, must be con-
sidered as individual species because their lifetime is
expected to be much longer than the residence time of
xenon in their solvation shell; the xenon atom is not the
spectator of the interconversion process itself but samples
the resulting equilibrium. (For cyclohexane, the rate of
inversion is estimated to be 2� 105 s�1 at room tempera-
ture,32 i.e. a lifetime of 5ms, whereas the residence time of a
water molecule in the solvation shell of xenon dissolved in
pure water has been estimated to be 8.2 ps by molecular
dynamics simulation.33) The observed 129Xe chemical shift
can therefore be expressed as follows:


�obs ¼ xXe�Solv�Xe�Solv þ xXe�e�Xe�e


þ xXe�a�Xe�a þ xXe�Xe�Xe�Xe


ð3Þ


where xXe�i and �Xe�i are the mole fraction and the 129Xe
chemical shift of xenon in the various environments
described above.


The xenon concentration dependence of the 129Xe
chemical shift shown in Fig. 2 is a direct consequence
of Xe–Xe interactions in solution and is found to be
linear. Extrapolating the lines to zero xenon concentra-
tion (zero xenon pressure) allows the last term in Eqn (3)
to be discarded.


Figure 1. (a), (b) Interconverting conformers of cyclohex-
anol and (c), (d) favoured conformer of the model
compounds


Figure 2. Observed 129Xe chemical shifts for increasing
amounts of xenon dissolved in 0.4mol l�1 acetone-d6
solutions of trans-4-tert-butylcyclohexanol (*), equimolar
mixture of cis- and trans-4-tert-butylcyclohexanol (&), cis-4-
tert-butylcyclohexanol (*) and cyclohexanol (^). Chemical
shifts are measured relative to the 129Xe chemical shift of
pure xenon gas extrapolated to zero pressure and are shown
as a function of the total mass of xenon present in the NMR
tube. In the inset, the 129Xe chemical shift values extrapo-
lated to zero xenon concentration in the solutions of cis- and
trans-4-tert-butylcyclohexanol and their equimolar mixture
are shown as a function of the component mole fractions
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Figure 2 also shows data for xenon dissolved in an
equimolar solution of cis- and trans-4-tert-butylcyclo-
hexanol (total concentration 0.4 mol l� 1), which exist
almost exclusively in one conformation with the tert-
butyl group in the equatorial position (the hydroxyl group
is in the axial position for the cis-isomer and in the
equatorial position for the trans-isomer; see Fig. 1). 129Xe
chemical shifts in this mixture fall exactly half way
between the data for the single-component solutions;
this is clearly seen in the inset, where the values extra-
polated to zero xenon concentration are shown as a
function of the component mole fractions. This indicates
that xenon exhibits identical affinities for the close
environment of both stereoisomers and we can write


xXe�e


xXe�a


¼ xe


xa


ð4Þ


It is likely that this is also the case for the interconvert-
ing conformers and an expression analogous to Eqn (1)
that relates the observed chemical shift to the mole
fractions of the conformers (referred to as xe and xa) can
then be derived for the extrapolated 129Xe chemical shift:


�� ¼ xe�e þ xa�a ð5Þ


with �e ¼ �Xe�Solv þ xXe�e þ xXe�að Þ �Xe�e � �Xe�Solvð Þ
and similarly for �a.


The conformational equilibrium constant is then sim-
ply given by


K ¼ xe


xa


¼ �a � ��


�� � �e


ð6Þ


�e and �a depend on the total concentration of the
cyclohexane derivative: the total mole fraction of xenon
in the close environment of the cyclohexane derivative,
xXe�e þ xXe�a, increases with increasing concentration of
the derivative.


For the 4-tert-butylcyclohexanols, �� � �a for the cis-
isomer ðxe � xXe�e � 0Þ and �� � �e for the trans-isomer
ðxa � xXe�a � 0Þ. For cyclohexanol, both conformers
exist in solution and �e and �a correspond to the 129Xe
chemical shift extrapolated to zero concentration for
xenon dissolved in a solution that would contain only
the equatorial or the axial conformer, respectively.


The Eliel approach relies on the use of model com-
pounds to estimate the properties characteristic of the
interconverting stereoisomers that cannot be isolated. The
property measured for the mixture of interconverting
stereoisomers must necessarily lie somewhere between
the values observed for the model compounds [see
Eqns (2) and (6)]. Data given in Table 1 for cyclohexanol
and the 4-tert-butyl model compounds show that this
condition is fulfilled for the chemical shift of the 1H and
13C in position 1 but not for the 129Xe chemical shift
extrapolated to zero xenon concentration. Clearly, data


obtained by the xenon palpation methodology are affected
by the presence of the tert-butyl holding group in position
4. This is due, of course, to the extreme sensitivity of
xenon. It is obvious that the chemical shift of a xenon
atom in the vicinity of one conformation of cyclohexanol
and in the vicinity of the corresponding tert-butyl deriva-
tive will be different: the two molecules are definitively
not identical when they are seen from the ‘outside’ by a
xenon atom. The �� values obtained for the model
compounds cannot be directly used in Eqn (6) as an
estimate of �e and �a; they must be corrected for the
presence of the anchoring group.


1H and 13C NMR chemical shifts are primarily affected
by intramolecular effects and are frequently interpreted in
term of additive and transferable increments. 129Xe
chemical shift changes are solely a consequence of
intermolecular interactions and, for dissolved xenon,
London and Pauli interactions are dominant. These inter-
molecular interaction energy terms are usually consid-
ered as pairwise additive, suggesting that 129Xe chemical
shift can be interpreted in terms of additive group con-
tributions (increments). Because 129Xe chemical shift are
solely affected by intermolecular effects, derived group
contributions are obviously concentration and solvent
dependent and this must be taken into account for the
transferability assumption to be valid. We have observed,
for example, that in pure n-alkanes, n-alkanols, n-
alkanecarboxylic acids and di(n-alkyl) ketones the con-
tribution of the methylene (—CH2—) group is identical
once the density of the liquid is properly taken into
account.9 Assuming that 129Xe chemical shifts can be
decomposed into additive and transferable group contri-
butions, the correction associated with the presence of a
tert-butyl group can be determined from the difference
between the 129Xe chemical shift in suitably selected
reference systems. By this we mean that the systems must
resemble the interconverting stereoisomers and the model
tert-butyl compounds. Furthermore, the data must be
measured under identical experimental conditions
(temperature, solvent, concentration). The similarity


Table 1. Chemical shifts (ppm) for 1H (�H) and
13C (�C) in


position 1 and 129Xe chemical shifts extrapolated to zero
xenon concentration (� �) for cyclohexanol and 4-tert-butyl-
cyclohexanols (25 �C; 0.4mol l�1 acetone-d6 solutions)


a


cis-4-tert- trans-4-tert-
Parameter Cyclohexanol Butylcyclohexanol Butylcyclohexanol


�H 3.50 3.93 3.40
�C 69.89 65.30 70.90
�� 169.79� 0.01 171.12� 0.01 171.64� 0.04
(�� � — 169.34 169.86
�tert-butyl) (corrected �a) (corrected �e)


a Corrected �a and �e values were obtained by subtracting the contribution to
the 129Xe chemical shift of the tert-butyl anchoring group present in the
model compounds (see text for details). 1H and 13C chemical shifts are
given in ppm from TMS and 129Xe chemical shifts are given in ppm from
pure xenon gas at zero pressure. The errors on � � values are fitting errors
that result from the linear extrapolation to zero xenon concentration.
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requirement should also ensure that the xenon affinity for
the close environment of the various solutes is identical.


The cyclohexane–tert-butylcyclohexane system is, with-
out doubt, similar to the cyclohexanol–4-tert-butylcyclo-
hexanols system and is furthermore the simplest that can be
selected in order to determine the tert-butyl increment. The
129Xe chemical shift in 0.4 mol l� 1 acetone-d6 solutions of
cyclohexane and tert-butylcyclohexane were measured at
25 �C for increasing xenon pressure. As for the other
systems, the observed chemical shift increases linearly
with xenon concentration. The 129Xe chemical shift extra-
polated to zero xenon concentration is found to be
168.232� 0.004 and 170.017� 0.008 ppm in the cyclo-
hexane and tert-butylcyclohexane solutions, respectively.
The difference between these figures provides a value of
1.78� 0.01 ppm for the contribution of the tert-butyl
group (�tert-butyl) to the chemical shift. Once this con-
tribution is subtracted from the �� values obtained for the
4-tert-butylcyclohexanols, the �� measured for cyclohex-
anol solution at equilibrium falls between the corrected �e


and �a values (Table 1). Using Eqn (6), the conforma-
tional equilibrium constant for cyclohexanol dissolved in
acetone-d6 at 25 �C is found to be 6.4, which corresponds
to an equilibrium mole fraction for the equatorial con-
former of cyclohexanol (xe) of 0.86. The equilibrium
mole fraction determined by the xenon palpation meth-
odology is in excellent agreement with values determined
via 1H NMR and 13C NMR (1H results, 0.81 in this study
and 0.83 from the work of Lewin and Winstein;34 13C
result, 0.82 in this study). It is worth pointing out that the
agreement between the xe value for cyclohexanol pro-
vided by the xenon palpation methodology and those
obtained by 1H and 13C NMR suggests that the assump-
tion regarding the transferability of xenon chemical shift
group contributions is valid, at least for 129Xe chemical
shifts measured under identical experimental conditions
in solutions of cyclohexane derivatives.


CONCLUSIONS


The results presented in this paper, and our results
published previously on the mutarotation of D-glucose,
show that the palpation method using xenon NMR
spectroscopy permits quantitative studies to be carried
out for systems out of equilibrium and also for systems at
equilibrium. Our choice of rather simple systems, which
have been extensively studied by other methods, was
aimed at investigating the scope and limitations of the
xenon palpation methodology. The palpation method was
found to be extremely accurate for the kinetic and
thermodynamic study of D-glucose mutarotation because
the use of model compounds is not required and no
corrective chemical shift increments need to be intro-
duced. In that study, the xenon palpation methodology
was even capable of observing H/D isotopic effects.19 For
interconverting conformations in fast equilibrium, the


palpation methodology is probably as accurate as many
other more ‘classical’ methods that necessarily also
require the use of model compounds and rely on the
transferability assumption but which, in contrast to the
xenon palpation method, neglect possible effects asso-
ciated with the presence of an anchoring group in the
model compounds. 129Xe NMR presents a major advan-
tage: it generally gives single-line spectra and, even when
several lines are observed, their assignment is easy.
Coupling patterns are never observed in solution and
the screening constant variations depend only on inter-
molecular interactions. This leads us to conclude that
molecular palpation based on xenon NMR could become
a tool for conformational studies in systems for which
classical methods fail or in complex systems such as
peptides or polynucleotides.


EXPERIMENTAL


Natural isotopic abundance xenon gas was purchased
from Air Liquide (Belgium). Cyclohexane and tert-bu-
tylcyclohexane were purchased from Sigma and used
without further purification. Cyclohexanol was purchased
from Sigma and distilled.


Pure trans- and cis-4-tert-butylcyclohexanol were ob-
tained from a mixture of isomers (60:40 trans:cis),
purchased from Sigma, using chromatographic separa-
tion on alumina.35 The purity of the isolated stereoi-
somers was assessed by 1H NMR.


Solutions of 0.4 mol l� 1 cyclohexane derivatives were
prepared in a volumetric flask by dissolving precise
amounts of the compounds in acetone-d6. For the 129Xe
NMR measurements, 2 ml of solution were placed in a
Wilmad high-pressure NMR tube (o.d. 10 mm and i.d.
7.1 mm) of known volume (�8 ml) and degassed. In-
creasing amounts of xenon, up to 2 atm were pressurized
into the NMR tube at room temperature. The total amount
of xenon added was known precisely from the difference
between the weight of the sample after xenon addition
and the weight of the degassed sample.


129Xe NMR spectra were recorded at 25 �C on a Bruker
AMX360 spectrometer (nominal frequency for
129Xe¼ 99.64 MHz) equipped with a standard 10 mm
broadband probe. The chemical shifts were referenced
to the chemical shift of pure xenon gas extrapolated to
zero pressure (a sealed NMR tube containing xenon
dissolved in acetone-d6 was used as secondary external
reference). The temperature was controlled at
25.0� 0.1 �C. 129Xe NMR spectra were recorded using
a 3 ms pulse, a 5.2 s repetition time and a spectral width of
10 204 Hz. The number of scans recorded varied from
spectrum to spectrum so as to obtain good signal-to-noise
ratio. The digital resolution was 0.16 Hz per point. 1H and
13C NMR spectra were recorded at 25 �C in 5 mm
standard NMR tubes on a Bruker Avance300 instrument.
1H and 13C chemical shifts were referenced to the
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chemical shift values of TMS using the solvent signal
as secondary internal reference (acetone-d5, 1H �¼
2.05 ppm; acetone-d6, 13CD3 �¼ 29.84 ppm).36
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How quickly do knotty molecules lose their energy
as they grow?
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Department of Chemistry, University College of the Fraser Valley, 33844 King Road, Abbotsford, British Columbia, V2S 7M9 Canada


ABSTRACT: The results of UFF and AM1 calculations for CNH2N hydrocarbon trefoil knots are reported for the
range of N from 12 to 59 and used to discuss stabilities of knots and size-dependent trends in their structural
parameters. Other types of molecular knots, including figure-eight and five-crossing knots, were identified on MM3
and UFF potential energy surfaces of C30H60 and C50H100. A simple tubular model of molecular knots is discussed
and used to identify the minimum size of a knot that has no excess energy due to its topology. Predictions of the
tubular model are consistent with UFF and AM1 results. Copyright # 2004 John Wiley & Sons, Ltd.
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MATHEMATICAL AND PHYSICAL KNOTS


Mathematically, non-trivial knots are defined as closed
curves in three-dimensional space that cannot be trans-
formed into a circle by a continuous deformation avoid-
ing self-crossing. Any two knots that can be transformed
into each other by such continuous deformation are
considered equivalent. Closed curves equivalent to a
circle are referred to as trivial knots or unknots. A non-
closed curve, even entangled, does not form a knot since
it can be transformed into a line segment by a continuous
deformation avoiding self-crossings. However, if the
opposite ends of such a curve are linked, it forms a
knot. Therefore, these curves are often referred to as
pseudoknots.


Graphically, knots are represented by their planar
projections and can be classified by the minimum number
of crossings present in these projections. Examples of
knots with zero to five crossings are shown in Fig. 1 and
include an unknot (0 crossings), a trefoil knot (three
crossings), a figure-eight knot (four crossings) and a
star knot (five crossings). Starting from five-crossing
knots, there are more than two non-equivalent knots
with the same number of crossings. They are labeled by
the number of crossings and randomly assigned sub-
scripts as 51, 52, 61, 62, 63, 71, etc.1


In addition to their topological characteristics, knots as
physical objects must possess metric and other properties
such as size, volume, geometric configuration, energy


and entropy. A simple model describes a knot as a
longitudinally elastic and transversely incompressible
cylindrical closed tube of length L and diameter D. If
the L/D ratio is large, the tube shrinks and thus reduces
the size of a knot (Fig. 2). A tubular knot with the lowest
L/D ratio is called an ideal knot.2 The L/D ratios for these
knots have been reported previously.3 Their average
values for knots with a given number of crossings are
listed in Table 1. Naturally, these values increase with
the complexity of knots. It is interesting, however, that
this dependence is practically linear in the number of
crossings, n:


L=Dave ¼ 3:86nþ 5:11ðcorrelation coefficient


R2 ¼ 0:999Þ
ð1Þ


The implication of this result is that every additional
crossing requires an extra loop of constant length
L¼ 3.86D.


MOLECULAR KNOTS


Long-chain molecules, such as DNA or polymers, can
easily form knots.4–6 Liang and Mislow7 discovered
knots in proteins (see also Ref. 8). All of these molecules,
however, possess a very high molecular mass. A success-
ful synthesis by Dietrich-Buchecker and Sauvage9,10 of a
molecular knot with a substantially lower molecular mass
(see Fig. 3) opened up the field for subsequent work in
that area.11–15


Although substantially smaller, these molecules are
still relatively large, sufficiently large to avoid energy
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penalty for the presence of a knot. This raises a legitimate
question: How big should a molecule be to be able to
sustain a knot? Wasserman19 posed this question more
than 40 years ago and found, using scale models, that the
smallest hydrocarbon trefoil knot CkH2k should contain at
least 50 carbon atoms, and that the smallest figure-eight
knot should contain at least 74 carbon atoms. A tubular
model, similar to that described in the preceding section,


can be used to answer Wasserman’s question for a variety
of knots.


TUBULAR MODEL OF MOLECULAR KNOTS


We approximate a CNH2N hydrocarbon chain as a tube of
diameter D and length L. Since the chain has a zigzag
shape, the length of the knot L is not equal to the sum of
the lengths of the C—C bonds. If the average C—C bond
length is l and the average C—C—C bond angle is �, the
length of an N-unit knot can be estimated as


L ¼ Nlsinð�=2Þ ð2Þ


The tube diameter D could be approximated by the van
der Waals diameter of a carbon atom, DW, plus an
additional increment due to the shape of the chain:


D ¼ DW þ lcosð�=2Þ ð3Þ


Combination of Eqns (1), (2) and (3) gives the following
relationship between the minimum size of the knotted
closed chain N and the number of crossings n:


N ¼ DW þ lcosð�=2Þ
lsinð�=2Þ ðL=DÞ


¼ DW þ lcosð�=2Þ
lsinð�=2Þ ð3:86nþ 5:11Þ


ð4Þ


Figure 1. Examples of knots: (A) unknot (no crossings); (B) trefoil knot 31 (three crossings); (C) figure-eight knot 41 (four
crossings); (D) star knot 51 (five crossings)


Figure 2. Tightening of a trefoil knot. The rightmost figure
represents an ideal trefoil knot


Table 1. Average values of L/D ratios for knots with 3–9
crossings (obtained from the results reported in Ref. 3)


No. of crossings L/Dave


3 16.33
4 20.99
5 24.12
6 28.55
7 32.24
8 35.82
9 39.74


Figure 3. Two UFF-optimized conformations (B and C) of the molecular trefoil knot synthesized by Dietrich-Buchecker and
Sauvage9,10 and a topologically isomeric unknot (A). Here and in later figures, UFF16 and AM117 calculations were performed
using Gaussian 9818
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If one assumes that DW¼ 3.6 Å20 and that l¼ 1.53 Å and
�¼ 111� (estimated as an average for the bonds and
angles involving only secondary carbon atoms of decane),
Eqn (4) predicts that N¼ 59 for a trefoil knot (n¼ 3) and
N¼ 73 for a figure-eight knot (n¼ 4), in reasonably good
agreement with Wasserman’s estimates.19 For a five-
crossing knot, the expected value of N is 86.


HYDROCARBON KNOTS: RANDOM SEARCH


An important difference between the tubular model of in
the first section and that suitable for molecular knots is
that the tube diameter D can no longer be considered
incompressible. Stable knots of sizes smaller than those
predicted by Eqn (4) can exist, although their energy is
expected to be higher than that of the unknotted rings of
the same size. Surprisingly, even a knot as small as
C12H24 (Fig. 4) has been found as a stable minimum in
a random search of the conformational space of cyclo-
dodecane.21 This knot is obviously highly stressed and
exists as a stable structure only within the realm of
molecular mechanics methods where molecular topology
is relatively rigid owing to the fixed bonding pattern
(connectivity) imposed on molecules. No other knots
were observed for cyclododecane. However, random
search of conformational space of C30H60 and C50H100


rings (N. Weinberg and K. Mislow, unpublished results)
revealed the presence of multiple knots of various types.
Examples of these knots are shown in Figs 5 and 6. Predictably, both UFF and MM3 energies decrease ra-


pidly with increasing size of a knot of a given complexity,
and increase substantially with increasing complexity of
a knot of a given size. In agreement with the prediction of
the tubular model, an N¼ 50 size trefoil knot is still
somewhat strained compared with the unknot although,
on average, the excess energy constitutes only 2–4% of
the C—C bond energy per bond, thus signaling that this
size is fairly close to the size of the ideal knot.


HYDROCARBON KNOTS: SIZE-DEPENDENT
TRENDS


As the next step in our study of hydrocarbon knots, we
performed UFF and AM1 calculations of CNH2N trefoil
knots and rings for N¼ 12–59.16–18 Every size was
represented by a single knot produced from a 59-unit
knot by deletion of a CH2 unit and subsequent geometry
optimization. The differences �E between the energies
of optimized knot and unknot systems are shown in Fig. 7.
The relative UFF energies ranged from 4000 kcal mol�1


for N¼ 12 to �1.4 kcal mol�1 for N¼ 59. The relative
AM1 energies ranged from 190 kcal mol�1 for N¼ 43 to
0.5 kcal mol�1 for N¼ 59. In both cases N¼ 59 was the
only knot for which the energy difference with the
unknotted ring was practically zero, which is consistent
with the prediction of the tubular model. None of the


Figure 4. C12H24 trefoil knot21 (hydrogen atoms are not
shown for clarity). The numbers represent approximate UFF
and MM3 (in parentheses) energies,16–18,22 relative to the
unknot


Figure 5. C30H60 knots (N. Weinberg and K. Mislow,
unpublished results) (hydrogen atoms are not shown for
clarity): (A) trefoil knot; (B) figure-eight knot. The numbers
represent approximate UFF and MM3 (in parentheses) en-
ergies,16–18,22 relative to the unknot


Figure 6. C50H100 knots (N. Weinberg and K. Mislow,
unpublished results) (hydrogen atoms are not shown for
clarity): (A) trefoil knot, (B) figure-eight knot, (C) 51 knot, (D)
52 knot. The numbers represent approximate UFF and MM3
(in parentheses) energies,16,24 relative to the unknot. Only
MM3 energies are available for the five-crossing knots
because the UFF optimization of these structures produced
trefoil knots
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AM1 structures with N< 43 converged to a stable knot.
However, this does not imply that AM1 knots smaller
than N¼ 43 do not exist, because excess energy of
200 kcal evenly spread over 40 C—C bonds constitutes
only 5 kcal mol�1 excess per bond and therefore can be
tolerated. In our case, the instability of knots is probably
caused by unevenness of the energy distribution in the
starting structure. A more accurate determination of the
lower stability boundary would require a much delicate
handling of the probe structures subjected to energy
minimization.


The size dependence of the average bond lengths and
bond angles is shown in Fig. 8.


The average bond length demonstrates fairly simple
behavior: it is the longest in the smallest knot C12H24,
reaching 2.25 Å, and then rapidly decreases, reaching
1.54 Å for N¼ 59. The average bond angle demonstrates


a more peculiar behavior as it starts at 109.47� for
N¼ 12, then quickly reaches 136� for N¼ 22 and stays
at approximately that value until N¼ 27, after which
drops to 110� for N¼ 58–59.


Equations (2) and (3) can be used to calculate the L/D
ratio for every size N from the average bond length and
bond angle. This, combined with the size dependence of
relative energy �E, allows one to obtain the dependence
of �E on L/D shown in Fig. 9.


Interestingly, the dependence of �E on L/D is notably
simpler than its dependence on N. In fact, the quadratic
polynomial


�E ¼ 22:932ðL=DÞ2 � 815:51ðL=DÞ þ 7293 ð5Þ


approximates it fairly well (correlation coefficient
R2¼ 0.998). According to Eqn (5), �E reaches its


Figure 7. Size dependence of the relative UFF and AM1
energies (kcalmol�1) of CNH2N trefoil knots (1 kcal¼
4.184 kJ)


Figure 8. Size dependence of the geometric parameters of the UFF-optimized CNH2N trefoil knots: (A) average C—C bond
length (Å); (B) average C—C—C bond angle (degrees)


Figure 9. Relative energy�E (kcalmol�1) as a function of L/
D ratio for a series of UFF-minimized CNH2N trefoil knots
(symbols). The solid line is the approximating quadratic
polynomial
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minimum value of 45 kcal mol�1 at L/D¼ 17.78,
which is higher than 16.33 expected for the ideal trefoil
knot.3


CONCLUSION


The question of the stability of small molecular knots
gains further importance with the advancement of syn-
thetic methods. Although the inner cycle of the first
synthetic knot (Fig. 3) includes 86 atoms, 48 of them
form four rigid fragments, thus leaving only 38 for the
flexible parts. Unsurprisingly, the knot in Fig. 3(B) is
substantially more stable than that in Fig. 3(C). In
addition, due to these rigid fragments, the effective
diameter of the molecular ‘chain’ is substantially greater
than that of a polymethylene chain. Therefore, the size of
the knot in Fig. 3 should be regarded as much closer to the
size of the ideal knot than it might seem at first sight.


It is remarkable that a simple tubular model appears to
work so well. Although it is more suitable for the cases of
knots without internal stress, the surprisingly simple
quadratic dependence in Fig. 9 hints that it might be
appropriate to extend this model to cover also highly
stressed knots.


Finally, it is interesting that the range of stability of the
UFF and MM3 knots extends as far as to cyclododecane.
Similar results were recently obtained by Arteca,23 who
analyzed the stability of hydrocarbon pseudoknots
Ph(CH2)kPh at the MM2 level24 and concluded that the
lower boundary of stability is as low as k¼ 10. The MM2
energies of these pseudoknots were found to be of the
order of 1000 kcal mol�1, which is consistent with the
1000 kcal mol�1 MM3 energy of the cyclododecane knot
in Fig. 4.
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ABSTRACT: Pyrolysis of 1,6-diphenylhexa-1,5-diyne-cis-3-ene at 800–1000 �C leads to a mixture of 1- and 2-
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In 2003 we reported labeling evidence for the rearrange-
ment of a phenyl-substituted m-benzyne (1) to the related
o-benzyne (2) through shift of a phenyl group. In this
paper we complete the phenylbenzyne cascade by de-
monstrating that a phenylsubstituted p-benzyne forms the
meta isomer at high temperature.1


Theory and experiment agree that in the family of
benzynes, the stability order is ortho>meta> para.2,3


There is also agreement on the magnitude of the
energy difference: 13–16 kcal mol�1 for each step
(1 kcal¼ 4.184 kJ). Why, then, are rearrangements of
the less stable isomers to the more stable versions not
common? There have been a few experiments that might
be so interpreted, but in most cases other mechanisms are
now seen as more plausible or, at the very least, possible.
The problem is the usual one; there are substantial kinetic
barriers separating the three isomers of benzyne. Those
barriers owe much of their magnitudes to the necessity of
moving a hydrogen atom in a 1,2 fashion, a most difficult
process indeed. For example, it is estimated (BP/DN**)4a


that the barrier to a simple 1,2-shift in a phenyl radical
is a formidable 58.4 kcal mol�1. Barriers in the
56–60 kcal mol�1 range have been calculated for the


hydrogen shifts interconverting benzynes.4b Benzyne to
benzyne rearrangement could benefit from the exother-
micity of the reaction, but migration of hydrogen must
still be a difficult process. In the earlier work,1 and here
we use a phenyl ring as the migrating group in order to
reduce the kinetic barrier. Phenyl migrations can make
use of the � system, and are well known in radical
systems, in sharp contrast to the all but unknown 1,2-
hydrogen migrations.4a,5


As early as 1963, Fisher and Lossing isolated enediyne
3 from pyrolysis of m-diiodobenzene at 960 �C and
suggested that it might have been formed by a m- to p-
benzyne rearrangement, followed by ring opening. As the
authors made clear, however, there were other, attractive
mechanisms possible, such as the formation of vinylidene
4 or perhaps even concerted formation of 3.6 In Fisher
and Lossing’s example, it would surely not be surprising
if the combination of the endothermic meta to para
rearrangement and/or the necessity of overcoming a
high barrier made an alternative concerted or stepwise
mechanism viable.


More convincing is the experiment of the Bergman
group in the late 1970s.7 An enediyne, substituted on one
end with a tert-butyl group, and on the other with a
trimethylsilyl group (5), was pyrolyzed at 530 �C in a
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flowing system. Isomeric compounds 6 and 7 were also
pyrolyzed at 450 �C.


All three starting materials gave similar end products,
which can be conveniently rationalized through a p- to m-
benzyne rearrangement. For example, benzocyclobutene
8 is nicely explained through the sequence shown, in
which the para to meta rearrangement is followed by
hydrogen migrations and ring closure.


However, more circuitous routes are possible. For
example, Bergman and co-workers pointed out that a
sequence of hydrogen abstractions and aryl migrations
starting from 5 can also lead to diradical 9.7 To be sure,
economy favors the benzyne to benzyne rearrangement
process but, at a minimum, further evidence is desirable.


Given Blake et al.’s evidence that benzynes could be
interconverted through a phenyl shift1 and the Bergman
group’s idea of using enediyne chemistry to generate p-
benzynes thermally, we settled on 1,6-diphenylhexa-1,5-
diyne-cis-3-ene (10) as starting material. [The use of
enediyne chemistry was suggested to one of us (M. J.)
in Nara, Japan, in September 2001, by W. T. Borden.
Borden’s suggestion was dismissed for a reason now
unknown, but doubtless compelling at the time.]
Although this material is known8 and easily made, a
formidable pyrolysis temperature seemed likely to be
necessary, given the calculation of a 41.6 kcal mol�1


barrier for the cyclization, and an energy difference of
32.1 kcal mol�1 between starting material and cyclized p-
benzyne product (11).9


Before reviewing the actual results, it is worth antici-
pating what might happen. First, surely Bergman–Sond-
heimer chemistry10,11 in which the 1,6-diphenylenediyne
10 and the 3,4-diphenylenediyne 12 are equilibrated is to
be expected. Phenyl migration in 11 can generate phenyl-
substituted m-benzyne 13. Further migration of a phenyl,
according to Blake et al.,1 can produce two o-benzynes,
14 and/or 15.


The mechanism first outlined by Brown and co-work-
ers12,13 and slightly elaborated by Blake et al.,1 begins
with the formation of a vinylidene through a Roger
Brown rearrangement (RBR), followed by a sequence
of forward and reverse carbon–hydrogen insertions (C–H,
Rv-C–H).


This sequence predicts the formation of phenylace-
naphthylenes 16 and/or 17 from 14 and 15, respectively.
Initially, we hoped to use the formation of one or both of
these phenylacenaphthylenes as a diagnostic for forma-
tion of the o-benzynes 14 and 15, and thus for the whole
benzyne cascade, para!meta! ortho.


In fact, neither of these acenaphthylenes is formed in
more than trace amounts when 10 is pyrolyzed at tem-
peratures between 800 and 1000 �C. 1-Phenylace-
naphthylene (17) was synthesized through the method
of O’Brien and Smith14 and the unknown 16 through a
route starting from 3-nitroacenaphthene.15 With authen-
tic samples in hand, it was easy to verify that these
anticipated compounds were not formed.


The presence of the second phenyl group allows a
branching point in the Brown mechanism,12,13 as one of
the vinylidene intermediates has a ‘choice’ of benzene
rings. Insertion can take place to give the missing
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phenylacenaphthylenes or, after further rearrangements-
through ‘6–5’ interconversions,16 to give chrysene (18) or
its cisoid isomer 19. Neither of these compounds is
formed in the pyrolysis in more than trace amounts.


So now we are in a difficult position–none of the
anticipated products appears in the pyrolysis. Instead of
these compounds, the major products are 1- and 2-
phenylbiphenylene (21 and 22). Both biphenylenes
were independently synthesized from commercial
sources, and there can be no doubt about their struc-
tures.17 Let us now explore how they are probably formed
and why the conventional products, phenylacenaphthy-
lenes 16 and 17, and perhaps 18 and 19, are not.


At 800–1000 �C, the major product distribution is
shown below and in Table 1. Traces of biphenylene
and, perhaps, chrysene are also found, and there is
some starting material recovered (along with the trans
isomer of 10) at the lower temperatures. The structure of
compound X is unknown, but it is not significantly
formed at the lower temperature, and appears to be a
secondary product, as does triphenylene (20), because
they grow in at the expense of the primary products,
biphenylenes 21 and 22. Pyrolysis of 21 at 900 �C under
the reaction conditions does result in about 8% of 20 as
well as smaller amounts of X.


The non-formation of the ‘expected’ products and the
appearance of 20 and 21 as the major products are
connected in our view. The routes to acenaphthylenes


16 and 17 are cut off, and new reactions, leading to 20 and
21, appear.


Formation of 16 requires that m-benzyne 13 re-estab-
lishes a destabilizing 1,2-diphenyl steric interaction in 14.
A similar difficulty attends the putative formation of 18
and 19. o-Benzyne 14 must be an intermediate in each
reaction, and the difficulty of its formation presumably
blocks those pathways.


No such difficulty attends formation of 17, but there is
another problem. The pathway from o-benzyne 15 is
shown. In this reaction, the reverse C—H insertion of
the RBR mechanism12,13 is transformed into a reverse
C—C insertion. Carbon–carbon insertions are far more
difficult that the corresponding C—H insertions. Indeed,
the intermolecular C—C insertion is still unknown.18


Perhaps the lack of 17 is due to the difficulty of this step.


With the usual pathways difficult, the way is open for
other things to happen in intermediate 13. In particular,
there are two possible hydrogen abstractions to give
diradicals 23 and 24. Closure leads to the two observed
biphenylenes, 21 and 22.


Table 1. Product distribution from the pyrolysis of 10 as a
function of temperature


Temperature ( �C) 10a 20 21 22 X


800 24 8 37 31 1
900 11 18 35 25 12
1000 tr 33 18 16 32


a Includes trans-10.
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Even though the anticipated acenaphthylenes are
not formed, the isolation of 21 and 22 is strongly
indicative of the presence of 13, and thus of the p- to
m-benzyne rearrangement, completing the para!
meta! ortho cascade.


Of course, one must consider other mechanistic possi-
bilities. No mechanism is ever proved–every mechanistic
proposal lives in peril of the next experiment or of an
alternative proposal. In particular, we might circumvent
our postulated phenyl migration directly converting p-
benzyne 11 into m-benzyne 13 with the sequence of a
hydrogen abstraction followed by a phenyl shift shown,
forming biphenylene 21. Formation of isomer 22 is more
difficult to rationalize, but the point remains that we
are essentially in the position of Bergman and co-
workers.7 We must argue that our path is more plausible
than this alternative. To that end, we note that the
alternative mechanism begins with abstraction of a hy-
drogen atom to form diradical 25, not with the phenyl
migration to 13. The basic difference is only in the order
of steps. Therefore, we might profitably ask which
step, hydrogen abstraction or phenyl migration, is likely
to be easier?


We take as models hydrogen abstraction in a biphenyl
radical and the 1,2-phenyl migration in the �-phenethyl
radical. Calculations at the UBLYP/6–311G** level yield


a barrier to the hydrogen abstraction of 23.6 kcal mol�1.19


The phenyl migration in phenethyl is calculated to be
14.1 kcal mol�1 at the UB3PW91/6–31G(d,p) level.20


The almost 10 kcal mol�1 difference in favor of
phenyl migration does not take into account the
substantial exothermicity of the p- to m-benzyne
rearrangement and therefore is certainly too low. Accord-
ingly, we see the phenylbenzyne cascade as far more
likely than any mechanism that must start with hydrogen
abstraction.


EXPERIMENTAL


General. Chemicals were obtained from commercial
sources unless noted otherwise and used as received
without additional purification. GC–MS analysis was
run on a Hewlett-Packard 5890 gas chromatograph
equipped with a Hewlett-Packard 5971 mass spectro-
metric detector, with a 30 m HP-1701 fused-silica capil-
lary column. High-resolution mass spectrometry was
performed with a Kratos MS 50 instrument. 1H and
13C NMR spectra were acquired on Varian Mercury
300 MHz and Varian Inova 400 and 500 MHz instru-
ments, and certain high-resolution 1H spectra of pyroly-
sates were acquired on Varian Inova 500 and 600 MHz
instruments. Melting-points were obtained on a Thomas
Hoover Uni-Melt Capillary Melting Point Apparatus,
using benzoic acid as a standard, and are uncorrected.


Preparation of 1,6-diphenylhexa-1,5-diyne-cis-3-ene (10).9


In a typical run, copper iodide (0.387 g, 2.0 mmol), tetra-
kis(triphenylphosphine)palladium (0.496 g, 0.43 mmol),
cis-1,2-dichloroethylene (1.125 ml, 16 mmol) and butyla-
mine (4.50 ml, 50 mmol) were dissolved in 60 ml of
undistilled benzene in a 100 ml two-necked round-
bottomed flask under an argon atmosphere at room
temperature. To the resulting dark-green solution, phe-
nylacetylene (3.50 ml, 32 mmol) in 5.0 ml of undistilled
benzene was added dropwise. The solution turned a pale
peach color, then darkened a second time. Following
completion of the addition, the reaction mixture was
stirred under an argon flow at room temperature. After
3 h of stirring, the reaction mixture was extracted into
30 ml of diethyl ether and the organic layer was washed
with saturated ammonium chloride solution (2� 50 ml),
dried over anhydrous MgSO4, filtered and concentrated to
yield 6.8 g of crude product. This material was further
purified by chromatography over a 60� 4.5 cm i.d. silica
gel column. Elution began with 1 l of hexanes, then
acetone was added in increasing concentrations (1% in
hexanes for 500 ml, 2% in hexanes for 1.5 l, 3.5%
in hexanes for 1 l, 4% in hexanes until the last fraction).
A pale-yellow band was collected, concentrated and
recrystallized from methanol to yield 1.62 g of pale-
yellow crystals (44% yield, m.p. 31.5–32.5 �C, lit.9


33–34 �C).


Preparation of 1-acenaphthenone. The oxidation of
acenaphthene to produce acenaphthenone was performed
according to the procedure of Perumal and Bhatt.21 To a
100 ml two-necked round-bottomed flask fitted with a
condenser were added acenaphthene (1.03 g, 6.7 mmol),
copper(II) sulfate pentahydrate (0.347 g, 1.4 mmol) and
potassium persulfate (3.51 g, 13 mmol). This mixture was
dissolved in acetonitrile (35 ml) and heated to reflux.
After 45 min, 35 ml of deionized water were added to the
beige–brown reaction mixture. Three hours after the
addition of water, the mixture was taken off reflux and
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washed three times with 50 ml of deionized water. The
clear brown organic layer was swirled over decolorizing
carbon, dried over anhydrous magnesium sulfate and
filtered through a plug of silica gel. The filtrate was
condensed and purified by chromatography over a
20� 1.5 cm i.d. silica gel column. The column was eluted
with hexanes (175 ml), followed by 700 ml of 2.5%
acetone in hexanes. Concentration of the second band
yielded pure acenaphthenone (0.302 g, 27% yield, m.p.
113–117 �C, lit.22 119–119.5 �C).


Preparation of 1-phenylacenaphthylene (17). This synth-
esis was carried out according to the procedure of
O’Brien and Smith.14 Acenaphthenone (106 mg,
0.63 mmol) and 10 ml of anhydrous diethyl ether were
added to an oven-dried, hot, 25 ml pear-shaped flask
under an argon atmosphere. To a second 25 ml pear-
shaped flask was added phenylmagnesium bromide as a
1 M solution in tetrahydrofuran (1.1 ml, 1.1 mmol) under
an argon atmosphere. The acenaphthenone solution was
transferred dropwise into the phenylmagnesium bromide
solution to form a cloudy yellow reaction mixture, which
was stirred under argon for 1.5 h at room temperature.
The resulting pale-yellow suspension was poured into
50 ml of ice–water and concentrated hydrochloric acid
was added dropwise until the solution pH reached 2. The
organic layer was separated and the aqueous layer ex-
tracted a second time with 50 ml of diethyl ether. The two
organic extracts were combined and the resulting solution
was washed with 50 ml of 10% hydrochloric acid. The
combined organic layers were dried over anhydrous
MgSO4 and concentrated to yield a bright-yellow oil.
The oil was dissolved in glacial acetic acid (10 ml),
transferred to a 25 ml pear-shaped flask fitted with a
condenser and refluxed for 1 h 45 min. Diethyl ether
(20 ml) and water (20 ml) were then added to the orange
reaction mixture and the organic layer was washed with
water (3� 20 ml) and 10% sodium bicarbonate solution
(3� 20 ml, vigorous bubbling!), dried over anhydrous
MgSO4, concentrated and purified on two 20� 20 cm,
1000mm thick silica gel TLC plates, using 10% acetone
in hexanes as eluent. Scraping off the center of the yellow
band and washing with deuterochloroform or diethyl
ether yielded pure 1-phenylacenaphthylene (17) as a
bright yellow–orange solid; 15 mg were purified in total,
m.p. 55–57 �C, lit.14 57–58 �C. 1H NMR (CDCl3), �: 7.19
(s, 1H), 7.40 (dd, J¼ 7.4, 7.3 Hz, 1H), 7.51 (dd, J¼ 7.6,
7.2 Hz, 2H) 7.58 (dd, J¼ 8.2, 6.9 Hz, 1H), 7.62 (dd,
J¼ 8.2, 7.0 Hz, 1H), 7.71 (d, J¼ 6.5 Hz, 1H), 7.81 (m,
3H), 7.87 (d, J¼ 8.1 Hz, 1H), 7.96 (d, J¼ 7.0 Hz, 1H).
13C NMR (CDCl3), �: 123.86, 124.43, 125.53, 127.00,
127.49, 127.58, 127.61, 127.93, 127.94, 128.76. MS
(ESI), calculated for C18H12: 228.09390. Found:
228.09456.


Preparation of 3-aminoacenaphthene. The reduction of
3-nitroacenaphthene15 to yield the amine was performed


according to the procedure of Pascal et al.15 In a typical
run, 3-nitroacenaphthene (5.0 g, 0.025 mol) and 10%
palladium on activated carbon (0.57 g, 11.4 wt%) were
added to a 500 ml, thick-walled glass hydrogenation flask
and suspended in 200 proof ethyl alcohol (250 ml). The
suspension was agitated under 50 psi of hydrogen gas in a
Parr Hydrogenator apparatus and a rapid reduction in H2


pressure to 38 psi indicated that the reaction was in
progress. After 4 h of agitation, no solid was visible in
the dark-green reaction mixture. The solution was filtered
twice under vacuum through a Celite plug and concen-
trated to yield 3.73 g of crude 3-aminoacenaphthene,
which was assayed by GC–MS and NMR spectroscopy.
Various chromatographic systems were attempted for
purification, but none produced satisfactory results and
the crude product was not purified further.


Preparation of 3-bromoacenaphthene.23 In a typical run,
the crude 3-aminoacenaphthene from the synthesis de-
scribed above (7.0 g, 41 mmol) and deionized water
(83 ml) were added to a 250 ml Erlenmeyer flask. The
resulting suspension was stirred and chilled in an ice bath.
To the stirred grayish white suspension at 2 �C were added
concentrated HBr (20 ml) and sodium nitrite (2.90 g,
42 mmol). The solution color turned a deep forest green.
To this reaction mixture was added a cold solution of
ZnBr2, previously prepared by gradually dissolving Zn
dust (10.5 g) in 60 ml of concentrated HBr (Caution:
vigorous exotherm). On addition of the ZnBr2 solution, a
reddish green, frothy paste was formed above the liquid
phase, and occasional mechanical stirring with a glass rod
was performed to homogenize the reaction mixture.
Following stirring for 30 min at 1 �C, the reaction mixture
was filtered under vacuum and the isolated green–blue
solid was washed with 400 ml of cold 50:50 diethyl
ether–ethanol and dried under suction. The solid was
then transferred to a 250 ml round-bottomed flask fitted
with a condenser, dissolved in 80 ml of toluene and the
solution refluxed overnight. The reaction mixture was
combined with 400 ml of glacial acetic acid and concen-
trated to yield crude 3-bromoacenaphthene (6.0 g) as a
dark-brown amorphous solid, almost perfectly pure by
NMR analysis (61% yield). A portion of the crude
product was purified further by vacuum distillation to
yield white crystals, m.p. 59–62 �C. The product was
characterized by GC–MS and NMR spectroscopy. GC–
MS analysis shows a single peak with parent ion masses
of 234 and 232. 1H NMR (CDCl3), �: 3.39 (br m, 4H),
7.31 (d, J¼ 6.9 Hz, 1H), 7.46 (dd, J¼ 8.2, 7.6 Hz, 1H),
7.49 (d, J¼ 8.7 Hz, 1H), 7.52, (d, J¼ 8.7 Hz, 1H), 7.58
(d, J¼ 8.2 Hz, 1H).


Preparation of 3-bromoacenaphthylene. 3-Bromoace-
naphthene was oxidized to 3-bromoacenaphthylene acco-
rding to the procedure of Chen.24 In a typical run, purified
crystalline 3-bromoacenaphthene (1.43 g, 6.1 mmol)
and 2,3-dichloro-5,6-dicyano-1,4-benzoquinone (2.5 g,
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11 mmol) were added to a 500 ml round-bottomed flask
fitted with a condenser and dissolved in dry toluene
(150 ml). The resulting mauve solution was refluxed
under an argon atmosphere for 17 h and the reaction
progress was monitored by GC–MS. The red product
mixture was filtered through a 3.5� 6.5 cm i.d. column of
Celite in a sintered glass crucible; the Celite plug was
washed with excess toluene (150 ml). The red–brown
solution was concentrated and the residue was chromato-
graphed through a 3.5� 6.5 cm i.d. column of neutral
alumina, which was eluted first with 200 ml of light
petroleum, followed by 200 ml of toluene. The filtrate
was concentrated and chromatography was repeated
through a 3.5� 6.5 cm i.d. neutral alumina column, this
time using only light petroleum as eluent. The bright-
yellow eluate was concentrated to yield 3-bromoace-
naphthylene (564 mg, 40% yield) as a red–orange solid.
The product was analyzed by GC–MS and NMR spectro-
scopy, and no further purification was performed. GC–
MS analysis showed a single peak with parent ion masses
of 232 and 230. 1H NMR (CDCl3), �: 7.07 (d, J¼ 5.2 Hz,
1H), 7.11 (d, J¼ 5.3 Hz, 1H), 7.53 (dd, J¼ 8.2, 6.9 Hz,
1H), 7.60 (d, J¼ 8.6 Hz, 1H), 7.66 (d, J¼ 8.6 Hz, 1H),
7.69 (d, J¼ 6.8 Hz, 1H), 7.77 (d, J¼ 8.2 Hz, 1H).


Preparation of 3-phenylacenaphthylene (16). The cou-
pling of 3-bromoacenaphthylene and phenylboronic acid
was performed according to the procedure of Miyaura
et al.25 In a typical run, 3-bromoacenaphthylene (634 mg,
2.7 mmol), phenylboronic acid (401 mg, 3.3 mmol), tetra-
kis(triphenylphosphine)palladium (191 mg, 0.16 mmol)
and sodium carbonate monohydrate (814 mg, 6.6 mmol)
were added to a 250 ml round-bottomed flask fitted with a
condenser. This mixture was dissolved in toluene
(130 ml) and absolute ethyl alcohol (13 ml) and heated
gradually to 80 �C under an argon atmosphere while
stirring. Once at 80 �C, deionized water (11.0 ml) was
added to the pale-yellow suspension to commence the
reaction. Ten minutes following addition of water, the
reaction mixture changed color from yellow to red–
orange and finally to dirty brown �30 min. later. Reac-
tion progress was monitored by GC–MS. Three hours
after the initial addition of water, the reaction mixture
was poured into 120 ml of deionized water while hot and
allowed to cool to room temperature. The product mix-
ture was extracted into 200 ml of diethyl ether. The
organic layer was washed with 5% NaHCO3


(1� 200 ml) and with saturated NaCl solution
(2� 200 ml). A black emulsion that formed during the
extractions was kept with the organic layer until the final
wash. The yellow–brown organic layer was dried over
anhydrous magnesium sulfate and filtered through a
4� 7 cm diameter pad of Celite in a sintered-glass
crucible. Removal of solvent yielded 336 mg of a yellow–
brown amorphous solid, which was further purified by
chromatography over a 57� 4.5 cm i.d. silica gel column.
Elution with hexane, isolation of the first yellow band and


removal of solvent yielded 3-phenylacenaphthylene as a
bright-yellow solid (198 mg, 32% yield), m.p. 74.5–
76 �C. GC–MS showed a single peak with a parent ion
mass of 228. 1H NMR (CDCl3), �: 7.13 (d, J¼ 5.3 Hz,
1H), 7.23 (d, J¼ 5.3 Hz, 1H), 7.43 (tt, J¼ 7.4, 1.36 Hz,
1H), 7.53 (m, 3H), 7.69 (m, 4H), 7.83 (d, J¼ 8.2 Hz, 1H),
7.89 (d, J¼ 8.4 Hz, 1H). 13C NMR (CDCl3) �: 124.43,
126.98, 127.49, 127.65, 127.94, 128.72, 128.85, 128.89,
129.46, 129.79. MS (ESI), calculated for C18H12:
228.09390. Found: 228.09363.


Preparation of biphenylene. The synthesis of biphenylene
was adapted from that of Pascal et al.26 In a typical run,
isoamyl nitrite (3.75 ml, 28 mmol) and 1,2-dichlor-
oethane (250 ml) were added under argon purge to a
2 L, three-necked round-bottomed flask fitted with a
pressure-equalized 500 ml addition funnel and a conden-
ser. This solution was stirred and heated to reflux under
an argon flow. Anthranilic acid (1.95 g, 14 mmol) and
1,2-dichloroethane (750 ml) were added to a 1 l round-
bottomed flask and stirred until dissolution was complete.
The solution of anthranilic acid was added dropwise to
the refluxing solution of isoamyl nitrite over 3.5 h and the
combined mixture was stirred at reflux for an additional
3 h. The reaction mixture was quenched while hot with
200 ml of absolute ethyl alcohol, followed by 400 ml of
2% aqueous NaOH. The mixture was then extracted into
chloroform (1.5 l) and separated into two equal portions.
The organic layer of each portion was washed twice with
500 ml of saturated NaHCO3 and once with 500 ml of
deionized water. The organic layers were combined and
the resulting solution was dried over anhydrous MgSO4


and concentrated. The crude product was purified by
chromatography over a 40� 3 cm i.d. silica gel column,
using hexanes as eluent. The first band to elute (colorless)
was concentrated to yield biphenylene (60 mg, 11%
yield) as white crystals, m.p. 107–109 �C, lit.27 110–
112 �C.


Preparation of 1-lithiobiphenylene.28 Biphenylene
(500 mg, 3.28 mmol) was added to a hot, oven-dried
100 ml round-bottomed flask and immediately dissolved
in distilled diethyl ether (40 ml). The flask was sealed
with a wired-on rubber septum and the solution was
purged with argon while stirring for 10 min. To this
solution was added 2.5 M butyllithium in hexane
(13.9 ml, 32.8 mmol). Vigorous gas evolution was ob-
served upon addition, and the combined solution was
stirred for 5 h under a slow flow of argon. Once the flow
was stopped, the top of the septum was sealed with
electrical tape to minimize solvent evaporation, and the
red solution was stirred in the dark at room temperature
for 1 week, at which point it was ready for use in the
iodination reaction described below.


Preparation of 1-iodobiphenylene.28 Iodine (4.0 g,
16 mmol) in distilled diethyl ether (25 ml) was added to
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a solution of 1-lithiobiphenylene prepared as described
above. A slight exotherm was generated upon addition.
The resulting dark-red solution was stirred at room
temperature under an argon atmosphere, exposed to light,
for 2 h. The solution was then transferred to a 125 ml
separating funnel, the reaction flask was rinsed with
diethyl ether (20 ml) and the rinse was added to the
product mixture. The resulting solution was washed
with saturated NaHSO3 (2� 30 ml) and deionized water
(2� 30 ml). The red–orange organic layer was dried over
anhydrous MgSO4, filtered and concentrated to yield ca
3 ml of a dark-red oil, which by GC–MS contained 1-
iodobiphenylene (parent ion mass 287) as the major
product, with unreacted starting material and several
other impurities as minor constituents. This material
was chromatographed through a 60� 3.5 cm diameter
silica gel column using hexanes as eluent. The product
appeared as the third overall band (colorless), immedi-
ately following a yellow–green band that gradually
turned purple after isolation. Only fractions that were
pure by TLC were combined and concentrated into solid
1-iodobiphenylene (0.23 g, 26% yield). The product was
characterized by GC–MS and 1H NMR spectroscopy.
GC–MS analysis shows a single peak with parent ion
mass of 287. 1H NMR (CDCl3), �: 6.47 (dddd, J¼ 8.2,
6.8, 0.6, 0.6 Hz, 1H), 6.59 (dd, J¼ 6.8, 0.6 Hz, 1H), 6.67
(br ddd, J¼ 6.7, 3.5, 0.6 Hz, 1H), 6.82 (m, 3H), 6.96 (dd,
J¼ 8.6, 0.6 Hz, 1H).


Preparation of 1-phenylbiphenylene (21).17 The coupling
of 1-iodobiphenylene with phenylboronic acid as de-
scribed below was performed according to Miyaura
et al.25 To a 100 ml two-necked round-bottomed flask
fitted with a condenser were added phenylboronic acid
(77 mg, 0.68 mmol), sodium carbonate monohydrate
(156 mg, 1.3 mmol), tetrakis(triphenylphosphine)palla-
dium (37 mg, 0.032 mmol), and 1-iodobiphenylene
(151 mg, 0.52 mmol). This mixture of solids was imme-
diately dissolved in toluene (25 ml) and absolute ethyl
alcohol (2.5 ml). The bright-yellow suspension was
warmed to 80 �C over 2 h while stirring under an argon
atmosphere. Once the warm-up was complete, deionized
water (2.3 ml) was added to the yellow–orange suspen-
sion and the mixture was stirred under an argon atmo-
sphere for 10 h, at which point the hot reaction mixture
was quenched with 50 ml of cold deionized water. No
significant change in color was observed over the course
of the reaction. The resulting mixture was stirred until
cool and extracted into diethyl ether (60 ml). The organic
layer was washed with 5% sodium bicarbonate solution
(1� 70 ml) and saturated NaCl solution (2� 70 ml).
Drying over anhydrous MgSO4 and removal of solvent
yielded 0.173 g of crude product. This material was
separated into two equal fractions and each was purified
by preparative TLC on a 20� 20 cm, 1000mm thick silica
gel plate. Elution with hexane, isolation of the middle
band (yellow, dark under UV light) from a total of five


bands and washing with acetone yielded 1-phenylbiphe-
nylene (0.123 g, �100% yield) as a pale-yellow, low-
melting oil (lit.17 m.p. 46.5 �C). The product was ana-
lyzed by GC–MS, 1H,1H COSY and 13C NMR spectro-
scopy and high-resolution mass spectrometry. GC–MS
shows a single peak with a parent ion mass of 228. 1H
NMR (CDCl3), �: 6.62 (dd, J¼ 6.8, 0.7 Hz, 1H), 6.68 (m,
1H), 6.77 (m, 3H), 6.86 (dd, J¼ 8.5, 6.8 Hz, 1H), 7.01
(dd, J¼ 8.5, 0.7 Hz, 1H), 7.35 (dd, J¼ 7.4, 7.4 Hz, 1H),
7.46 (dd, J¼ 7.4, 7.2 Hz, 2H), 7.60 (dd, J¼ 8.4, 1.3 Hz,
2H). 13C NMR (CDCl3), �: 116.12, 117.30, 117.80,
126.42, 126.95, 127.69, 128.20, 128.43, 128.78, 129.26.
MS (ESI), calculated for C18H12: 228.09390. Found:
228.09472.


Preparation of 2-bromobiphenylene.29 2-Bromobipheny-
lene was synthesized according to the method of Baker
et al.29 Biphenylene (250 mg, 1.6 mmol) was added to a
100 ml round-bottomed flask. A solution of bromine
(0.5 ml, 9.8 mmol) in carbon tetrachloride (25 ml) was
prepared and 4.5 ml of this solution were added to the
flask containing biphenylene. The resulting blood-red
mixture was placed under an argon atmosphere and two
drops of pyridine were added while the mixture was
stirred at room temperature. A cloud of yellow–orange
vapor was generated immediately upon pyridine addition.
The mixture was stirred at room temperature for 10 min.
Next, an additional 2.5 ml of the bromine–CCl4 solution
was added, the reaction flask was immersed in a 90 �C oil
bath and stirring under argon at the elevated temperature
was continued for an additional 15 min, after which
almost all solvent had evaporated through the gas outflow.
The remaining yellow–red residue was dissolved in 30 ml
of CCl4 and washed with saturated NaHCO3 solution
(1� 30 ml), followed by 5% NaHCO3 solution
(1� 30 ml). The pale-yellow organic layer was dried
over anhydrous MgSO4 and removal of solvent yielded
0.71 g of pale-yellow crude product. This material was
spotted on to two 20� 20 cm, 1000mm thick silica gel
plates, which were eluted with hexanes. Following devel-
opment, the top bands were cut out from each plate,
washed with acetone and concentrated to yield 2-bromo-
biphenylene as a white–yellow solid (70 mg), slightly
contaminated with starting material by NMR but appear-
ing clean by GC–MS. 1H NMR (CDCl3), �: 6.50 (d,
J¼ 7.3 Hz, 1H), 6.66 (m, 2H), 6.77 (t, J¼ 0.8 Hz, 1H),
6.78 (m, 2H), 6.91 (dd, J¼ 7.3, 1.5 Hz, 1H).


Preparation of 2-phenylbiphenylene (22).17 The coupling
of 2-bromobiphenylene with phenylboronic acid was
performed according to Miyaura et al.25 To a 100 ml
two-necked round-bottomed flask fitted with a condenser
were added 2-bromobiphenylene as obtained in the pre-
vious synthesis (49 mg, 0.21 mmol), phenylboronic acid
(31 mg, 0.25 mmol), sodium carbonate monohydrate
(63 mg, 0.51 mmol) and tetrakis(triphenylphosphine)pal-
ladium (18 mg, 0.016 mmol). This mixture of solids was
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dissolved in toluene (10 ml) and absolute ethyl alcohol
(1 ml) and heated to 80 �C over a period of 1 h while
stirring under a slow flow of argon. Once at 80 �C,
deionized water (0.8 ml) was added to the pale-yellow
reaction mixture and stirring at this temperature was
continued for 10.5 h, at the completion of which the
solution color was a gray–brown. This mixture was
quenched while hot by addition of 20 ml of deionized
water and allowed to cool to room temperature. The
resulting suspension was extracted into 30 ml of diethyl
ether and the organic layer was washed with 5% sodium
bicarbonate solution (1� 40 ml) and with saturated NaCl
solution (2� 40 ml). The yellow–brown organic layer
was dried over anhydrous MgSO4 for 15 min, then
filtered through a sintered-glass crucible containing a
2� 3.5 cm in i.d. column of Celite, which was washed
with an additional 50 ml of diethyl ether. The crude
product was concentrated to �2 ml and chromato-
graphed over a 20� 20 cm, 1000mm thick silica gel plate
with hexanes as eluent. Isolation of the diffuse migrating
yellow band yielded 2-phenylbiphenylene as a pale-yel-
low solid (30 mg, m.p. 114–117 �C, 63% yield assuming
perfect purity of starting material). Note: two melting-
points from two different preparations are reported in the
literature.17 The more reliable value appears to be 111–
113 �C, although an alternative preparation led to pro-
ducts that melted at 125.5 �C. The product was analyzed
by GC–MS, 1H and 13C NMR spectroscopy and high-
resolution mass spectrometry. GC–MS shows a single
peak with a parent ion of mass 228. 1H NMR (CDCl3), �:
6.69 (br ddd, J¼ 4.0, 3.2, 1.0 Hz, 2H), 6.72 (dd, J¼ 7.0,
0.9 Hz, 1H), 6.79 (d, J¼ 7.7 Hz, 1H), 6.79 (dd, J¼ 2.0,
0.6 Hz, 1H), 6.92 (ddd, J¼ 1.4, 0.1 Hz, 1H), 6.99 (dd,
J¼ 7.2, 0.4 Hz, 1H), 7.33 (dd, J¼ 7.1, 7.1 Hz, 1H), 7.42
(br dd, J¼ 7.4, 7.0 Hz, 2H), 7.52 (m, 2H). 13C NMR
(CDCl3), �: 116.79, 117.46, 117.50, 117.51, 126.49,
126.99, 127.26, 128.31, 128.46, 128.66. MS (ESI), cal-
culated for C18H12: 228.09390. Found: 228.09436.


Pyrolysis of 1,6-diphenylhexa-1,5-diyne-cis-3-ene (10) or
1-phenylbiphenylene (21). In a typical reaction, 40–
60 mg of starting material (0.18–0.26 mmol) were sub-
limed through a 40� 1.5 cm i.d. quartz tube passing
through a 30� 2.0 cm i.d. ceramic tube furnace set to
the appropriate temperature through a variable voltage
controller. Pressures in the system were maintained
below 20 mTorr (1 Torr¼ 133.3 pa) with a standard va-
cuum pump coupled to a diffusion pump and monitored
with a Varian pressure sensor coupled to a Virtis loga-
rithmic manometer gauge. Temperatures were measured
with a K type thermocouple probe attached to a digital
thermometer, and were maintained within 20 �C of the
desired setpoint. Teflon tape and small amounts of
Apiezon grease were used to seal tubing joints. If starting
material volatilization was slow, first intermittent then
more vigorous heating was applied to the starting
material container with a heat gun. The outflow of the


pyrolysis tube led into a 100 ml spherical vacuum trap
partially immersed in liquid nitrogen, although most of
the product condensed in a warmer region of the quartz
tube itself just outside the oven. Pyrolyses were allowed
to continue until most of the starting material had
volatilized and passed through the hot tube (ranging
from 1 to 5 h). Upon completion of the reaction, the
vacuum was slowly broken and the oven turned off. The
apparatus was allowed to cool to room temperature, after
which the outflow region of the tube and the entirety of
the cold trap were washed out with 25–30 ml of diethyl
ether. Removal of solvent yielded the pyrolysate product
mixture.


Cis–trans isomerization of cis-1,6-bisphenyl-hex-3-ene-
1,5-diyne (10). The UV-induced isomerization of 10
to its trans counterpart was adapted from König et al.30


1,6-Diphenylhexa-1,5-diyne-cis-3-ene (10) (16 mg,
0.070 mmol) was dissolved in CDCl3 (2.0 ml) and the
solution was transferred to a 20� 0.5 cm o.d. NMR tube.
The tube was capped and irradiated at 365 nm with a
Spectroline TLC visualizer for 3.5 h at a distance of 3 cm,
at the completion of which the initially pale-yellow
solution was colored orange–brown. 1H NMR analysis
of the contents showed a 54:46 mixture of cis and trans
isomers. GC–MS analysis of the product mixture shows
two peaks with parent ion mass 228. New peaks corre-
sponding to the trans isomer in the 1H NMR spectrum of
the mixture are (CDCl3) �: 6.30 (s, 2H), 7.35 (m, 6H),
7.47 (m, 4H).
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Kinetic analysis of a reactive model enediyne


M. F. Semmelhack* and R. Sarpong
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ABSTRACT: A model framework related to the calcheamicin family of enediyne toxins was evaluated in its reactivity
toward cycloaromatization through the arene 1,4-diyl intermediates and hydrogen atom abstractions. The keto version
9 is relatively unreactive, with t1/2¼ 1.5 h at 60 �C. The product from hydride reduction of the ketone, alcohol 13b, is
much more reactive, with t1/2¼ 50 min at 0 �C. In both cases, the rate of rearrangement is independent of the hydrogen
atom donor, consistent with a rate-determining first step (cyclization). Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: calicheamicin; enediyne model; arene diradical; hydrogen atom abstraction


INTRODUCTION


The enediyne toxins have generated substantial activity in
total synthesis, design of model systems, biological
evaluation and fundamental mechanistic analysis.1 Inter-
est derives from the novel structures and proposed me-
chanism of toxicity and also the opportunity to use the
information gained to design functional models of the
natural toxins as biological probes or therapeutic agents.


Successful mimicking of the natural products implies a
structure which is stable at ambient temperatures, can
undergo thermal reactions (‘trigger’), leading to a highly
reactive 1,4-arenediyl, and binds to DNA with delicate
positioning that allows double strand cleavage initiated
by H-atom abstraction. An additional feature not present
in the natural products would be control over the biolo-
gical site of activation in order to provide selective
toxicity.2 In principle, the ‘trigger’ process might be
adjusted to operate selectively in the cells or tissue of
interest. As a first step in the design of functional models
of the enediynes, it is necessary to establish the rate-
determining step for the system under consideration and
the structural features which influence the rate profile.
Despite considerable effort, the correlation of structure
with reactivity toward cycloaromatization is still much
analyzed and discussed.1a,b


An intriguing mechanistic issue is the rate profile for
the cycloaromatization steps [Eqn (1)]. The activated
precursor, A, undergoes ring closure to the 1,4-arenediyl
B and then H-atom abstraction steps lead through the aryl
radical (C) to complete the process with formation of the
arene, D.


The original studies involved acyclic enediynes with
low overall rates (t1/2 ¼ 30 s at 200 �C) and a rate-
determining ring closure, A!B, k1.3 It has been
generally assumed that the natural products such as
calicheamicin, with very high overall rates of reaction
(t1/2� 4 s at 23 �C), also proceed with a rate-determining
ring closure, k1. [Low-temperature NMR studies have
established the rate of initial rearrangement (triggering)
for calicheamicin, but do not comment on the rate-
determining step for disappearance of the activated
form.4] This assumption must fail, however, as k1 is
increased in more reactive structures. Eventually, k2, the
first H. abstraction, will become the rate-determining
step. However, there are no kinetic data on the natural
products which would solidify or contradict this assump-
tion. The assumption would also fail if k2 became much
lower owing to structural changes, while k1 remained
high. In early analyses, the value of k2 was expected to be
fairly independent of structure. The kinetic issues be-
came more unsettled when several special enediyne
structures (Fig. 1) were found to react with only moderate
rates (t1/2> 10 h at 25 �C) and yet show kinetically
significant H-atom abstraction, step B!C, k2


[Eqn (1)]. It has been postulated that k3 is always faster
than k2 owing to a stabilizing interaction in the 1,4-
diradical B compared with the phenyl-type radical, C.5


Here, we report a kinetic study of a model framework
related to calicheamicin which has a high rate of re-
arrangement, comparable to the natural product, and
helps to establish the rate profile for reactive enediynes.
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It is useful to compare the cyclic systems for which
kinetic studies are available. The first special case was the
simple arenediyne 1, which has a half-lifetime of ca 10 h
at 84 �C.6 A key observation was the dependence of the
rate of disappearance of 2 on the concentration of the
trapping agent, 1,4-cyclohexadiene (CHD), clear evi-
dence for kinetically significant H-atom abstraction.
While CHD had been commonly used as a trapping agent
in many studies of model enediynes, the issue of a
concentration effect had not been discussed before.
Next was the natural enediyne C-1027chr (lidamycin;7


represented by 3), which is unique among the family of
enediynes in having no obvious chemical triggering
mechanism.8 It is stable as a protein complex, but
cycloaromatizes with a half-lifetime of 2–10 h at
37 �C.9 Evidence has been accumulated to establish that
the first step is fast and reversible; H-atom abstraction is
kinetically significant.10 The primary evidence is a sig-
nificant deuterium isotope effect (ca 2.4) when the reac-
tion is carried out in CD3OD compared with CH3OH.
Similar effects were reported for the model 5, which is a
version of the core structure of C-1027chr.11 The simple
enediyne 7 has been studied extensively12 and was shown
to react by rate-determining cycloaromatization, with a
relatively fast H. abstraction process.13 Compound 7
shows a rate of rearrangement similar to 3, but faster
than 1 and much slower than calicheamicin.


The rationale for the special rate profile for reactions of
1, 3 and 5 is not complete. It was proposed by Logan and
Chen that the rate of H-atom abstraction for annelated
versions of the benzene-1,4-diyl substantially decreases
with the number of annelated arene rings (benzene-1,
4-diyl> naphthalene-1,4-diyl> anthracene-9,10-diyl).14


Schottelius and Chen’s suggestion that the rate difference
is due to increase in the singlet–triplet splitting energies


(�EST)15 with more benzannelation has been challenged
by Koseki et al.,16 who instead favor an explanation
based on an increase in rate for the reverse of cycloar-
omatization (k�1) with increased benzannelation. In this
explanation, the greater loss of delocalization energy
(benzene> naphthalene) gives a smaller k�1 for 8 com-
pared with 2. Recent calculations suggest that the �EST is
not significantly changed by benzannelation.17 Neither of
these pictures deals with the structure type represented by
C-1027, 3. There has been no analysis of the relative
singlet–triplet splitting for 4, but considering the recent
calculations, no difference compared with 8 is expected.
The difference in resonance energy for 4 or 6 compared
with 8 is expected to be small (styrene resonance energy
compared with benzene).


RESULTS AND DISCUSSION


The calicheamicin analog 9 was prepared and shown to
have a low rate of cycloaromatization, with t1/2 � 1.5 h at
60 �C (the preparation and general properties of ene-
diynes in this series will be reported separately). We
noted that hydride reduction gives alkoxide/alcohol 10,
which is much more reactive, with t1/2 � 1 h at 0 �C, only
an order of magnitude slower than activated calicheami-
cin (in other models related to calicheamicin, reduction
of a ketone was found to be activating18). In this paper,
we report a careful study of the reactions of ketone 9 and
its hydride reduction product 10 in order to verify the
rate-determining step for these substrates. A rate depen-
dence on the concentration of the trapping agent for
enediyne 9 would suggest the second step [k2, Eqn (1)]
was rate determining whereas no dependence would
confirm the common assumption of rate-determining


Figure 1. Half-lifetimes and rate-determining step for cyclic enediynes
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cycloaromatization step (k1). Here we show that there is
no significant dependence of rate on the concentration of
trapping agent, using 1,4-cyclohexadiene, or a significant
primary isotope effect in deuterated solvents.


The rate of rearrangement of silyl ketoenediyne 9 (see
Table 1) to the arene diradical was followed by 1H NMR
in a sealed tube under argon using varying concentrations
of 1,4-CHD and ethanol as trapping agents. Rates were
monitored by integration of the vinylic proton signals of
the enediyne moiety (C6D6; � 5.20, d, J¼ 1.3 Hz, 1H; �
5.40, d, J¼ 1.5 Hz, 1H) against an internal standard (1,2-
dichloroethane or 1,4-dimethoxybenzene). The average
t1/2 in the presence of CHD (entries 1–4) is 1.6 with no
significant dependence on the concentration of CHD.
Additional kinetic runs at 50.0 and 70.0 �C under the
same conditions as entry 2 gave t1/2¼ 3.1 h and 0.44 h,
respectively. An approximate lnA value of 24.3 and
Ea¼ 21.9 kcal (60 �C) are obtained (1 kcal¼ 4.184 kJ).


A crude determination of the solvent isotope effect was
carried out by heating samples of 9 in EtOH and in EtOH-
d6 at 60 �C for 1.0 h, leading to partial completion. The
reaction in EtOH was slightly more complete than that in
EtOH-d6, but the ratio was only about 1.1 (duplicate
runs); no significant isotope effect was observed.


Reduction of the carbonyl functionality of 9 to 10 leads
to reactivity approaching that of activated calicheamicin.
The alcohol arene 14b was obtained in 58% yield from
silyl ketone 9 by reduction with DIBALH at 0 �C using a
large excess of 1,4-CHD in THF, presumably through
intermediates 10a and 13a. With this high rate of
cycloaromatization, it seemed interesting to ask whether


the H. atom abstraction step is now the rate-determining
step. The reduction products 10 were too labile to isolate
and characterize directly.


The kinetics for the cycloaromatization of the pre-
sumed alkoxide intermediate 10a and the alcohol 10b
(Scheme 1) to the corresponding arene products via the
diradicals 13a and 13b, respectively, were monitored
quantitatively by 1H NMR at 0 �C using either 1,4-
dimethoxybenzene (DMB) or 1,2-dichloroethane (DCE)
as an internal standard. The results for the pseudo-first-
order kinetics are summarized in Table 2. The observed
half-lives do not provide a smooth plot, and range from


Table 1. Degradation rates of enediyne ketone 9 at 60 �C in C6D6


Entry H-atom donor t1/2 (h) k (s�1) r2 Completion (%)


1 CHD (0 M) 1.50 1.40� 10�4 0.989 72.0
2 CHD (0.03 M) 1.50 1.30� 10�4 0.998 90.5
3 CHD (0.14 M) 1.70 1.23� 10�4 0.986 64.0
4 CHD (0.19 M) 1.60 1.26� 10�4 0.982 81.6
5 C2H5OH (0.39 M) 1.89 1.02� 10�4 0.992 88.9


Scheme 1. Cycloaromatization of the ketone 9 and its reduction product, 10


Table 2. Degradation of enediyne alkoxide 10a and alcohol
10b at 0 �C in CDCl3


[CHD] Internal t1/2


Entry Compound (M) standardb (min) r2


1 10a 0.00 DCE 75.5 0.9894
2 10a 0.00 DMB 24.4 0.9675
3 10a 0.00 DMB 20.8 0.9786
4 10a 0.00 DCE 55.6 0.9726
5 10ba 0.00 DCE 63.0 0.9788
6 10ba 0.00 DMB 38.7 0.9980
7 10ba 0.05 DMB 56.1 0.9874
8 10ba 0.05 DMB 23.6 0.9695
9 10a 0.05 DCE 83.0 0.9818


10 10ba 0.05 DCE 76.0 0.9731
11 10ba 0.09 DCE 51.4 0.9818


a These kinetic studies were conducted on the alcohol which was obtained
from the alkoxide by quenching with TFA.
b DCE¼ 1,2-dichloroethane; DMB¼ 1,4-dimethoxybenzene.
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23.6 to 83 min with no apparent dependence on the
concentration of 1,4-CHD or internal standard. The
scatter in results reflects the difficulty in obtaining
high-precision 1H NMR integration data owing to the
high rates of reaction for the reduced substrates and the
complex spectra characteristic of these reaction mixtures.
However, these experiments were useful in establishing
an approximate half-life for the cycloaromatization of the
reduced species. It is apparent that the half-lifetimes of
the alkoxide 10a and alcohol 10b are approximately
the same, yielding an average half-life of 50 min at
0 �C. We can assume a lnA value of 24 based on previous
results with the related ketoenediyne framework 9. Using
our average half-life value, a rate k (where k¼ ln2/t1/2)
of 2.2� 10�4 s�1 and an activation energy (Ea) for the
cycloaromatization (rate-determining step) of 18 kcal mol�1


is calculated. This result reflects the higher rate of
rearrangement for the reduced enediyne 10 compared
with ketoenediyne 9 (Ea¼ 21.9 kcal mol�1).


In an effort to measure more accurately the rate of
cycloaromatization (and H-atom abstraction) of the re-
duced species 10 and confirm cycloaromatization as the
rate-determining step, UV spectroscopy was used to
follow the kinetics for the Bergman cyclization of the
reduced species 10. The enediyne moiety exhibits �max �
280 nm ("¼ 10 000) whereas the arene product shows
significantly lower absorption (" � 2200) at that wave-
length. The decay of the enediyne signal at 280 nm was
conveniently followed as a measure of rate. Kinetic
measurements were carried out at 21 �C using THF and
THF-d8 as hydrogen atom donors and the results are
summarized in Table 3.


A half-lifetime of �8.0 min at 21 �C is obtained for
enediyne alkoxide 13a. By comparison, an extrapolation
of the NMR data (Table 2) to 21 �C and using the
assumed lnA value of 24 and Ea¼ 18 kcal mol�1, one
arrives at a rate value of k¼ 2.2� 10�3 s�1 and a corre-
sponding first order half-life, t1/2¼ 5.2 min, in good
agreement with that (t1/2¼ 8 min) obtained from the
UV data.


There remained the possibility that the ketone reduc-
tion was the rate-determining step in these experiments.
The measured half-lives would then reflect the rate of
reduction and not the Bergman rearrangement rate. The
1H NMR experiment directly monitored the rate of


disappearance of the alcohol which suggested the reduc-
tion of the ketoenediyne to the corresponding alcohol
occurred much faster than the cycloaromatization that
followed. A preparative scale reduction of silyl ketone 9
was carried out at 21 �C by the addition of DIBALH and
followed after 1 min by quenching with an aqueous
solution of saturated NH4Cl and then conventional pro-
cessing over a 1 h period. 1H NMR analysis of the crude
reaction product indicated a complete disappearance of
the starting ketone (and all vinyl proton resonances). This
result confirmed that reduction of ketone 9 (followed by
facile cycloaromatization during isolation) is signifi-
cantly faster than the measured half-life (8 min at
21 �C). The measured half-life must then reflect the rate
of cycloaromatization of the reduced species in THF and
THF-d8.


CONCLUSION


We have shown through mechanistic studies using 1H
NMR that the ketoenediyne 9 is less reactive than the
natural toxins and rearranges to the corresponding arene
product with a rate-determining cycloaromatization step
(k1) with Ea¼ 21.9 kcal mol�1. The corresponding alco-
hol/alkoxide 10 is much more reactive, exhibiting a rate
of cycloaromatization only an order of magnitude less
than activated calicheamicin. 1H NMR and UV techni-
ques provide kinetic data which establish that 10 also
proceeds with a rate-determining cycloaromatization.
These results give direct experimental support to the
assumption that the cycloaromatization step is the rate-
determining step for the highly reactive calicheamicin-
type framework. Although hydride reduction of a ketone
is not a viable biological trigger, preliminary studies have
shown NaBH4 reduction to be compatible with DNA
cleavage analysis for our designed framework. The model
framework 9/10 is therefore a candidate for exploration
of DNA binding and selectivity in cleavage in designed
systems.


EXPERIMENTAL


Analytical data. NMR spectra were recorded with a Jeol
GSX 270 (270 MHz) instrument. Proton (1H) chemical
shifts, reported in parts per million (ppm,) were indirectly
referenced to external tetramethylsilane employing reso-
nances due to trace monoprotio-solvent as an internal
reference. 13C chemical shifts reported in parts per
million (ppm) were indirectly referenced to external
tetramethylsilane employing known solvent resonances
as internal references. IR spectra were recorded on a
Nicolet 800 FT-IR spectrometer with internal calibration.
Mass spectral data were obtained using a Kratos MS 80
spectrometer operating in the electron ionization mode
(EIMS) at 70 eV, unless noted otherwise. Peaks are


Table 3. Degradation of enediyne alkoxide 10a at 21 �C
using UV spectroscopy


[Enediyne] H-atom t1/2


Entry (M) source (min) r2


1 3.68� 10�4 THF 7.30 0.9998
2 3.68� 10�4 THF 8.98 0.9991
3 3.68� 10�4 THF 8.01 0.9980
4 3.58� 10�4 THF-d8 8.72 0.9970
5 1.80� 10�4 THF-d8 9.60 0.9910
6 1.80� 10�4 THF-d8 8.00 0.9950
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identified in mass/charge (m/z) and relative abundance to
a base peak (%).


Solvents. Anhydrous tetrahydrofuran (THF) as reaction
solvent was obtained by distillation from sodium benzo-
phenone ketyl. THF for UV spectroscopy was commer-
cial spectral grade. Benzene and dichloromethane were
distilled from CaH2 prior to use.


General procedures. Reactions ‘under argon’ were per-
formed in glassware dried in an oven at 160 �C, then
cooled to room temperature in a desiccator over CaSO4.
The system was sequentially evacuated [0.05 Torr
(1 Torr¼ 133.3 Pa)] and filled with argon three times
before use.


Reagents. All reagents were purchased from Aldrich
Chemical (unless indicated otherwise) in >99% purity.


Cycloaromatization of ketone 9. A solution of silyl
enediyne ketone 9 (15.1 mg, 0.0420 mmol, 1.00 equiv.)
in 1,4-cyclohexadiene (1 ml) was placed in a sealed flask
under argon and heated at 60 �C. After 72 h, the flask was
cooled to 25 �C and the residual 1,4-cyclohexadiene was
removed in vacuo. The remaining oil was purified by
flash chromatography (eluting with 2:1 hexane–diethyl
ether) to give the desired arene product 12 as a colorless
oil (11.4 mg, 75% yield). Rf 0.52 (2:1 hexane–diethyl
ether). 1H NMR (270 MHz, CDCl3): � 7.49 (d, J¼ 7.7 Hz,
1H, C-3 or 6), 7.34 (dd, J¼ 7.3, 7.3 Hz, 1H, C-4 or 5),
7.24 (dd, J¼ 7.3, 7.3 Hz, 1H, C-4 or 5), 7.13 (d,
J¼ 7.7 Hz, 1H, C-3 or 6), 4.64 (d, J¼ 2.9, 1H, C-8),
3.16 (s, 3H, C-14), 3.04 (ddd, 1H, C-9), 2.96 (d, J¼ 2.6,
1H, C-13), 2.16 (d, J¼ 12.8, 1H, C-13), 1.88 (dd,
J¼ 12.9, 3.7, 2H, C-12), 1.13 (s, 3H, C-15 or 150), 0.87
[s, 9H, SiC(CH3)3], 0.32 (s, 3H, C-15 or 150), 0.21 (s, 3H,
SiCH3), 0.15 (s, 3H, SiCH3). 13C NMR (CDCl3,
68 MHz): � 217.1 (C-10), 139.7 (C-2 or 7), 138.5 (C-2
or 7), 129.9 (C-3 or 6), 129.1 (C-3 or 6), 127.9 (C-4 or 5),
126.3 (C-4 or 5), 71.1 (C-1), 53.9 (C-8), 50.2 (C-14), 43.6
(C-9), 30.8 (C-12), 29.1 (C-13), 26.4 (C-11), 25.9
[SiC(CH3)3], 18.1 (C-15 or 150), 15.2 [SiC(CH3)3], 2.3
(C-15 or 150), �4.1 (Si-CH3), �4.3 (Si-CH3). IR (NaCl,
thin film): 3377.1, 2930, 2858, 1699, 1471, 1360, 1255,
1083, 1049 cm�1. EIMS: m/z (%) 374 (Mþ, 2.2), 359
(4.3, M�CH3), 317 [M�C(CH3)3, 100].


Cycloaromatization of alcohol 10. A solution of enediyne
ketone 9 (30 mg, 0.081 mmol, 1.0 equiv.) in cyclohexa-
diene (1 ml) and THF (2 ml) was cooled to 0 �C. Neat
diisobutylaluminium hydride, (DIBALH, 43ml,
0.24 mmol, 3.0 equiv.) was added dropwise via a syringe.
The reaction mixture was allowed to stir with warming at
23 �C for 5 h, at which time concentrated K Na tartrate
solution (5 ml) was added. After the solution was stirred
for 30 min, the mixture was extracted with diethyl ether
(3� 10 ml). The combined ethereal phase was washed


with brine (30 ml), dried over MgSO4 and concentrated
by rotary evaporation. The crude product was purified by
flash chromatography (4:1 hexane–diethyl ether) to pro-
vide the desired hydroxy arene 14b as a colorless oil
(17.7 mg, 58% yield). Rf 0.17 (4:1 hexane–diethyl ether).
1H NMR (270 MHz, CDCl3): � 7.39(d, J¼ 7.9 Hz, 1H, C-
3 or 4 or 5 or 6), 7.26–7.31 (m, 3H, 3 aromatic hydro-
gens), 4.89 (s, 1H, C-8), 3.74 (s, 1H, C-10), 3.15 (s, 3H,
C-14), 2.61 (dd, J¼ 14.5, 4.0 Hz, 1H, C-13), 2.50 (d,
J¼ 4.0 Hz, 1H, C-12), 1.76 (d, J¼ 13.2 Hz, 1H, C-9),
1.50 (dd, J¼ 14.5, 4.05 Hz, 1H, C-13), 1.41 (s, 1H, OH),
1.30 (dd, J¼ 10.5, 3.5 Hz, 1H, C-12), 0.83 (s, 3H, C-15 or
150), 0.78 [s, 9H, SiC(CH3)3], 0.10 (s, 3H, C-15 or 150),
0.08 (s, 3H, SiCH3), 0.00 (s, 3H, SiCH3). IR (neat, oil):
3490, 2952, 2927, 2851, 1471, 1254, 1070, 1051 cm�1.
EIMS: m/z (%) 376 (Mþ, 0.6), 361 (M�CH3, 3.5), 345
(M�OCH3, 5), 319 [M�C(CH3)3, 100].


General procedure for the degradation study of keto-
enediyne 9 by 1H NMR at 60 �C. Ketoenediyne 9
(0.860 mg, 0.00230 mmol, 1.00 equiv.) was placed in an
NMR tube with 1,4-CHD (10.9ml, 0.115 mmol, 50.0 equiv.)
and 1,2-dichloroethane (1.8 ml, 0.023 mmol, 10 equiv.) as
internal standard. C6D6 (800 ml, filtered through a short
pad of MgSO4 and Celite) was added and the solution
was evacuated at 23 �C and then filled with argon. The
tube was sealed and then heated in a 60 �C oil-bath. Every
1 h, the tube was cooled to 21 �C and 1H NMR spectra
were taken. The integral ratios of either the vinyl (in the
cases when it was not obscured by 1,4-CHD signals) or
methyl proton resonances (� 5.3 and 3.2, respectively) to
the internal standard were used as a measure of reaction
rate. The rate of reaction, k, was obtained using the first-
order relation ln(X0/X)¼ kt, where X0/X is the normalized
ratio of vinyl proton integration to the internal standard,
from which a half-life, t1/2, was determined. A represen-
tative data set and a calculation of rate, k, and half-life,
t1/2, is presented in Table 4.


Using the first-order kinetic relation lnX¼ lnX0� kt,
from a plot of ln(X/X0) vs t (Fig. 2) the value
k¼ 0.44206 h�1 is obtained and t1/2¼ 1.6 h.


Other determinations carried out at 60 �C. The amount of
1,4-CHD was varied using the general procedure: (a) 2
equiv. of 1,4-CHD, k¼ 0.46829 h�1, t1/2¼ 1.5 h; (b) 10


Table 4. 1H NMR data for degradation of 9 measured over
2.5 h


Integral ratio, Normalized ratio
Time (h) ketone:1,2-DCE (X/X0) Ln(X/X0)


0.0 0.0552 1 0
0.5 0.0495 0.897 �0.109
1.0 0.0391 0.708 �0.345
1.5 0.0306 0.554 �0.591
2.0 0.0227 0.411 �0.889
2.5 0.0197 0.357 �1.03
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equiv. of 1,4-CHD, k¼ 0.45500 h�1, t1/2¼ 1.5 h; (c) 0
equiv. of 1,4-CHD, k¼ 0.50360 h�1, t1/2¼ 1.4 h.


General procedure for the degradation study of ketoene-
diyne 9 by 1H NMR at 50 �C. Following a similar protocol
as described at 60 �C (see above), the rate constant and
half-life were determined at 50 �C. A rate constant
k¼ 0.233 h�1 (6.48� 10�5 s�1), corresponding to a half-
life t1/2¼ 3.1 h, was determined at this temperature.


General procedure for the degradation study of keto-
enediyne 9 by 1H NMR at 70 �C. Following a similar pro-
tocol as described at 60 �C (see above), the rate constant
and half-life were determined at 70 �C. A rate constant
k¼ 0.0286 min�1 (4.77� 10�4 s�1), corresponding to a
half-life t1/2¼ 0.44 h, was determined at this temperature.


Determining the ln A value for degradation of ketoene-
diyne 9. Using the rate constants determined at 50, 60 and
70 �C, a lnA value can be determined using the relation ln
k¼ ln A� (Ea/R)(1/T). Data are given in Table 5 and
Fig. 3.


General procedure for the determination of isotope
effects in the trapping step for the arene diradical of
ketoenediyne 9. Silyl ketoenediyne 9 (4.40 mg,
0.0122 mmol) was placed in an NMR tube along with
1 ml of C2H5OH. A second sample of 9 (5.10 mg) in 1 ml
of C2D5OD was then prepared. Both tubes, handled in


parallel, were evacuated and filled with argon, sealed and
heated for 1 h at 60 �C. Then the tubes were cooled to
23 �C and the contents were concentrated separately in
vacuo, and submitted to quantitative 1H NMR analysis
using 1,2-dichloroethane as an internal standard to de-
termine the percentage completion of reaction by mea-
suring the change in integral area of vinyl and methine
signals (5.85 and 5.20 ppm, respectively). Cycloaromati-
zation of 9 in C2H5OH was 61% complete compared with
59% in C2D5OD, which corresponded to an isotope effect
indistinguishable from 1.0. Data for a second run under
similar conditions were 84% complete for cycloaromati-
zation of 9 in C2H5OH and 72% complete for cycloar-
omatization in C2D5OD, corresponding to an isotope
effect of ca 1.2.


General procedure for the degradation study of enediyne
alcohol 10b by 1H NMR at 0 �C. To ketoenediyne 9 (8 mg,
0.02 mmol, 1.0 equiv.) in an NMR tube were added
CDCl3 (800ml), 1,2-dichloroethane (1.7 ml) as internal
standard and 1,4-CHD (10.2 ml, 0.110 mmol, 5.00 equiv.).
The tube was evacuated, filled with argon and capped
with a rubber septum. The solution was cooled to 0 �C
over 15 min in the NMR instrument, at which time the
NMR tube was quickly ejected, placed in a 0 �C bath and
neat DIBALH (4.7 ml, 0.026 mmol, 1.3 equiv.) was added
quickly via a syringe. The NMR tube was shaken vigor-
ously (ca 5 s) followed by the addition of trifluoroacetic
acid (2.3ml, 0.030 mmol, 1.5 equiv.). The NMR tube was
wiped of all condensation, placed in the NMR instrument
and the reaction followed by quantitative integration
of the vinylic protons (� 5.95 ppm) and methine protons
(at � 4.7 and 4.8 ppm) in the NMR spectrum at 5 min
intervals for 1 h (�67% complete). A representative data
set and a calculation of rate, k, and half-life, t1/2, is
presented in Table 6. Using the first-order kinetic relation,
from a plot of ln (X/X0) vs t (min) the rate constant
k¼ 0.0230 min�1. Using the first order half-life relation,
t1/2¼ 30.1 min.


Table 5. Rate constant k (s�1) at varying temperature for
degradation of 9


Temperature
k (s�1) Ln k ( �C) 1/T (K�1)


4.77� 10�4 �7.648 70 2.92� 10�3


1.30� 10�4 �8.948 60 3.00� 10�3


6.48� 10�5 �9.644 50 3.10� 10�3


Figure 2. Degradation of ketoenediyne 9 at 60 �C
Figure 3. Ln k vs 1/T (K�1) at 50, 60 and 70 �C
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The same procedure was used for the determination of
the rate of rearrangement of alcohol 10b under various
conditions (see entries 5–8 and 10–11, Table 2). Differ-
ences arose only in the choice of internal standard and
concentration of 1,4-CHD, which are indicated in Table 2.


General procedure for the degradation study of silyl
enediyne alkoxide 10a by 1H NMR at 0 �C. A protocol
similar to that used for the determination of cycloaroma-
tization rates for 10b was followed. The only difference
was that the alkoxide generated after DIBALH addition
was monitored without a TFA quench.


General procedure for the UV spectroscopy degradation
study of enediyne alkoxide 10a at 21 �C. To a quartz
cuvette was added spectral grade THF (1.5 ml) followed
by the addition of 50ml of a stock solution (0.011 M) of
ketoenediyne 9 (overall concentration 0.368 mM). The
cuvette was placed in the UV instrument with a mounting


equilibrated to 21 �C. At this point, a zero point absorp-
tion was measured followed by the addition of DIBALH
(1 M in THF, 50ml, 0.050 mmol, 90 equiv.). The solution
was drawn up into a pipette to assist mixing. UV–visible
data were collected over a 1 h period (�90% complete).
A representative data set and a calculation of rate, k, and
half-life, t1/2, are presented in Table 7. The experiment
was repeated four times. From a plot of ln(X/X0) vs t
(min), the rate constant k¼ 0.0794 min�1. Using the first-
order half-life relation, t1/2¼ 8.73 min.
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Table 7. UV data for degradation of a 0.054M solution of
alkoxide 10a in THF-d8 at 21


�C


Time (min) Net absorptiona X/X0 Ln(X/X0)


0 1.48099 1 0
1 1.41637 0.9564 �0.045
3 1.27677 0.8621 �0.148
5 1.12166 0.7574 �0.278
7 0.96662 0.6527 �0.427


10 0.75751 0.5115 �0.670
15 0.48365 0.3266 �1.19
20 0.30408 0.2053 �1.58
25 0.20459 0.1381 �1.98
30 0.15702 0.1060 �2.24


a The net absorption was calculated from initial absorption minus baseline
absorption (�0.41).


Table 6. 1H NMR data for degradation of 10b measured
over 60min


Time Integral ratio, Normalized ratio
(min) alcohol:1,2-DCE (X/X0) Ln(X/X0)


0 0.436 1 0
5 0.348 0.798 �0.226


10 0.233 0.534 �0.627
15 0.220 0.505 �0.683
20 0.211 0.484 �0.726
25 0.174 0.399 �0.919
30 0.157 0.360 �1.02
35 0.151 0.346 �1.06
40 0.144 0.330 �1.11
45 0.133 0.305 �1.19
50 0.119 0.273 �1.30
55 0.115 0.264 �1.33
60 0.079 0.181 �1.71


KINETIC ANALYSIS OF A REACTIVE MODEL ENEDIYNE 813


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 807–813








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2004; 17: 814–818
Published online in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/poc.799


Synthesis and fluorescence properties of
a porphyrin–fullerene molecular wirey
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ABSTRACT: The synthesis and photophysical studies of a butadiyne-linked porphyrin–C60 dyad (ZnP–C60) 6 are
described. This is the first porphyrin–[60]fullerene dyad in which the two chromophores are conjugatively linked
through a ‘molecular wire’. The UV–visible absorption spectrum for dyad 6 is slightly red shifted relative to the
porphyrin precursor 5 whose fluorescence is all but quenched by the attached C60. Copyright # 2004 John Wiley &
Sons, Ltd.
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INTRODUCTION


The unique chemical and photophysical properties of
[60]fullerene (C60) have generated considerable interest
in its role as a highly efficient electron acceptor in
covalent donor–acceptor systems,1 with potential appli-
cations in photovoltaic devices and artificial photo-
synthetic complexes,2 solar energy conversion3 and
biological applications such as photodynamic therapy.4


The underlying factors responsible for these properties
include the high degree of symmetry on the fullerene
sphere and in the arrangement of its molecular orbitals.5,6


C60 is able to accept up to six electrons reversibly because
of triply degenerate low-lying LUMOs located �1.8 eV
above the HOMO.1b,5 The irradiation of C60 creates a
short-lived C60 singlet (1C60*) that rapidly and efficiently
generates the C60 triplet (3C60*) via intersystem cross-
ing.6 In turn, the long-lived C60 triplet can sensitize the
formation of highly reactive singlet molecular oxygen
(1O2) via energy transfer to ground state dioxygen.7


It is widely accepted that C60 is an ideal electron
acceptor in donor–acceptor (D–A) systems designed to
mimic the photosynthetic reaction center (PRC).3 The
long-lived charge-separated (CS) states observed in
fullerene systems can be attributed to the low reorganiza-
tion energy of the fullerene8 and the suppression of back


electron transfer (BET) events by forcing charge recom-
bination (CR) into the Marcus inverted region.9 Such
systems exhibit very rapid photoinduced electron transfer
(ET), affording the CS state with high quantum yield
when the distance between the donor and acceptor
chromophores is small. Systems designed to mimic the
PRC must exhibit a preference for ET over energy
transfer (EN) at longer distances, since the EN rate
decreases rapidly with increasing distance between the
chromophores.1,2,8


A promising strategy to facilitate ET over long dis-
tances involves the incorporation of a ‘molecular wire’ in
the D–A system.10 Recent studies of long-range charge
separation (CS) in D–A systems have shown that linear �-
conjugated polyene and polyyne spacers dramatically
enhance through-bond electronic coupling between do-
nors and acceptors.11 Systems in which redox centers are
separated by ‘molecular wires’, such as polyenes and
polyynes, exhibit efficient, long-range ET and EN.
Although the distance between the donor and acceptor
is an important consideration when investigating ET and
EN processes, studies of these parameters as they apply to
conjugated �-systems are scarce. In polyene-linked D–A
systems, rotation about single bonds can lead to varia-
tions in the D–A distance and reduced conjugation within
the system.12 In contrast, a fixed distance is maintained
between the chromophores in polyyne-linked systems.
Thus, alkynyl groups permit enhanced conjugation in
conformationally rigid D–A systems and afford geome-
trically well-defined materials that simplify the interpre-
tation of physical data. Yamada et al. synthesized the first
D–A system where a porphyrin was covalently linked to
C60 via an alkyne bridge.10 Although this fullereno-
pyrrolidine derivative lacked ‘true’ conjugation between
the chromophores, the accelerated rate of CS over an
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analogous amide-linked system was explained in terms of
the enhanced electronic coupling between the porphyrin
and C60 moieties.


Komatsu et al. were the first to report the synthesis and
properties of (trimethylsilyl)ethynyl- and phenylethynyl-
hydrofullerenes, the first alkyne C60 derivatives.13 These
derivatives were synthesized via nucleophilic attack of
the appropriate alkynyllithium reagent on the fullerene,
followed by quenching of the C60 anion with trifluoroa-
cetic acid. Subsequently, Diederich and coworkers exa-
mined the chemistry of a variety of fullerene–acetylene
hybrids.14 We now report the preparation of 1-ethynyl-2-
methyl[60]fullerene and its direct oxidative heterocou-
pling to 5-(4-ethynylphenyl)-10,15,20-tris(3,5-di-tert-
butylphenyl)porphyrin, to afford the first completely
conjugated butadiyne-linked porphyrin–fullerene dyad,
the prototype of a new family of materials.


RESULTS AND DISCUSSION


Syntheses of fullerene derivative 2 and
alkynyl-substituted porphyrin 5


The synthesis of the new alkynyl fullerene derivative 2
was modified from the procedure previously reported by
Diederich and co-workers for analogous materials.15 As
shown in Scheme 1, nucleophilic addition of lithium
(trimethylsilyl)acetylide to C60, followed by quenching
with iodomethane, furnished 1 in moderate yield. Depro-
tection of the alkyne with potassium carbonate, followed
by purification on silica gel with cyclohexane as eluent,
afforded the fullerene derivative 2.


The synthesis of p-ethynyltetraaryl porphyrin 5 was
carried out as shown in Scheme 2, using the one-step
procedure previously reported in the literature.16 Con-
densation of the mixed aldehydes with pyrrole in
refluxing glacial acetic acid and nitrobenzene afforded
a crude mixture of tetraaryl porphyrins including the
desired porphyrin 3 as evidenced by TLC and MALDI-
TOF analysis. The crude porphyrin mixture was metal-
lated using zinc acetate dihydrate in refluxing chloro-
form–methanol solution (2:1), and was purified on a long
silica gel column with hexane–CH2Cl2 (4:1) as eluent.
Deprotection of 4 was accomplished by reaction with an
excess of tetrabutylammonium fluoride in THF at room
temperature, to afford 5 as a purple crystalline solid in


near quantitative yield (95%). Zinc porphyrin 5 was fully
characterized by 1H NMR and MALDI-TOF analysis.


Synthesis of porphyrin–fullerene dyad 6
(Scheme 3)


The oxidative heterocoupling of fullerene derivative 2
with zinc porphyrin 5 was adapted from a coupling
procedure previously reported by Diederich et al.17 Using
the Hay catalyst (CuCl–TMEDA–O2) prepared in situ in
chlorobenzene at room temperature, a mixture of three
new compounds was obtained. The non-fluorescent dyad
6 was separated from the other products by preparative
TLC using cyclohexane and hexane–CH2Cl2 (3:1) as
eluents. The remaining two products were characterized
by MALDI-TOF as butadiyne-linked ZnP–ZnP and
C60–C60 dyads arising from competitive oxidative homo-
coupling under the reaction conditions.


UV–visible spectra of 5 and 6


The UV–vis absorption spectra for zinc porphyrin
(ZnP) 5 and dyad (ZnP–C60) 6 at 10mM concentration
in chloroform are depicted in Fig. 1. The spectrum for 6
shows strong absorption bands for both the porphyrin and
fullerene moieties and is consistent with the UV–visible
spectra of other porphyrin–fullerene dyads.18 Although
there is a small red shift in the spectrum for Zn dyad 6
relative to precursor Zn porphyrin 5, there is no indication
of enhanced absorption of the dyad or of any ground-state
electronic interaction between the chromophores.


Fluorescence and fluorescence lifetimes
of 5 and 6


In chloroform, zinc porphyrin 5 exhibits a fluorescence
maximum near 605 nm when excited at 400 nm, where
most of the incident radiation is absorbed by the por-
phyrin and not the fullerene (see Fig. 2). The ZnP–C60


dyad 6, similarly excited at 400 nm, shows a typical ZnP
emission spectrum but the intensity is reduced relative to
that of 5 by a factor of >102. Thus, the porphyrin
fluorescence is almost entirely quenched by the attached
fullerene moiety. The characteristic C60 fluorescence at
�700 nm is too weak to be observed on our instrument.


Scheme 1. Synthesis of 1-ethynyl-2-methyl[60]fullerene (2)
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Scheme 2. Synthesis of zinc(II) 5-{4-(ethynylphenyl)-10,15,20-tris(3,5-di-tert-butylphenyl)}porphyrin (5)


Scheme 3. Synthesis of zinc(II) 5-(4-ethynylphenyl)-10,15,20-tris(3,5-di-tert-butylphenyl)porphyrin–1-ethynyl-2-methyl[60]-
fullerene dyad 6


Figure 1. UV–visible absorption spectra of Zn–P 5 and Zn–
P–C60 6 at 10 mM concentration in chloroform


Figure 2. Fluorescence spectra of Zn–P 5 and Zn–P–C60 6 at
10 mM concentration in chloroform
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The fluorescence lifetime � f of ZnP 5 at 630 nm in
chloroform was determined to be �1.6 ns, which is in
accordance with literature values for analogous zinc
tetraaryl porphyrins.19 Analysis of the fluorescence decay
curve for 6 at 630 nm revealed a major component at
11 ps (99.1%) and minor components at 1.9 ns (0.8%) and
8.1 ns (0.1%). Since accurate measurement of fluores-
cence lifetimes on the order of 10 ps or less is beyond the
limits of our instrument, we suggest that the fluorescence
lifetime of ZnP–C60 6 is probably less than 10 ps,
indicating �0/� f >102.


CONCLUSION


A new butadiyne-linked porphyrin–C60 dyad 6 was
synthesized according to the reaction pathways presented
in Schemes 1–3. The competitive homo- and heterocou-
pling reactions observed in the final step of the synthesis
of 6 were quantitative with respect to disappearance of
the starting materials. These reactions can be a useful
methodology for constructing extended �-conjugated
architectures once conditions are optimized. There is a
small red shift apparent in the UV–visible absorption
spectra of Zn–P–C60 6 relative to Zn–P 5, but no
conclusive evidence for any ground-state interaction
between the two �-systems was found. Recent transient
absorption studies, to be published separately, show
conclusively that the efficient quenching of the porphyrin
fluorescence by the attached fullerene moiety in this
molecular wire is due to photoinduced electron transfer
(ET), to give a charge separated state ZnPþ�-alkyne-C��


60.
The fluorescence lifetime measurements support the no-
tion that the triple bond is a very effective mediator of
electronic interaction between porphyrin and fullerene
moieties.


EXPERIMENTAL


General methods


All commercially available reagents were used as re-
ceived unless noted otherwise. Anhydrous toluene
(containing < 0.001% water) was purchased from
Aldrich and was used as received. Tetrahydrofuran was
over potassium metal with benzophenone indicator prior
to use. 1H NMR spectra for 1–6 were obtained on a
Varian 200 MHz NMR instrument with tetramethylsilane
(TMS) as an internal standard. Mass spectra for 1–6 were
obtained using a Bruker Daltronics MALDI-TOF mass
spectrometer. Fluorescence measurements on 5 and 6
were obtained using a Hitachi F-2500 spectro-
fluorimeter and data were acquired on a Hewlett-Packard
8453 UV–visible spectrophotometer. Fluorescence life-
times were measured by time-correlated single photon


counting on (TCSPC) on a PicoQuant FluoTime-100
compact fluorescence lifetime spectrometer.


Synthesis of 1-ethynyl-2-methyl[60]fullerene
2 (Scheme 1)


1-(Trimethylsilyl)ethynyl-2-methyl[60]fullerene (1). To a
deoxygenated solution of C60 (200 mg, 0.28 mmol) in
anhydrous toluene (220 mL) was added lithium(tri-
methylsilyl)acetylide (1.8 mL, 0.9 mmol) with vigorous
stirring. The mixture was stirred at room temperature for
ca 1.5 h under an argon atmosphere. To the mixture was
added iodomethane (0.2 mL, 0.32 mmol) and subse-
quently dry tetrahydrofuran (50 mL). The mixture was
heated at 40 �C for 3 h. The reaction mixture was filtered
through a silica gel column using toluene as the eluent.
The solvent was removed under reduced pressure and the
crude product was dissolved in chloroform and filtered
through a silica funnel using cyclohexane as the eluent.
The solvent was removed under reduced pressure, and the
residue was dissolved in chloroform and precipitated with
hexanes to afford 1 (52%) as a brown solid. 1H NMR
(CDCl3): �(ppm) 0.44 (s, 9H, Si-CH3), 3.43 (s, 3H, CH3).
MS (MALDI-TOF): m/z 719 [C60], 815 [Mþ�CH3], 831
[Mþ] (calcd 832.07).


1-Ethynyl-2-methyl[60]fullerene (2). To a solution of 1
(80 mg, 0.096 mmol) in tetrahydrofuran (120 mL) and
methanol (24 mL) was added K2CO3 (50 mg). The reac-
tion vessel was flushed with nitrogen for 10–15 min at
room temperature with vigorous stirring and was then
heated at reflux for ca 3–4 h. The mixture was cooled and
filtered through a silica funnel using CS2 as eluent. The
solvent was removed under reduced pressure and the
crude product was chromatographed on a silica gel
column with cyclohexane as the eluent. Finally, the
product was precipitated twice using CS2–hexanes to
afford 2 as a brown solid (50%). 1H NMR (CDCl3): �
(ppm) 3.06 (s, 1H, CC–H), 3.49 (s, 3H, CH3). MS
(MALDI-TOF): m/z 719 [C60], 744 [Mþ�CH3], 759
[Mþ], (calcd 760.04).


Synthesis of zinc(II) 5-{4-[(trimethylsilyl)
ethynylphenyl]-10,15,20-tris(3,5-di-tert-
butylphenyl)}porphyrin 4 (Scheme 2)


5-{4-[(Trimethylsilyl)ethynylphenyl]-10,15,20-tris(3,5-di-
tert-butylphenyl)}porphyrin (3). To a refluxing solution
of 3,5-di-tert-butylbenzaldehyde (4.7 g, 21 mmol) and 4-
(trimethylsilylethynyl)benzaldehyde (1.8 g, 8.8 mmol) in
glacial acetic acid (200 mL) and nitrobenzene (120 mL)
was added pyrrole (2 mL) through a dropping funnel. The
mixture was heated at reflux for 1 h followed by vacuum
distillation to remove the solvents from the reaction
vessel. The mixture was cooled, washed with methanol
and filtered through a silica funnel with methylene
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chloride as eluent. The solvents were removed under
reduced pressure to give the crude porphyrin 3, which
was not purified prior to metallation.


Zinc(II) 5-{4-[(trimethylsilyl)ethynylphenyl]-10,15,20-tris-
(3,5-di-tert-butylphenyl)}porphyrin (4). To a solution of
crude 3 in chloroform (250 mL) and methanol (125 mL)
was added Zn(OAc)2 � 2H2O (5.0 g). The mixture was
heated at reflux for 4 h, cooled, filtered, concentrated and
chromatographed on silica gel with hexane–CH2Cl2
(4:1) to afford a purple solid (yield not determined). 1H
NMR (CDCl3): � (ppm) 0.40 (s, 9H, Si–CH3), 1.55
(s, 54H, t-Bu–H), 7.81 (s, 3H, p-t-BuPh–H), 7.89 (d,
2H, m-H–PhCCTMS), 8.12 (s, 6H, o-t-BuPh–H), 8.12 (d,
2H, o-H–PhCCTMS), 9.03 (m, 8H, pyrrole–H). MS
(MALDI-TOF): m/z 1108 [Mþ] (calcd 1108.58).


Zinc(II) 5-(4-ethynylphenyl)-10,15,20-tris(3,5-di-tert-butyl-
phenyl)porphyrin (5). To a solution of 4 (60 mg, 54mM) in
tetrahydrofuran (8 mL) was added tetrabutylammonium
fluoride (260 mg, 1 mmol) in tetrahydrofuran (1 mL). The
mixture was stirred at room temperature for 5–10 min.
The mixture was filtered, concentrated and washed twice
with methanol to yield a purple crystalline solid (95%).
UV–visible (CHCl3): �max¼ 424 nm. 1H NMR (CDCl3):
� (ppm) 1.54 (s, 54H, t-Bu–H), 7.80 (s, 3H, p-t-BuPh–H),
7.81 (d, 2H, m-H–PhCCTMS), 8.10 (s, 6H, o-t-BuPh–H),
8.11 (d, 2H, o-H–PhCCTMS), 8.97 (m, 8H, pyrrole–H).
MS (MALDI-TOF): m/z 1037 [Mþ] (calcd 1036.54).


Synthesis of Zinc(II) 5-(4-ethynylphenyl)-10,15,
20-tris(3,5-di-tert-butylphenyl)porphyrin–1-
ethynyl-2-methyl[60]fullerene-dyad 6 (Scheme 3)


To a solution of 2 (15 mg, 19.7mM) and 5 (10 mg, 9.6mM)
in chlorobenzene (30 mL) at room temperature were
added CuCl (208 mg, 2.1 mmol) and TMEDA (N,N,N0,
N0-tetramethylethylenediamine) (0.3 mL, 2 mmol) under
a dry oxygen atmosphere. The reaction mixture was
stirred at room temperature for 30 min and filtered
through a silica funnel using toluene and CS2 as eluents
(the C60 homocoupled product was retained on the silica).
The solution was concentrated to 3 mL and the product
was purified by repeated preparative thin-layer chroma-
tography on silica using cyclohexane followed by hex-
ane–CH2Cl2 (3:1) to afford a non-fluorescent, brown
solid, which was pure according to TLC analysis. UV–
visible (CHCl3): �max¼ 256, 425 nm. 1H NMR (CDCl3):
� (ppm) 1.55 (s, 54H, t-Bu–H), 7.79 (s, 3H, p-t-BuPh–H),
8.08 (s, 6H, o-t-BuPh–H), 8.32 (d, 2H, m-H–PhCCTMS),


8.54 (d, 2H, o-H–PhCCTMS), 9.03 (d, 4H, pyrrole–H),
9.08 (d, 4H, pyrrole–H). MS (MALDI-TOF): m/z 1795
[Mþ] (calcd 1794.55).
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Cation–p complexes of a bowl-shaped polycyclic
aromatic hydrocarbon


Ronald B. M. Ansems and Lawrence T. Scott*


Department of Chemistry, Merkert Chemistry Center, Boston College, Chestnut Hill, Massachusetts 02467-3860, USA


ABSTRACT: Circumtrindene (1), a C36H12 geodesic polyarene that represents 60% of fullerene-C60, forms cation–�
complexes with both silver ion (1 �Agþ ) and tetramethylammonium ion [(Me)4Nþ � 1] in chloroform solution at
room temperature (Ka> 20 M


�1 for both cations). Preferential binding in the concave pocket of 1 is predicted by DFT
calculations for both cations; however, this stereochemical assignment has not yet been confirmed experimentally.
Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: geodesic polyarene; tetramethylammonium picrate; NMR titrations; host–guest complexes; supramolecular;


concave �-surfaces; convex �-surfaces; DFT calculations


INTRODUCTION


Cation–� complexes of aromatic compounds (Fig. 1)
have received an enormous level of attention in recent
years, in part as a result of the role they are now believed
to play in protein folding, neurological signaling, the
functioning of certain gated ion channels and other
diverse biological phenomena.1 From much close scru-
tiny, there has emerged a general consensus that the
degree to which electron deficient cations are attracted
to the electron-rich faces of aromatic rings correlates with
the electrostatic potentials of the �-systems.2


In the absence of desymmetrizing substituents, the two
faces of a planar polyarene must be either homotopic or
enantiotopic and thereby must have equivalent electro-
static potentials. In geodesic polyarenes such as circum-
trindene (1,3 Fig. 2), however, that symmetry is broken,
and the electrostatic potentials of the two faces no longer
remain the same. In principle, one surface must be more
electron rich than the other. As we have reported some
time ago,4 it is the concave surface of such bowl-shaped
polycyclic aromatic hydrocarbons (PAHs) that show the
more negative electrostatic potential, and it follows,
therefore, that cation–� complexation should be favored
inside the bowl rather than outside, in the absence of
overriding steric factors. Here we report the first experi-
mental evidence for complexation of silver ion to a
geodesic polyarene in solution and the first experimental
evidence for complexation of tetramethylammonium ion
[(Me)4Nþ ] to a geodesic polyarene in solution, using


circumtrindene (1) in both cases. DFT calculations pre-
dict preferential binding to the concave face of 1 (dis-
cussed below); however, our experimental data do not
provide definitive evidence on this stereochemical point.


SILVER ION COMPLEXATION
OF CIRCUMTRINDENE (1)


Among the monoatomic þ1 ions, Ag(I) stands out as
showing a particularly strong affinity for the electron-rich
faces of aromatic hydrocarbons. Many x-ray crystal
structures of PAHs complexed with silver perchlorate
have been reported.5 Silver ion coordination has also
been exploited to generate ionic derivatives of PAHs in
the gas phase that can be detected by electrospray mass
spectrometry.6 In solution, Ag(I) has been put to clever
use as an ‘attractant’ to bring NMR shift reagents and
PAHs into close proximity with one another.7 In the
absence of silver ions, lanthanide shift reagents do not
form complexes with PAHs, so they have no influence on
their NMR spectra. Silver ions alone likewise cause no
significant changes in the NMR spectra of PAHs. When
used together, however, lanthanide shift reagents are
attracted to PAH �Ag(I) complexes, presumably through
coordination of their tightly bound anionic ligands to the
electron deficient silver, and the NMR spectra of the
PAHs become significantly altered. We have used this
method to monitor the cation–� interaction of silver ion
with circumtrindene (1) as a function of concentrations of
the partners.


Figure 3 shows the 400 MHz 1H NMR spectrum of
pure circumtrindene (1) in CDCl3 at 30 �C. To this
solution, a 1:1 mixture of Ag(fod) and Yb(fod)3 was
added in small portions while keeping the concentration
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of 1 constant. After each addition, the 1H NMR spectrum
was recorded. Figure 4 shows the spectrum of 1 in CDCl3
after a total of 5.0 equiv. each of Ag(fod) and Yb(fod)3


had been added.
Clearly, both doublets in the 1H NMR spectrum of 1


shift downfield in the presence of Ag(fod) �Yb(fod)3.
The low-field doublet (7.58 ppm) shifts slightly more
than the high-field doublet (7.19 ppm), but the difference
in the behavior of the two signals is minor.


The data for the change in chemical shift (�) of
the doublet at 7.19 ppm as a function of the concentra-
tion of Ag(fod) �Yb(fod)3 (Table 1) were used to
generate the double reciprocal plot shown in Fig. 5.
From the slope of the resulting straight line (correlation
coefficient¼ 0.998), we derive an association constant


Ka¼ 30.2� 0.1 M
�1 for the complexation of 1 with


Ag(fod) �Yb(fod)3 at 30 �C.8 We hasten to point out,
however, that not every 1 �Ag(I) complex is guaranteed
to have a Yb(fod)3 attached, which means that the value
of Ka¼ 30 M


�1 represents a lower limit for the association


Figure 1. Cation–� complexes of silver ion with benzene
(left) and of tetramethylammonium ion with the indole side-
chain of tryptophan (right)


Figure 2. Three views of circumtrindene (1)


Figure3. 400MHz 1HNMRspectrumofpure circumtrindene
(1) in CDCl3 at 30 �C


Figure 4. 400MHz 1H NMR spectrum of circumtrindene (1)
in CDCl3 at 30 �C with 5.0 equiv. each of Ag(fod) and
Yb(fod)3 added


Figure 5. 1H NMR titration of circumtrindene (1) in CDCl3 at
30 �C with 5.0 equiv. of 1:1 Ag(fod)–Yb(fod)3. Data taken
from Table 1


Table 1. 1H NMR titration of circumtrindene (1) in CDCl3 at
30 �C with 1:1 Ag(fod):Yb(fod)3


a


1/� (C36H12) 1/C [Ag(fod)]


4.25 250.43
2.40 119.25
1.82 83.48
1.39 61.08
1.16 45.53
1.03 36.83
0.87 29.12
0.76 23.63


a The concentration of circumtrindene was held constant and the change in
chemical shift (�) of the circumtrindene doublet at 7.19 ppm was followed
as 5.0 equiv. of Ag(fod) �Yb(fod)3 were added (see Figs 3 and 4).
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constant of circumtrindene (1) with silver ion in chloro-
form solution. Notwithstanding this uncertainty with the
quantitative analysis, our results provide undeniable
evidence for the complexation of circumtrindene (1)
with silver ion in chloroform solution.


Published quantitative data on the magnitude of silver
cation–� complexation with aromatic hydrocarbons in
solution remains sparse. Lhotak and Shinkai have re-
ported association constants for the complexes of several
calix[n]arenes with silver ion; however, they argue con-
vincingly that most of the complexes they observe
involve at least some interactions of the silver ion with
electron pairs on oxygen substituents or with olefinic
�-bonds in bridges used to form �-lined cages.9 For two
cases in which the silver appears to be genuinely com-
plexed only to the �–faces of benzene rings, association
constants of 17.8 and 14.1 M


�1 were measured.9 By
comparison, circumtrindene (1) can be classified as a
relatively good host for silver cation.


We have carried out DFT calculations on circumtrin-
dene (1) and silver ion using Gaussian 0310 [for the
geometry optimizations, the guest was positioned some
distance away from the circumtrindene and allowed to
migrate to the nearest local minimum (exo or endo)] at
the B3LYP/3–21G** level of theory; higher quality basis
sets for silver are not yet available in Gaussian, unfortu-
nately. As expected, complexation inside the bowl is
favored over complexation on the convex surface
(Fig. 6). The preference for endo binding over exo
binding at this level of theory is 1.2 kcal mol�1


(1 kcal¼ 4.184 kJ). The complexation is strong in both
cases: �57.8 and �56.6 kcal mol�1, respectively, relative
to the free partners, 1 and Agþ . These are gas-phase
calculations, of course, and binding is not expected to
be so exothermic in solution with the counterion and
Yb(fod)3 lurking nearby.


As can be seen in Fig. 6, the silver in the endo complex
sits deep in the C36H12 bowl. The interatomic distance
from the silver to each of the six carbon atoms at the
base of the bowl is ca 2.86 Å and to each of the next six
carbon atoms up from the base is ca 3.02 Å. In the exo
complex, the silver moves off-center toward one of the
five-membered rings, according to these calculations.


Numerous calculations on the complexation of other
geodesic polyarenes with other monatomic ions and
coordinated transition metals have been reported over
the years, and the preference for endo vs exo binding
appears to be system dependent.11 On the experimental
side, there is solid evidence that electrophilic metals can
bind to the concave face of corannulene,11f a C20H10


geodesic polyarene, and that the concave surface of
other hydrocarbon �-systems are attractive to electron
deficient partners.12 Nevertheless, despite the intuitive
appeal of the ‘catcher’s mitt’ complex pictured in Fig. 6,
we reiterate that there is no experimental proof for the
stereochemistry of the 1 �Agþ complex that we have
observed by NMR spectroscopy.


TETRAMETHYLAMMONIUM ION
COMPLEXATION OF CIRCUMTRINDENE (1)


The strength of a cation–� interaction in solution can
depend strongly on the nature of the counterion and is
generally greatest with an anion such as picrate, in which
the negative charge is highly dispersed.2a,b,e,f,13 To probe
the ability of circumtrindene (1) to form a cation–�
complex with tetramethylammonium ion [(Me)4Nþ ],
therefore, we performed our experiments with tetra-
methylammonium picrate (TMAP). For these NMR titra-
tions, the concentration of TMAP in CDCl3 was held
constant, and 25 equiv. of 1 were added in several
portions. As 1 was added, the singlet at 3.45 ppm for
the methyl hydrogens of the (Me)4Nþ shifted to higher
field in the 1H NMR spectrum (Table 2); hence the
protons are shielded by the bowl. The double reciprocal
plot generated from these data (Figure 7) also gives a
straight line (correlation coefficient¼ 0.997), from which
we derive an association constant Ka¼ 23.8� 2.3 M


�1 for
the complexation of 1 with TMAP in chloroform at
30 �C.8


Roelens and co-workers have studied the cation–�
complexes of TMAP with numerous cyclophanes and
have report association constants in the range from 0 to


Table 2. 1H NMR titration of tetramethylammonium picrate
(TMAP) in CDCl3 at 30 �C with 25 equiv. of circumtrindene
(1)a


1/� (TMAP) 1/C [C36H12]


�111.11 737.74
�62.50 368.87
�40.00 245.91
�31.25 184.44
�24.39 147.55
�19.23 122.96
�18.52 105.39
�16.67 81.97


a The concentration of TMAP was held constant and the change in chemical
shift (�) of the TMAP singlet at 3.45 ppm was followed as 25 equiv. of
circumtrindene were added.


Figure 6. Cation–� complex of silver ion with the concave
surface of circumtrindene (left) and with the convex surface
of circumtrindene (right), both calculated at the B3LYP/3–
21G** level of theory
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29.7 M
�1 in chloroform.2a,b,e Calix[5]arenes with deep


cavities and rigidifying bridges, on the other hand, can
completely engulf the tetramethylammonium ion and
force the picrate to interact through the wall of the
host.13b With these preorganized �-lined cavities, asso-
ciation constants as large as 2200 M


�1 have been mea-
sured for TMAP in chloroform. The cavity of
circumtrindene is certainly rigid, and its dimensions are
about right to accommodate one methyl group of the
(Me)4Nþ , but that leaves the nitrogen atom and the other
methyl groups available for contact ion pairing with the
picrate (Fig. 8), a situation that is known to reduce the
strength of the cation–� interaction considerably.14


We carried out DFT calculations on circumtrindene (1)
and TMAP (with the picrate counterion included) at the
B3LYP/6–31G** level of theory using Spartan 02.15 As
with silver ion, complexation inside the bowl is favored
over complexation on the convex surface (Fig. 8). The
preference for endo over exo binding at this level of theory
is 4.1 kcal mol�1. The calculated binding energies for the
two complexes, relative to 1 separated from the TMAP
ion pair, are �8.3 and �4.2 kcal mol�1, respectively.


CONCLUSIONS


Solid experimental evidence has now established that
circumtrindene (1) forms a cation–� complex not only
with Agþ but also with (Me)4Nþ in chloroform solution
at 30 �C. Association constants Ka> 20 M


�1 were found
for both cations by NMR titration studies. DFT calcula-
tions point to preferential binding of both cations on the
concave surface of 1, although experimental confirmation
of this stereochemical assignment is not currently
available.
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glycine and alanine in peptides: an ab initio studyy
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epoc ABSTRACT: Ab initio calculations at the B3LYP/6-31G(d) and CBS-RAD level were carried out to investigate the
reaction of �C-centered peroxy radicals of neutral, non-zwitterionic glycine and alanine (AH), and as residues in
model peptides, N-formylglycinamide and N-formylalaninamide (PH). Bond dissociation enthalpies (BDEs) were
calculated for the �C—O (D�


CO), O—O (DOO) and O—H (DOH) bonds of glycine and alanine peroxy radicals (AOO,
POO) and hydroperoxides (AOOH, POOH). The predicted BDEs at 298 K, in kJ mol�1 are AOO(Gly), D�


CO ¼ 70;
AOO(Ala), D�


CO ¼ 69; POO(Gly), D�
CO ¼ 89; POO(Ala), D�


CO ¼ 86; AOOH(Gly), D�
CO ¼ 237, DOO¼ 203,


DOH¼ 371; AOOH(Ala), D�
CO ¼ 234, DOO¼ 195, DOH¼ 368; POOH(Gly), D�


OH ¼ 266, DOO¼ 207, DOH¼ 380;
POOH(Ala), D�


CO ¼ 264, DOO¼ 208, DOH¼ 383. Values of BDE of the peptides in �-sheet peptide conformations
were also estimated by constraining the Ramachandran dihedral angles, � and � to, values of �150� and þ150�:
(S)-POO(Gly), D�


CO ¼ 99; (R)-POO(Gly), D�
CO ¼ 78; (S)-POO(Ala), D�


CO ¼ 88; (R)-POO(Ala), D�
CO ¼ 83; (S)-


POOH(Gly), D�
CO ¼ 258, DOO¼ 195, DOH¼ 362; (R)-POOH(Gly), D�


CO ¼ 278, DOO¼ 217, DOH¼ 404; (S)-
POOH(Ala), D�


CO ¼ 240, DOO¼ 192, DOH¼ 355; (R)-POOH(Ala), D�
CO ¼ 270, DOO¼ 204, DOH¼ 390. The


reactions of �C-peroxy radicals, POO, and �C-alkoxy radicals, PO, were studied in detail. Copyright # 2004 John
Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience
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INTRODUCTION


Oxidation of proteins has been suggested to be the cause
of pathological disorders, such as protein turnover, catar-
actgenesis, atherosclerosis and tissue injury during ische-
mia–reperfusion.1 The generation and propagation
reactions of radicals of proteins has been reviewed by
Hawkins and Davies.2 Reactive oxidative species (ROS)
produced by toxic chemicals or radiation, or by detox-
ification of extraneous chemicals in the liver3–5 may
generate radicals in the side-chains and backbone of
amino acid residues. We are primarily concerned here
with the captodatively stabilized �C-centered radicals,
�P ., on the peptide backbone. Particularly in the oxygen-
enriched interiors of lipid bilayers, these can add O2 to
produce more reactive peroxyl radicals, POO, and initiate
lipid oxidation. Lipid oxidation has been proposed to be
especially damaging, because it is self-propagating and
because the brain is relatively enriched in polyunsatu-
rated fatty acids, the prime substrates for lipid peroxida-


tion. Accumulation of lipid peroxidation products can be
found in diseased regions of Alzheimer’s diseased
brains.6–8


Because of their importance, the reactions of peptide-
derived peroxy radicals and hydroperoxides have been
extensively studied experimentally3,9–13 and, to a lesser
extent, by computational means. The results of these
investigations are discussed below in connection with
the present study.


The terminology used in this paper is consistent with that
introduced previously.14 The model peptide units, N-for-
mylglycinamide and N-formylalaninamide (a model for
most other residues), are designated PH(Gly) and PH(Ala),
respectively, or simply PH. The corresponding �C-centered
radicals are designated �P ., and the derivative hydroper-
oxides, peroxy radicals and alkoxy radicals as POOH, POO
and PO, respectively. In a consistent manner, the neutral
amino acid �C-hydroperoxides and their radical counter-
parts are designated AOOH, AOO and AO.


The proposed reactions of peroxy radicals9 examined
in the present study are illustrated in Scheme 1. The �C-
centered radicals can trap molecular oxygen to form a
peroxy radical (step 2). The peroxy radicals undergo a
complex series of reactions: loss of O2 to recover �C-
centered radical (step �2); H-atom abstraction from
lipids or other H donors (such as SH, CH2 or �CH of
the peptide) to give rise to a �C-hydroperoxide (step 3);
elimination of HO2


. in a concerted fashion (step 4), or
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stepwise by heterolysis (steps 5a and b) or under base
catalysis (steps 6a and b). The end products of steps 4–6
are acylimines that subsequently break the backbone
�C—N bond by hydrolyis to form amides and bicarbonyl
compounds (step 7). The hydroperoxides from step 3 can
potentially lose HO2


. , reforming �C-centered radicals
(step 8), or undergo thermolysis or reductive cleavage
of the O—O bond to give �C-alkoxy radicals (step 9)15,16


that in turn can undergo various �-scission reactions to
yield carbonyl groups and acyl radicals (e.g. step 10).


COMPUTATIONAL METHODS


All ab initio calculations were performed with the Gaussian
98 suite of programs.17 The geometry optimization and
frequency calculations were carried out initially at the
B3LYP/6–31G(d) level. The vibrational frequencies were
scaled by a factor of 0.9806 in considering the zero-point
energy. Three different initial positions of the O—O
bond relative to the �C—N and �C—carboxylC bonds
were considered for hydroperoxides and also for the
peroxy radicals. The optimized structure with minimum
energy was selected for higher level calculations, namely
geometry optimization or single-point energy evaluation
at the B3LYP/6–311þG(3df,2p) level. CBS-RAD energy
calculation18 was carried out to estimate differences of
enthalpies of reaction for all glycine-derived species. The
CBS-RAD procedure is designed to give reliable thermo-


chemical results for free radicals.18 Bond dissociation
enthalpies (BDEs) of alanine-derived species and all
geometry-constrained species were derived from isodes-
mic reactions as described below.


In the case of heterolytic dissociation and base-catalyzed
elimination involving superoxide anion radical (O�:


2 ), free
energies of solvation for reactions were estimated using the
polarized conductor model (CPCM)19 as implemented in
Gaussian 98. For each species in the CPCM calculation,
radii for atom-centered spheres were chosen to match the
0.001 electron bohr�3 isodensity surface.


Bond dissociation enthalpies (BDEs)


The B3LYP/6–31G(d) procedure was shown by
Armstrong et al. to give reliable results for the �C—H
BDE of neutral amino acids, AH and amino acid residues
in peptides, PH, when used in combination with an
isodesmic correction.20 This procedure is also expected
to yield accurate BDEs of �C—O, O—O and O—H
bonds when used with a suitable isodesmic partner. The
�C—O BDEs of peroxy radical, D�CO, are defined as the
heat of reaction (1), �H �(1).


Scheme 1. Reactions involving peroxy radicals discussed in the text
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The corresponding isodesmic reaction is represented
by process 2:


�P:ðresÞ þ POOðGlyÞ ! POOðresÞ þ �P:ðGlyÞ ð2Þ


The heat of reaction (2), �H �(2), was evaluated from
the energies obtained in the ab initio calculations at the
B3LYP/6–31G(d) level. The BDE, D�CO(POO), is then
given by


D�CO½POOðresÞ� ¼ D�CO½POOðGlyÞ� ��H�ð2Þ ð3Þ


In the present work, glycine [A(Gly)]- and glycylpep-
tide [P(Gly)]-derived species whose energies were de-
rived at the CBS-RAD level were used as the reference
molecules for free alanine amino acid and model alanine
peptides, respectively.


The BDEs associated with removal of hydrogen, hy-
droxyl and hydroperoxy radicals, DOH, DOO and D�


CO,
respectively, were derived in an analogous manner.


Stereochemical considerations


Glycyl and alaninyl radicals, �A.(Gly) and �A.(Ala), and
their peptide analogues, �P .(Gly) and �P .(Ala), are planar
and may add O2 from either side with equal probability to
yield racemic peroxy products. In the case of �P ., this is
largely true even when the residue is part of an extended
peptide chain in random-coil conformation since the
nearest chiral centers of adjacent residues are separated
from the radical site by a quasi-planar amide link.
However, incorporation of the chain into �-sheet or �-
helical secondary structure introduces an element of
asymmetry to the �C site of interest and the diastereo-
meric derivatives may be of different energy and struc-
ture. In the present paper, we examine only the
consequences of �-sheet secondary structure since the
extreme deformation from planarity introduced by �-
helical structure was previously shown to lead to con-
siderable destabilization of �C-centered radicals.14


RESULTS AND DISCUSSION


Structures: AOOH (Gly), AOO(Gly), AOOH(Ala)
and AOO (Ala)


The optimized local minimum energy structures of the
glycine- and alanine-derived hydroperoxides, AOOH,
and peroxy radicals, AOO, optimized at the B3LYP/6–
31G(d) level are presented in Plate 1. Only the three most
stable conformations, labeled a, b and c, of each species
are shown. The electronic energies and vibrational ZPEs
calculated at the B3LYP/6–31G(d) level are listed in
Table S1 in the Supplementary material. The calculated
values of H �


298�H �
0 and S �


298 are also given there. Bond
distances between heavy atoms, important hydrogen-
bonding distances and the Ramachandran angles � and


� are given for each conformer in Plate 1. Full details of
the structures are available from Table S2 of the Supple-
mentary material.


The relative energies and structures in Plate 1 reflect a
complex interplay of intramolecular interactions. In the
more stable a and b conformations of AOOH(Gly) and
AOOH(Ala), an intramolecular H bond to the acyl O
atom is present. Each conformer also has an additional
stabilizing element, the presence of a nN-�CO* interaction
[Fig. 1(b)]. Evidence for this is seen from the orientation
of the amino group which places the nN lone pair orbital
in the favorable anti-coplanar arrangement with the �C—
O bond. In the least stable conformation c of the AOOH
species, the H-bond is to the free amino group and the
nN–�CO* interaction is absent. An additional stereoelec-
tronic element that differentiates the a and b conformers
is the donor–acceptor interaction between the antibond-
ing orbital, �OO*, and the �-bond which is anti-coplanar
to it [Fig. 1(a)]. Judging from the relative energies of the
a and b conformers shown in Plate 1, the donor ability of
the �-bonds is in the order �CH (or �CMe)>�CN.
Structures b with the �C—N bond anti-coplanar to the
O—O bond are �5 kJ mol�1 less stable than structures
a that have the �C—H (or �C—Me) bond in this
position.


The stereoelectronic features of the peroxy radicals,
AOO(Gly) and AOO(Ala), are slightly different from
those of the parent hydroperoxides. The possibility of
an H-bond is absent and each conformer has the nN–�CO*
interaction as seen from the orientation of the free amino
group relative to the �C—O bond. The much longer
�C—O bond [e.g. about 1.56 Å compared with 1.43 Å in
AOOH(Gly)] lowers the �CO* orbitals and increases the
importance of this interaction. Conformers a and b have
almost the same energy.


Structures: POOH(Gly), POOH(Ala), POO(Gly)
and POO(Ala)


The most stable conformers of the peroxy and hydroper-
oxy peptide derivatives of glycine and alanine are shown
in Plate 2. These serve as models for residues in proteins.
The backbones of all of the dipeptides are in the ex-
tended conformation (�� 180�, �� 180�) as would be
expected in the random coil or �-sheet secondary struc-
ture. The energy differences between the three rotamers
of the POOH species are substantially higher than was


Figure 1. Stabilizing donor--acceptor interactions in hydro-
peroxides and peroxy radicals (not shown): (a) �CX--�OO


�; (b)
nN–�CO


�
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the case for the AOOH species (Plate 1). The two lower
energy conformers, a and b, have an intramolecular
hydrogen bond with the oxygen atom of the formyl group
(corresponding to the i� 1 residue in a protein). In the
most stable form, a, the O—O bond is almost eclipsed to
the C—H (or C—Me) bond. The second lowest energy
conformer, b, has the O—O bond positioned opposite the
bond to the side-chain H (or Me). In this orientation, the
�–�OO* interaction [Fig. 1(a)] is maximized. The energy
difference between the a and b conformers of POO-
H(Ala) is about 9 kJ mol�1 less than the difference in
POOH(Gly). There are two possible explanations: the
�C—Me bond may be a better donor than the �C—H
bond, thus strengthening the �–�* interaction, and/or
there is destabilization of the a conformer of POOH(Ala)
by steric hindrance of the methyl group.


The preferred orientation of the O—O bond in the
peroxy radicals, POO(Gly) and POO(Ala) (Plate 2) is
opposite the C—N bond. This places the terminal O atom
(the formal radical site) in close proximity to the H atom
of the NH bond (of the amide group of the iþ1 residue of
a protein). This structure benefits either from a weak but
stabilizing one-electron interaction between the singly
occupied orbital of the radical site and �NH* or a normal
H-bond, O � � �H—N, or both. Thus, the second confor-
mer is 7–10 kJ mol�1 less stable than the first. The third
conformer, in which a destabilizing three- or four-elec-
tron O � � �O interaction is present, is 5 kJ mol�1 less stable
in the case of POO(Gly) and is 10 kJ mol�1 less stable in
the case of POO(Ala).


Structures: alkoxy radicals, AO(Gly), AO(Ala),
PO(Gly) and PO(Ala)


The minimum energy conformers of all of the alkoxy
radical species are collected in Plate 3. In the case of the


oxy radicals of the amino acids, AO(Gly) and AO(Ala),
the �C—O bond is shorter by 0.07 Å than in the parent
AOOH. In the peptide models, PO(Gly) and PO(Ala), this
bond is 0.04 Å shorter still, indicating a distortion along
the pathway to �-elimination of one of the groups
attached to �C. The severe stretching of the �C—C
bond (by 0.06–0.1 Å) suggests that it is this bond that is
the most likely candidate for �-scission. This process is
examined further below.


C—O BDEs of peroxy radicals: ROO (alkylperoxy),
AOO(Gly), AOO(Ala), POO(Gly) and POO(Ala)


At the present level of theory, O2 addition to �C-centered
radicals (step 2 of Scheme 1) occurs without activation,
as noted previously in the case of O2þethyl radical.21


The enthalpy change for the reverse (step �2 of
Scheme 1) is the �C—O BDE. There are no experimental
determinations of C—O BDEs of AOO or POO, but
values exist for simple alkyl peroxy radicals (ROO)
both from experiment22,23 and from other high-level
calculations (Table 1).24


The CBS-RAD results (Table 1) are in almost perfect
agreement with the high-level calculations of Brinck
et al.,24 and with the experimental values except for �-
hydroxymethylperoxy radical, HOCH2OO.. It had been
concluded previously on the basis of theory that the
experimental value for HOCH2OO. is probably incor-
rect.24 The B3LYP calculations, whether with small [6–
31G(d)] or large [6–311þG(3df,2p)] sets, yielded values
which are 6–28 kJ mol�1 too low, with the discrepancy
increasing with the complexity of the alkyl group. Single
point calculations with the large basis set on small basis
set structures give nearly the same energies as those
obtained after full optimization with the large basis set.
Therefore, in subsequent calculations for the peptide


Table 1. C---O bond dissociation enthalpies at 298K (kJmol�1)


Compound SB//SBa LB//LBb LB//SBc CBS-RAD Other high-level calculations Exp.


CH3OO 131.2 124.9 124.7 137.0 148.1d,136.4e 136.8� 3.8f,134.7� 6.3g


CH3CH2OO 133.8 127.6 127.6 147.4 148.5� 8.4f


(CH3)2CHOO 135.0 127.9 128.3 157.7 155.2� 9.6f


(CH3)3COO 131.2 124.3 124.7 161.8 152.7� 7.5f,126.3� 4.6g


OHCH2OO 143.5 131.6 132.2 151.9 153.1e 68.2� 1.3g


CH2CHCH2OO 63.5 57.5 57.2 80.5 76.1� 2.1g


AOO(Gly) 49.4 35.8 35.7 69.9 —
AOO(Ala) 69.3h 69.4h 69.3i —
POO(Gly) 65.4 52.7 88.7 —
POO(Ala) 85.8j 86.5j 85.8i —


a SB//SB: 6–31G*//6–31G*.
b LB//SB: 6–311þ1G (3df, 2p)//6–31G*.
c LB//LB: 6–311þG (3df, 2p)//6–311þG (3df,2p).
d G2 calculation from Ref. 24.
e CBS-Q calculation from Ref. 24.
f Ref. 23.
g Ref. 22.
h From isodesmic reaction using CBS-RAD value for AOO(Gly) as reference.
i Best estimated value.
j From isodesmic reaction using CBS-RAD value for POO(Gly) as reference.
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model, we only perform single point calculation on the
large basis set. From Table 1, it can be seen that for all of
the species, the calculated results using the small basis
were closer to experiment or high-level theory than with the
large basis set. B3LYP/6–31G(d) optimized results under-
estimated the experimental values by 6–21 kJ mol�1. The
B3LYP/6–311þG(3df, 2p) procedure further underesti-
mates the C—O BDE by 6–12 kJ mol�1.


From Table 1, it can be seen that the alkylperoxy
radicals, ROO, have the remarkable property that the
C—O BDE increases as the stability of the product
radical increases over the series R¼CH3, CH3CH2,
(CH3)2CH. The trend is predicted to continue with
R¼ (CH3)3C at the highest theoretical level, CBS-
RAD, but not at lower levels or by experiment. The
anomalous behavior originates from stabilization of the
parent ROO according to the ability of R to support a
positive charge. It suggests that for these systems the
ability to stabilize cation character in the parent by
resonance structure b is more important than the stability
of the radical product, i.e. resonance structure c. Thus the
C—O BDE of HOCH2OO is predicted to be higher than
that of CH3OO, 153 vs 137 kJ mol�1, respectively. A
clear break occurs when R¼A (a neutral amino acid) or
P (the model peptide). The �C—O BDEs of AOO and
POO are considerably lower, in the range 69–
89 kJ mol�1, indicating that these systems are less able
to support a positive charge and that radical stability of
the products determine the low �C—O BDEs.


BDEs of hydroperoxides, ROOH, AOOH
and POOH: O---H, O---O, C---O


O—H, O—O and C—O BDEs calculated at different
levels of theory for CH3OOH, AOOH(Gly), AOOH(Ala),
POOH(Gly) and POOH(Ala) are listed in Table 2 together
with experimental values for CH3OOH25 and high-level
theoretical values for formylmethyl hydroperoxide (OCH-
CH2OOH).26 The latter compound has some rudimentary
similarity to AOOH and POOH in that the site of OOH
attachment is flanked by an acceptor group. The data in
Table 2 permit one to assess the sensitivity of the various
BDEs to the nature of the R group.


O---H BDEs. It can be seen from Table 2 that the CBS-
RAD-calculated value of the O—H BDE of CH3OOH is
in good agreement with experiment and other high-level
calculations. The B3LYP/6–31G(D) level underestimates
the BDE by about 40 kJ mol�1. At the B3LYP/6–
311þG(3df, 2p) level, the O—H BDEs are underestimated
by 20 kJ mol�1. The OH BDE is almost the same for
methyl and formylmethyl hydroperoxide, 365 kJ mol�1.
The CBS-RAD-derived O—H BDEs of AOOH(Gly)
and POOH(Gly) are predicted to be higher by 10 and
20 kJ mol�1, respectively, compared with methyl hydro-
peroxide. The increases are probably due to the presence
of the H-bond in the parents (Plates 1 and 2). The O—H
BDEs of AOOH(Ala) and POOH (Ala) were found to be
essentially the same as the respective Gly values. The
value of the O—H BDE in POOH(Gly) and POOH(Ala),
about 380 kJ mol�1, implies that the POO radical can be
quenched by endogenous thiols such as cysteine or
glutathione, S—H BDE¼ 370 kJ mol�1.27


Table 2. BDE of hydroperoxides at 298K (kJmol�1)


Bond Compound SB//SB LB//LB LB//SB CBS-RAD Exp. or calculation values


O—H CH3 321.7 344.4 344.7 359.8 364.0� 4.2a, 370.7� 2.5b, 360.7c, 358.2d


AOOH(Gly) 331.5 348.3 348.5 370.5 365.2e


AOOH(Ala) 367.9f 368.7f 368.7g


POOH(Gly) 348.3 365.4 380.3
POOH(Ala) 381.4h 382.8h 382.8g


O—OH CH3 169.2 156.7 153.9 190.0 188.8e


AOOH(Gly) 183.6 161.1 160.8 202.7
AOOH(Ala) 194.8f 195.9f 194.8g


POOH(Gly) 182.7 158.6 207.2
POOH(Ala) 207.9h 209.3h 207.9g


C—OOH CH3 266.7 259.0 258.9 293.5 264.5e


AOOH(Gly) 194.1 174.3 173.5 236.9
AOOH(Ala) 233.9f 234.8f 233.9g


POOH(Gly) 227.5 207.7 265.7
POOH(Ala) 263.9h 266.0h 263.9g


a Ref. 25.
b Ref. 22.
c G2 calculation from Ref. 24.
d CBS-Q calculation from Ref. 24.
e From Ref. 26 for OCHCH2OOH.
f From isodesmic reaction using CBS-RAD value for AOOH(Gly) as reference.
g Best estimated value.
h From isodesmic reaction using CBS-RAD value for POOH(Gly) as reference.
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O---O BDEs. Although the O—O bond may be expected
to be more sensitive to the nature of R, in fact high-level
calculations indicate that this not the case.26 The O—O
BDE of both CH3CH2OOH and OCHCH2OOH is
189 kJ mol�1,26 and the value for CH3OOH is predicted
to be 190 kJ mol�1 (Table 2). In the case of AOOH(Gly)
and POOH(Gly), the O—O BDEs are higher by 13 and
17 kJ mol�1, respectively. As noted above, the increase is
largely attributable to the H-bond in the parent. In this
case, as was noted with the peroxy radicals, the calculated
results obtained with the small basis set are closer to the
CBS-RAD value.


C---O BDEs. The C—O BDEs will be most sensitive to
the nature of R, decreasing with increasing stability of the
product C-centered radical. For the C—OOH BDEs, the
order of the BDE is CH3OOH>OCHCH2OOH>
POOH(Gly)> POOH(Ala)>AOOH(Gly)>AOOH (Ala).
Unlike the peroxy radical case, the order of C—O BDEs
of the hydroperoxides follows strictly the order of stabi-
lities of the product radicals. In this case also, calculated
results obtained from the smaller 6–31G(d) basis set
agree better with the CBS-RAD values than do those
obtained with the larger 6–311þG(3df,2p) basis set.


Effect of b-sheet constraints on the BDEs of
POO(Gly), POO(Ala), POOH(Gly) and POOH(Ala)


The BDEs of the �C—O, O—O and O—H bonds of the
peptide model peroxy radicals and hydroperoxides are
collected in Table 3, where the effects of �-sheet sec-
ondary structure are examined. �-Sheet secondary struc-
ture was modeled by constraining the Ramachandran �
and � angles to �150 and 150�, respectively, in both the
parent species and the product radicals. For comparison,
the BDEs of the fully optimized Gly structures are
repeated from Tables 1 and 2. The BDEs for �-sheet-
constrained Gly-derived and all Ala-derived species were


obtained by isodesmic correction using the optimized Gly
values as reference.


Introduction of an OO or OOH group to the �C-site of
Gly renders it a chiral center. Attachment at the pro-S site
corresponds to the normal position of the side chain in L-
amino acids. Thus (S)-POO(Ala) and (S)-POOH(Ala)
have the methyl group oriented as in D-alanine, whereas
the R-enantiomers have the methyl oriented in the natural
position. An important consequence of constraining the
Ramachandran angles � and � to model �-sheet second-
ary structure is to introduce an additional element of
stereochemistry, rendering the R- and S-stereoisomers
diastereomeric. The �-sheet-constrained (S)- and (R)-
Gly derivatives are shown in Plate 4. The pleated struc-
ture originates from the need to accommodate the bulkier
side-chain in the less hindered out-of-plane orientation.
The OO group has about the same steric bulk as a methyl
group, as can be seen from the near-planar backbone
geometry of optimized (R)-POO(Ala), �¼ 176�,
�¼ 176� (Table 3). The possibility of forming strong
H-bonds in the case of POOH brings in additional
considerations (see below).


POO(Gly) and POO(Ala). As discussed in the section
on BDEs, homolysis of the �C—O bond requires
89 kJ mol�1 and yields the �P�(Gly) radical, whose opti-
mized structure is planar.20 The �-sheet distorted struc-
ture is 17 kJ mol�1 higher in energy owing to partial loss
of captodative stabilization. In the case of (S)-POO(Gly)
(�-sheet), D�CO is higher than the optimized value by
10 kJ mol�1, indicating that the constrained geometry is
higher in energy than the optimized geometry of (S)-
POO(Gly) by only 7 kJ mol�1. On the other hand, the (R)-
POO(Gly) �-sheet structure has D�CO lower by
10 kJ mol�1, indicating that it is destabilized by
27 kJ mol�1 relative to the optimized structure which
has the Ramachandran angles reversed in sign (Table 3).
D�CO of the optimized structures is almost the same for


POO(Gly) and POO(Ala), i.e. there is little effect on BDE


Table 3. Effect of �-sheet structure on the BDEsa of POO and POOH 298K (kJmol�1)


POO POOH


Compound � � C—O COO—H O—OH C—OOH


(R)-Gly–optb,c 154 �176d 88.7 380.3 207.2 265.7
�174 161e


(S)-Gly–�-sheetf �150 150 98.7 362.1 194.8 257.5
(R)-Gly–�-sheetf �150 150 77.6 404.1 217.0 278.4
(R)-Ala–optc 176 176d 85.8 381.4 207.9 263.9


�162 155e


(S)-Ala–�-sheet �150 150 88.3 354.7 191.9 239.7
(R)-Ala–�-sheet �150 150 83.3 390.3 204.0 270.3


a By isodesmic correction based on Gly–opt values.
b Directly from CBS-RAD energies.
c See Plate 2 for structures.
d POO values.
e POOH values.
f See Plate 4 for structures.


782 M. L. HUANG AND A. RAUK


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 777–786







Plate 1. Different orientations of the amino acid peroxyl species with respect to rotation of the CO bond in R-isomers of AOO
and AOOH: �E in kJmol�1, bond lengths in Å, angles in degrees
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Plate 2. Different orientations of the peroxide with respect to rotation of the CO bond in R-isomers of POO and POOH: �E in
kJmol�1, bond lengths in Å, angles in degrees
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Plate 3. B3LYP/6--31G (d) optimized structures of the R-isomers of AO and PO. In AO, the torsion angle refers to N---�C---
C---O(H); in PO, the torsion angles are the Ramachandran angles,�¼C---N---�C---C,�¼N---�C---C---N. Distances in Å, angles in
degrees


Plate 4. Structures of S- and R-stereoisomers of POO(Gly) in a �-sheet. Distances in Å, angles in degrees
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Plate 5. Free energy profile for �-scission reactions of PO(Gly). Energies in kJmol�1


Plate 6. Free energy profile for �-scission reactions of PO(Ala). Energies in kJmol�1
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Plate 7. Free energy profile for OOH radical elimination reaction of POO(Gly). Energies in kJmol�1


Plate 8. Free energy profile for OOH radical elimination reaction of POO(Ala). Energies in kJmol�1
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Plate 9. Partial free energy profile for base-catalyzed superoxide elimination reaction of POO(Gly). Energies in kJmol�1
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when altering the side-chain from H to methyl group.
The imposition of �-sheet constraints on the POO(Ala)
stereoisomers has little effect on the �C—O BDE. The
D�CO of the (S)- and (R)-�-sheet structures differs by þ3
and �3 kJ mol�1, respectively, from the optimized value,
86 kJ mol�1, owing to the similarity of the steric bulk of
the OO and CH3 groups.


POOH(Gly) and POOH(Ala). The imposition of �-
sheet constraints has a more significant effect on O—
H, O—O and �C—O BDEs of the POOH stereoisomers
(Plate 4) than it did on the �C—O BDE of POO. This is
largely due to the preference of the OOH group for the
more hindered equatorial position because it permits
the formation of a strong intramolecular H-bond to the
carbonyl of the i�1 residue (the formyl group on the
models). Hence the (R)-POOH �-sheet diastereomers
have substantially lower energy than the S-diastereomers.
Homolysis of any of the O—H, O—O or �C—O bonds
results in the loss of the H-bond. Consequently, the BDEs
of the R-isomers are higher than the BDEs of the S-
isomers by 35–42, 12–22 and 21–30 kJ mol�1, respec-
tively, for the O—H, O—O and �C—O bonds.


Oxidative damage in b-sheet secondary struc-
ture. It should be noted that the above considerations
apply fully only to a strand of a �-sheet that is on the edge
of the sheet. The only residue on an interior strand of �-
sheet secondary structure that can be damaged by H-
abstraction from the �C-site is glycine.28 On an interior
strand, the equatorial site does not have room for a group
larger than H and the �C—H bond is sterically protected
from radical attack. Only glycine with a second �C—H
bond in the exposed axial orientation can be oxidized by
H abstraction. Thus, in practice, only (S)-POO(Gly) and
(S)-POOH(Gly) would be expected to occur in this
situation.


b-Scission reactions of PO(Gly) and PO(Ala)


Alkoxy radicals undergo �-cleavage to yield carbonyl
compounds and daughter radicals. An example is shown
as step 10 of Scheme 1. The activation energy for the
process depends in large part on the stability of the
daughter radicals.29 The reactions of peptide oxy radicals
of the type PO have been studied by radiolysis of aqueous


solutions of the cyclic anhydrides of glycine (cGG) and
alanine (cAA).3 The initially generated �C radicals react
rapidly with oxygen to produce peroxy radicals, cGGOO
and cAAOO. Under conditions of neutral pH, the product
peroxy radicals undergo bimolecular reaction eliminating
O2 and yielding the analogous oxy radicals, cGGO and
cAAO. Competitive with H-atom abstraction, the oxy
radicals undergo �-scission reactions that result in de-
gradation of the ring. cGGO and cAAO are not good
models for the chemistry of PO(Gly) and PO(Ala) be-
cause the cyclic geometry considerably slows the �-
scission process relative to the acyclic analogues.


We present here a qualitative analysis of the three �-
scission pathways available to PO species at the B3LYP/
6–31G(d) level of theory. Transition structures were
located for each of the three pathways for PO(Gly) and
PO(Ala), labeled TSCH (or TSCMe), TSCN and TSCC, for
cleavage of the �C—H (or �C—Me), �C—N and
�C—carbonylC bonds, respectively. The gas-phase enthal-
pies, entropies and free energies of activation at 298 K are
collected in Table 4. The free energy profiles and struc-
tures in the case of PO(Gly) and PO(Ala) are plotted in
Plates 5 and 6, respectively. Because the transition
structures resemble the reactants and all species involved
are neutral, the gas-phase data in Table 4 should yield a
qualitatively correct picture in the aqueous phase.


In the case of PO(Gly), the �C—carbonylC cleavage has
the lowest energy barrier, only 6 kJ mol�1. Similarly,


cleavage of the �C—carbonylC bond of PO(Ala) is hin-
dered by only 25 kJ mol�1. A previous study found that
activation enthalpies calculated at the B3LYP/6–31G(d)
level tend to be higher than CBS-RAD values (by 6–
13 kJ mol�1 in the case of simple alkoxy radicals).29 This
is unlikely to be the case here in view of the


Table 4. Enthalpies, entropies and free energies of activation
for the �-scission of PO(Gly) and PO(Ala) at 298K in the gas
phase


�Hz �Sz �Gz


Species (kJ mol�1) (J K�1 mol�1) (kJ mol�1)


PO(Gly) �C � � �H 55.3 �13.1 59.2
PO(Gly) �C � � � carbonylC 4.7 �3.5 5.8
PO(Gly) �C � � �N 97.6 5.6 95.9
PO(Ala) �C � � �CH3 45.8 6.8 43.8
PO(Ala) �C � � � carbonylC 21.8 �9.9 24.7
PO(Ala) �C�N 89.2 12.2 85.6
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overestimation of the stability of the radical products (cf.
the �C—O BDE data for AOOH and POOH in Table 2).
In any case, the data suggest that the backbone
�C—carbonylC cleavage of peptide alkoxy radicals has a
low barrier. The TS for �C—carbonylC cleavage, TSCC,
has almost a fully formed carbonyl double bond [1.26 Å
for PO(Gly) and 1.24 Å for PO(Ala)] and a substantially
broken �C—carbonylC bond [1.98 Å for PO(Gly) and
2.07 Å for PO(Ala)]. The radical product of this �-
cleavage pathway for PO is the aminocarbonyl radical,
OC.NH2, which in a polypeptide would correspond to an
N-terminal aminocarbonyl radical.
�-Scission of the �C—H (Gly) and �C—Me (Ala)


bonds is hindered by modest barriers, 59 kJ mol�1


(Plate 5) and 44 kJ mol�1 (Plate 6), respectively. In the
case of PO(Ala), the radical product of �-scission is
methyl radical, as expected. However, the equivalent
reaction in the case of PO(Gly) follows a different course.
TSH corresponds to intramolecular transfer of the H from
�C to the oxygen atom of the formyl group (correspond-
ing to the i – 1 residue). The intrinsic reaction coordinate
(IRC) for this process indicates that the putative product
radical, R1 (not shown in Plate 5), is not a stationary
point. Rather, subsequent rotation about the �C—N bond
leads to a second intramolecular transfer of the H atom to
the other amide oxygen atom, to yield radical R2 (Plate 5)
without activation. The free energy change for the reac-
tion PO(Gly)!R2 is �88 kJ mol�1. The exceptional
stability of R2, which is planar, originates in captodative
stabilization by two donor groups, OH and NH2, and an
acceptor group, the carbonyl group at the oxidized �C-
site, as well as the intramolecular H bond.


�-Scission of the �C—N bond has the highest activa-
tion, 96 and 86 kJ mol�1 for PO(Gly) and PO(Ala),
respectively. The transition structures, TSCN, are shown
in Plates 5 and 6, respectively. The total reaction enthalpy
of �C � � �N cleavage �-scission for PO(Gly) calculated at
the CBS-RAD level is 89 kJ mol�1, indicating that this
process is highly endothermic. This pathway was not
pursued further.


Reactions of the peroxy radical: POO(Gly)
and POO(Ala)


The central radicals of the present study are the peroxy
radicals of glycyl residues, modeled by POO(Gly), and
most other residues, modeled by POO(Ala). The reactions


are shown in Scheme 1. Homolytic rupture of the �C—O
bond (step �2) was discussed above. It proceeds en-
dothermically to O2þ�P. radical with no intervening
barrier. Therefore, the enthalpy of activation for step �2
is the �C—O BDE, 88.7 and 85.8 kJ mol�1 for the Gly
and Ala derivatives, respectively. These values are appro-
priate for the gaseous phase, but probably would not be
very different in solution. The reactions of peroxy radicals,
including cGGOO and cAAOO [the cyclic analogues of
POO(Gly) and POO(Ala)], in aqueous solution have been
reviewed.2,10,11 Under neutral conditions, slow elimina-
tion of HOO. is observed (step 4). Under alkaline condi-
tions, rapid evolution of superoxide anion radical occurs
(step 5). In either case, hydrolysis of the coproduct imine
takes place with consequent cleavage of the backbone
(step 7). We consider separately below the possible routes
for unimolecular decay of POO(Gly) and POO(Ala) under
neutral conditions and under alkaline conditions.


Neutral pH (Scheme 1, step 4). The reaction kinetics
of peroxy radicals of cGG and cAA have been studied by
pulse radiolysis of aqueous solutions,12 but there are no
reported similar studies on linear peptides. Under neutral
conditions, in the case of �-hydroxy peroxy radicals, it
was concluded by Bothe et al.13 that the concerted
elimination of HOO. could occur via an intramolecular


cyclic five-membered transition state, TSi. The analogous
process, cGGOO!TSicGGOO! cGGimine, was not ob-
served.12 We have examined this process in our acyclic
POO(Gly) and POO(Ala) models. The reaction in each
case proceeds in two steps, for which the calculated
enthalpies, entropies, and free energies of activation are
collected in Table 5. Again we assume that because no
ionic species are involved the gas-phase data are qualita-
tively applicable to aqueous solution.


784 M. L. HUANG AND A. RAUK


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 777–786







In POO(Gly) (Plate 7), the first transition structure,
at þ129 kJ mol�1, corresponds to the intramolecular H
atom transfer from the amide N atom to the terminal O of
the peroxy radical site. Subsequent IRC analysis gave rise
to an intermediate 23 kJ mol�1 lower than TS1, in which
the HOO group was still attached to the �C-site. This N-
radical intermediate then proceeds through a second
transition state, 78 kJ mol�1 higher than the intermediate,
to give the acyl imine product. The overall B3LYP/6–
31G(d) barrier for the non-concerted elimination of
HOO from POO(Gly) is 184 kJ mol�1, and the free
energy change for the reaction at this level is
100 kJ mol�1. A more accurate estimate for the reaction
free energy, 99 kJ mol�1, is obtained by CBS-RAD cal-
culation. Analogous analysis was applied to POO(Ala).
Reaction route analysis (shown in Plate 8) shows that
POO(Ala) also undergoes HOO. elimination in a non-
concerted process. The reaction free energy for POO(A-
la)!Pimine(Ala)þHOO. is predicted to be þ61 kJ mol�1


at the CBS-RAD level [þ52 kJ mol�1 at the B3LYP/6–
31G(d) level].


Neutral pH (Scheme 1, step 5). We examine the
possibility that POO may fragment by heterolysis to yield
superoxide and the protonated imine, PimineH


þ, in the first
step. CBS-RAD calculation of the reaction enthalpy for
POO(Gly)!PimineH


þþO2
� � in the gaseous phase is


755 kJ mol�1, which corresponds to a free energy
change of 716 kJ mol�1. Solvent stabilization of
the resulting ions was estimated by COSMO at the
B3LYP/6–31þG(d) level and using cavities defined by
the 0.001 isodensity surfaces of the species involved:
POO(Gly), �Gsolv¼�43.3 kJ mol�1; PimineH


þ, �Gsolv


¼�307.5 kJ mol�1; O2
��, �Gsolv¼ � 309.3 kJ mol�1.


Thus, after inclusion of the solvation, the predicted free
energy change for the heterolysis reaction in water is
predicted to be 142.8 kJ mol�1. Since the pKa of O2


�� is
about 4.8,30 an additional stabilization of about
27 kJ mol�1 is obtained by protonation of the anion to
form HOO at neutral pH. Thus, the free energy change for
reaction (4) is about 115 kJ mol�1.


POOðGlyÞ þ HþðaqÞ ! PimineHþðGlyÞ þ HOO� ð4Þ


This is to be compared with the free energy of homolytic
rupture of the �C—O bond, which is about 48 kJ mol�1


(estimated from the CBS-RAD enthalpy change,
89 kJ mol�1 for loss of O2).


Alkaline pH (Scheme 1, step 6). Under alkaline
conditions, decomposition of cGGOO and cAAOO oc-
curs rapidly in two steps: base-catalyzed deprotonation of
the amide group to give an intermediate anion, e.g.
cGGOO�, which rapidly loses O2


��. We examined this
process in POO [Eqn (5)]. A partial free energy profile is
shown in Plate 9.


POO�ðGlyÞ ! PimineðGlyÞ þ O��
2 ð5Þ


The base-catalyzed loss of superoxide is predicted to
involve an intermediate (Plate 9) in which the �C—O
bond is broken but the O2


�� anion remains H-bonded to
the NH of the amide (of the iþ1 residue). The free energy
change for reaction (5) in the gas phase is 201 kJ mol�1,
as derived from the CBS-RAD enthalpy change.
The COSMO-derived free energies of aqueous solvation
for the species involved are POO�(Gly), �Gsolv¼
�214.6 kJ mol�1; Pimine(Gly), �Gsolv¼ �44.4 kJ mol�1;
O2


��, �Gsolv¼�309.2 kJ mol�1. Thus the overall free
energy of reaction (5) in water is predicted to be
23 kJ mol�1 (Plate 9).


CONCLUSIONS


Ab initio computations were used to investigate the
structures of oxygen adducts to the �C-site of glycine
and alanine, both as free neutral amino acids and as
residues in model peptides (intended to mimic the en-
vironment in proteins). The �C-substituted peroxy radi-
cals of both peptide model residues, POO, have �C—O
bond dissociation enthalpies (BDEs) that are
< 90 kJ mol�1, substantially lower than for alkyl peroxy
radicals, ROO (Table 1). Oxygen addition to the �C-site
takes place without an intervening barrier. The O—H
BDEs of the corresponding hydroperoxides, POOH, are
�380 kJ mol�1, indicating that the POO radical is
quenchable by thiols such as cysteine or glutahione.
The O—O BDEs of POOH are �208 kJ mol�1 and the
�C—O BDEs are �265 kJ mol�1. Variation in any of the
parameters in the optimized structures are less than
� 5 kJ mol�1, which suggests that none of the POO or
POOH bonds are sensitive to the nature of the residue in
the unstructured environment of a random coil. The effect
of the more restricted peptide environment of �-sheet
secondary structure on the BDEs was estimated by
constraining the Ramachandran dihedral angles, � and
�, to values typical of �-sheets. In glycyl residues, the
preferred stereochemistry at the �C-site of peroxy radical
is S. On edge strands, the OOH group prefers to occupy
the equatorial pro-R site in which it can form a strong
intramolecular H-bond.


Table 5. Enthalpies, entropies and free energies of activation
for POO! PimineþHOO. at 298K in the gas phase


�Hz �Sz �Gz


Species (kJ mol�1) (J K�1 mol�1) (kJ mol�1)


POO(Gly)! Int(Gly)a 129.6 3.4 128.6
Int(Gly)!Pimine(Gly) 80.7 8.3 78.2
þHOO�


POO(Ala)! Int(Ala)b 109.9 1.8 109.4
Int(Ala)! Pimine(Ala) 73.5 6.7 71.6
þHOO�


a Int(Gly) is the intermediate shown in Plate 7.
b Int(Ala) is the intermediate shown in Plate 8.
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Various reactions of the peroxy radicals, POO, were
investigated. Besides the quenching reaction, the least
hindered process is homolysis of the �C—O bond,
namely the reverse of the O2 addition reaction to �C-
centered radicals, for which the free energy change is
calculated to be about þ48 kJ mol�1 in POO(Gly). Het-
erolysis to give superoxide in water under conditions of
neutral pH is predicted to be endothermic by about
115 kJ mol�1. Under alkaline conditions, loss of super-
oxide is predicted to be endothermic by 23 kJ mol�1.


Supplementary material


A table containing the primary data (electronic energy,
zero point energy, H298


� –H0
� and entropy at 298 K) of each


species discussed in the text and a table containing the
Cartesian coordinates of each species are available in
Wiley Interscience.
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ABSTRACT: In the 1980s and 1990s, x-ray studies of the photochemical reaction course in crystals dealt with the
analysis of changes in cell constants or movements of atom groups inside molecules. This review presents the results
of crystallographic studies on the monitoring of the behaviour of whole molecules in organic crystals during
photochemical reactions. Papers on this subject started to appear only a few years ago. The studies showed
quantitatively that reactant and product molecules do not take a fixed position in a crystal during the reaction. The
product molecules move smoothly to a position assumed in the pure product crystal and the reactant molecules move
from a position occupied in the pure reactant crystal. Moreover, with the reaction progress the adjacent reactant
molecules gradually come closer and change their mutual orientation to resemble the product. The analysis of the
photoreaction kinetics in crystals is also presented. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: photochemical reactions; crystals; reaction course; reaction order; crystal structure; structural changes; x-ray


structure analysis


INTRODUCTION


Photochemical reactions taking place in organic solids
and crystals have been known for a very long time.
During the last decade, interest in them increased sig-
nificantly, which was connected mainly with the devel-
opment of modern technologies and selective organic
syntheses, and also with the appearance of new techni-
ques applied to studies of such reactions or with the
improvement of the existing ones.


X-ray diffraction, Raman, infrared and NMR spectro-
scopy, calorimetric measurements and atomic force and
optical microscopy are powerful tools used to study
chemical reactions in crystals. Several examples of
applying these techniques were presented by Boldyreva.1


X-ray structure analysis is one of the techniques often
used in such studies. This is a powerful method which
gives information about the geometry of molecules inside
a crystal and the geometry of the crystal lattice.


In the past, x-ray structural studies of photochemical
organic reactions in crystals were in most cases limited to
reactant crystal structure analysis, this being the basis for
the prediction and explanation of molecular product
structure. Such studies were started by Schmidt and


Cohen.2 They formulated the ‘topochemical postulate’,
which was applied by many scientists to interpret reac-
tions in organic crystals. According to this postulate, a
chemical reaction proceeds with a minimum amount of
atomic and molecular movements2 and also with minimal
distortion of a reaction cavity surface.3 However, photo-
dimerization of some compounds proceeds non-topo-
chemically and its product cannot be rationalized in
terms of the reactant crystal structure. This phenomenon
was explained by localization of the reaction at defects
sites3,4 or on a crystal surface.5


In some cases, structures of a pure reactant crystal and a
pure product crystal (obtained by a single crystal to single
crystal transformation) were compared. This allowed not
only topochemical considerations but also analysis of
distances between the respective atoms of the reactant
and the product molecules.6–9 Unfortunately, such ana-
lysis could not reveal the course of the reaction in detail.
In a few cases, the structures of mixed organic crystals,
i.e. containing both a reactant and a product, were
published, but they were often treated as experimental
evidence that the reaction had proceeded in crystals, and
they were not analysed in detail.10–12 Very rarely did they
serve to explain the mechanism of the intramolecular13,14


or intermolecular reactions.15


In the 1980s and 1990s, crystallographic studies of the
photochemical reaction course dealt with monitoring
changes of cell constants or monitoring movements of
an atom group inside a molecule.16–22 Papers on step-by-
step studies of changes in the whole crystal structure


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 837–847


*Correspondence to: I. Turowska-Tyrk, Department of Chemistry,
Wrocław University of Technology, Wybrze _zze Wyspiańskiego 27,
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during photochemical reactions started to appear only a
few years ago. Special attention was paid to quantitative
studies of movements of whole molecules in a crystal. It
can be expected that such movements and changes of
crystal structure accompanying them are distinct in case
of intermolecular reactions. In the literature, studies of
[2þ 2] photodimerization,23–25 [4þ 4] photodimeriza-
tion,26 thermal [4þ 2] dimerization27,28 and thermal
polymerization have been reported.29


Such studies coincided with the increased application
of area detectors in x-ray experiments. Such detectors
permit very fast x-ray data collection, which is crucial
when x-ray experiments must be carried out for many
intermediate stages of the phototransformation. X-ray
structure analysis of crystals is particularly useful in
monitoring studies of a reaction course, but it always
has limited use, namely, it can be applied when a
chemical reaction does not bring about crystal disinte-
gration, i.e. in studies of single crystal to single crystal
transformations. Transformations of this type are an
important category of photochemical reactions proceed-
ing in crystals. Scheme 1 illustrates the difference be-
tween homogeneous and heterogeneous chemical
reactions.


The main goal of this paper is to present and discuss the
behaviour of molecules and structural changes in organic
crystals during photochemical reactions monitored by
means of x-ray structure analysis. The phenomena lead-
ing to crystal disintegration studied with the use of other
methods would need a separate review.


FACTORS INFLUENCING REACTIONS IN
CRYSTALS


In studies of photochemical reactions in organic crystals,
a lot of attention was paid to reaction-affecting factors.


There are significant differences between factors influen-
cing reactions in the crystalline state and in solution. For
instance, a compound which undergoes a reaction in a
solution can be inert in a crystal. Moreover, the same
compound can be inert in one crystalline (polymorphic)
form and reactive in other, or it can even give different
products in different polymorphs.


Factors influencing reactions in crystals were studied
most intensively in the case of the [2þ 2] photodimeri-
zation.


Distance between adjacent reactant molecules


For [2þ 2] photodimerization, on the basis of experi-
mental data it is commonly assumed that the distance
between directly reacting atoms should be <4.2 Å.
Nevertheless, there are exceptions to this rule, e.g. for
some coumarins.30,31


Mutual orientation of adjacent reactant
molecules


For [2þ 2] photodimerization, the ideal orientation is
when p(z) orbitals of the reacting double bonds are
collinear.31–33 On the other hand, there are reactions
taking place with orientations very different from the
above-mentioned ideal, e.g. in the case of [2þ 2] photo-
dimerization in crystals of trans-cinnamamide–phthalic
acid (2:1)15 and some coumarins30,31 and [4þ 4] photo-
dimerization of some anthracenes.3,4,34 Geometric cri-
teria were created on the basis of crystal structures in the
ground state. In fact, the mutual orientation of molecules
in an excited state should also be taken into account.35


The mutual orientation of adjacent reactant molecules
in a crystal determines the product (Scheme 2). If the
reactant molecules are situated head-to-tail, the product is
centrosymmetric, but when they are oriented head-to-
head, the product has a plane of symmetry.


Scheme 1. Schematic representation of the homogeneous
(top) and heterogeneous (bottom) reactions. In the homo-
geneous reactions the product molecules are distributed at
random throughout the crystal and a solid solution is
formed. The heterogeneous reactions can lead to crystal
disintegration at a certain degree of transformation


Scheme 2. Influence of the orientation of the adjacent
monomer molecules on the structure of the product
molecule
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Steric factors


Steric factors can control the ease of molecular move-
ments in crystals and consequently the reaction.15–22,36,37


It has also been reported that in some cases hydrogen
bonds were responsible for the reaction rate.22,38


Temperature


Temperature increase can be useful when the mutual
orientation of molecules in a crystal or steric effects do
not favour the reaction;39,40 however, an excessive in-
crease, can preclude photoreaction.


Wavelength of radiation


The type of crystal irradiation can play a decisive role as
far as the reaction course and the kind of the product are
concerned.39 It has also been reported that crystal disin-
tegration during the photoreaction could be controlled by
irradiation at the long-wavelength absorption tail.41–43


This method was successfully applied, for instance, in the
case of trans-cinnamic acid crystals.41 However, the
opposite point of view is also known.44


Cooperative effects


2,5-Distyrylpyrazine (DSP) and 1,4-bis(3-pyridyl-2-
vinyl)benzene (P2VB), compounds which have similar
reactivity in solutions but different in isomorphous crys-
tals, are typical examples of the influence of cooperative
effects on reactions in crystals.45 To explain the coopera-
tive effects, let us compare them with the domino effect: a
local perturbation in a crystal lattice caused by an
external impulse is transmitted spontaneously throughout
the crystal without any need for further external impulses.


MONITORED REACTIONS


Monitoring studies of intermolecular reactions in organic
crystals were carried out mainly for photodimerization
reactions. Nevertheless, even in this case changes in
crystal structure accompanying the reaction, and the
behaviour of reactant and product molecules in particular,
were monitored for only a few compounds, namely
5-benzylidene-2-(4-chlorobenzyl)cyclopentanone25 (1),
5-benzylidene-2-benzylcyclopentanone23,24 (2), 4-chlor-
ocinnamoyl-O,O 0-dimethyldopamine46 (3) and 9-methy-
lanthracene26 (4). Compounds 1–3 undergo [2þ 2]
photodimerization, whereas 4 undergoes the [4þ 4]
photodimerization (see Scheme 3).


It should be explained that the appearance of the
molecule obtained from an x-ray structure analysis is


averaged over the crystal volume. For these reasons, in
the case of mixed reactant–product crystals, the product
molecule superimposed on the reactant molecules will be
observed, and we will deal with the case of the so-called
reactant–product disorder. During crystal irradiation, the
content of the product (and the reactant) changes gradu-
ally, and for different irradiation times the crystal struc-
ture will be characterized by a different reactant–product
disorder. Figure 1 shows the superposition of two mono-
mer molecules on one dimer in crystal 1. As can be seen,
it is possible to separate both kinds of molecules.


Studies monitoring structural changes in crystals dur-
ing photochemical reactions require determination of
crystal structures for many intermediate stages of the
phototransformation.


KINETICS OF PHOTOREACTION


It is possible to calculate the percentage of dimer mole-
cules in crystals during crystal structure determination
processes. These data can give us information about the
order of the studied reactions. Figure 2 shows the depen-
dences between the dimer content in the discussed
crystals and the irradiation time. The relations presented
can be described by the following exponential functions:


D ¼ 120ð16Þ � 114ð15Þexp½�t=58ð17Þ�


with correlation coefficient r¼ 0.991 and


D ¼ 100 � 86ð4Þexp½�t=114ð11Þ�


with r¼ 0.987 for 125 and 2,23 respectively, where D is
the percentage of the dimer in the crystal, t is the irradi-
ation time and the numbers in parentheses are standard
deviations. These results indicate that the [2þ 2] photo-
dimerization of 1 and 2 in crystals can be regarded as of
pseudo-first order.


The pseudo-first order of the reaction of 2 was also
determined over a wide temperature range by Honda and
co-workers.47,48 They used intensities of selected reflec-
tions to calculate the degree of reactant conversion.
Figure 3 presents a semilog arithmic plot of the rate
constant versus 1/T. The rate constant exhibits its max-
imum value at about 200 K. The activation energy calcu-
lated from the slope of the plot in the range 117–173 K
was 13.2 kJ mol�1. The value of 15.2 kJ mol�1 was ob-
tained for photodimerization of a styrylpyrylium salt
(5).49 The equation for the photoreaction is presented in
Scheme 4. The observed decrease in the range 200–324 K
was explained as a result of an intermolecular distance
increase and a decrease in the overlap of the molecular
orbitals. A rate constant reduction at higher temperatures
has also been reported for photoreactions of other com-
pounds.50 For instance, the maximum reaction rate for the
photodimerization of cinnamic acid is at ca 20 �C.50
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It is worth emphasizing that one point in Fig. 2, and
also in the following figures, refers to one structure of the
current mixed crystal, i.e. the crystal being characterized
by the current reactant–product disorder.


For 4,26 a linear function can be used for a description
of the observed relation in the monitored range:


D ¼ 1:75ð5Þt þ 0:9ð4Þ


with r¼ 0.997. This suggests a zero-order reaction.


MOVEMENTS OF MOLECULES IN CRYSTALS
DURING PHOTOREACTION


Careful analysis of the structures determined for many
stages of the phototransformations revealed that reactant
and product molecules did not assume a fixed place in
crystals. Reactant molecules gradually move away from
the position occupied in the pure reactant crystal.23–26


Figure 4(a) shows a change of the molecular orientation


Scheme 3. Equations of the reactions for 1� 4. The photodimers of 1, 2 and 3 are �-type
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of 1. The observed change is distinct. Product molecules
behave in a similar way. They do not appear in the
position occupied in the pure product crystal: they
arise in a slightly different place and subsequently
move smoothly towards the position assumed in the
pure product crystal. The behaviour of the product
molecules of 1 during the crystal phototransformation
is shown in Fig. 4(b). As can be seen, the orientation
change is smaller than in the case of the reactant. It
should be pointed out that the final points in Fig. 4(a) and
initial points in Fig. 4(b) are associated with larger
standard deviations, since they refer to the minor com-
ponent in the crystal.


For 2, movements of the reactant and the product
molecules are also observed.23 They are of similar size,
but not as smooth as for 1. For 4 the change in the
molecular orientation is almost unnoticeable for the
reactant, but movements of the product are distinct.26


In the case of derivative 3, it was said46 that the pro-
duct molecules did not make movements during the
[2þ 2] photodimerization, since they had been involved
in chains of hydrogen bonds. The H-bonds are pre-
sented in Scheme 5. Nevertheless, if we analyse atomic


Figure 1. Product molecule superimposed on two reactant molecules in crystal 1 for 54% conversion


Figure 2. Dependence of the dimer percentage in the
crystal on the irradiation time for (a) 1, (b) 2 and (c) 4. The
reaction in 2 is faster than that in 1 owing to different
conditions of irradiation (for 1 the radiation was transmitted
through a fibre)


Figure 3. Dependence of the reaction rate constant on
temperature for 2. The rate constant at 273 K was set to 1
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coordinates published for this compound, it can be
noticed that the reactant and the product molecules also
make movements during the crystal phototransformation.
The behaviour of the molecules is presented in Fig. 5.


In the case of �-(acetylamino)cinnamic acid dihydrate
crystal,7 it was observed that the positions of the photo-
dimer molecule in the mixed crystal of 12% reaction
progress and in the pure dimer crystal were slightly
different. The distance between the respective atoms in


both crystals was in the range 0.09–0.45 Å. Scheme 6
presents an equation for the photoreaction.


A very interesting phenomenon was discovered for the
adjacent reactant molecules in the monitored crystals.
With photoreaction progress the molecules gradually
come closer to each other.23–26 Their behaviour for 1, 2
and 4 is presented in Fig. 6. It can be explained in the
following way: the product molecules, being smaller than
a pair of the reactant molecular, exert stress on the
reactant molecules and force them to come closer. The
more of the product there is, the stronger the effect is.
One more characteristic can be derived from Fig. 6. The
slopes of the lines are slightly different for the examined
compounds and can be correlated with the distance
between the adjacent reactant molecules: the greater the
distance, the greater is the slope. This is understandable,
as the lattice characterized by larger intermolecular con-
tacts can be stressed more easily.


Values of the distance between reacting monomer
atoms in several intermediate crystals have also been
given for trans-cinnamic acid51 and styrylpyrylium


Scheme 4. Photoreaction equation for the styrylpyrylium salt 5. This reaction is thermally reversible


Figure 4. Variation in the angle formed by (a) the O1—
C1—C5—C13 and (b) the cyclobutane and xy planes with
the photodimer content for 1. See Scheme 3 for the atom
numbering. The relations can be described by the following
equations: (a) �¼ 45.8(4)þ0.103(7)D with correlation coef-
ficient r¼ 0.98624 and (b) �¼61.1(2)� 3.4(3)exp[�D/
32.3(7)] with r¼0.982.25 The numbers in parentheses re-
present the standard deviations in the last digits. The O1—
C1—C5—C13 molecular fragment and the cyclobutane
ring were chosen for monitoring purposes, because they
are rigid and not as deformable as border parts of the
molecule might be


Scheme 5. Chain of N—H � � �O hydrogen bonds in the
reactant crystal of 3. The monomer molecules forming a
cyclobutane ring belong to two different chains. The H-
bonds are not destroyed during the photoreaction
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triflate 5.52 For trans-cinnamic acid they are 3.59, 3.48,
3.49 and 3.52 Å for 0, 28, 40 and 67% conversion,
respectively, and for styrylpyrylium triflate (5) 3.42,
3.42 and 3.07 Å for 0, 13 and 67% conversion, respec-
tively. Unfortunately, it is not possible to find relation-
ships similar to those in Fig. 6. Moreover, the 3.07 Å
distance seems to be underestimated in comparison with
the sum of the van der Waals radii, 3.40 Å.53


The change in the distance between the adjacent
monomer molecules with photoreaction progress has
also been mentioned for 3.46 Figure 7 presents such a
relationship derived from the published atomic coordi-


nates. Unexpectedly, the slope of the line is larger than in
the case of 2.


It is of interest to establish whether the power of the
relationships presented in Fig. 6 is dependent on tem-
perature. Figure 8 shows the respective data for low
(100 K) and room temperature for 2. As can be seen,
the two lines are almost parallel, which indicates that the
discussed effect is temperature independent.24


Scheme 6. Photoreaction equation for �-(acetylamino)cinnamic acid


Figure 5. Variation in the angle formed by (a) O1—C1—
C5—C13 and (b) the cyclobutane and xz planes for 3 with
photoreaction progress. See Scheme 3 for the atom number-
ing. The relations in (a) and (b) can be described by
�¼78.4(4)� 0.01(6)D�0.001(2)D2 with r¼0.79 and
�¼ 35.0(9)þ11(5) exp[�D/27(16)] with r¼ 0.965, respec-
tively. The numbers in parentheses represent standard devia-
tions in the last digits


Figure 6. Variation in the distance between the atoms
directly taking part in the photoreaction with the dimer
content. Lines 1, 2 and 4 are for 1, 2 and 4, respectively.
The regression equations are as follows: d¼ 4.00(2)�
0.018(3)D with r¼0.922, d¼ 4.18(2)�0.0030(3)D with
r¼ 0.968 and d¼3.862(2)� 0.00086(15)D with r¼0.89
for 1,25 223 and 4,26 respectively. The numbers in parenth-
eses represent the standard deviations in the last digits


Figure 7. Change in the distance between the monomer
atoms directly taking part in the photoreaction with reaction
progress for 3. The relation can be described by d¼
4.15(2)�0.0078(7)D with r¼ 0.984
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The reactant molecules of the studied compounds also
exhibit another interesting feature. With photoreaction
progress, the adjacent monomer molecules change their
mutual orientation to look like the product. This depen-
dence has been described in the case of 1,25 but it can be
observed also for 2 and 3 if we analyse the atomic
coordinates for these compounds. The discussed effect
is presented in Fig. 9.


In the case of 1–4, the adjacent reactant molecules are
related by an inversion centre. This means that the
reacting C——C bonds are mutually parallel. The inversion
centre is also preserved in the product molecule. Thus the
C——C bonds moved parallel in order to form the cyclo-
butane ring. A more complex situation takes place in the
case of co-crystals of trans-cinnamamide with phthalic
acid (2:1).15 The molecular formula of the three-compo-
nent assembly is presented in Scheme 7. During the
[2þ 2] dimerization one of the adjacent trans-cinnama-
mide molecules changes its conformation by pedal-like
movements (Scheme 7). Such behaviour of the reactant


Figure 8. Variation in the distance between the directly
reacting monomer atoms with photoreaction progress for 2.
The top and bottom lines are for the room-and low-tem-
perature structures, respectively


Figure 9. Change of C5——C13 � � �C5i angle with photoreac-
tion progress for compounds (a) 1, (b) 2 and (c) 3. See Scheme 3
for the atom numbering; C5i means the C5 atom from the
adjacent reactant molecule. The regression equations are �¼
111.7(9)� 0.06(4)D� 0.0004(4)D2 with r¼ 0.947 and �¼
96.0(5)� 0.11(2)D with r¼ 0.945 for 2 and 3, respectively


Scheme 7. Molecular formula and the [2þ 2] photodimerization equation for trans-cinnamamide–phthalic acid (2:1) crystal
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molecule was deduced on the basis of the x-ray structure
of the partly (13.2%) reacted crystal. Figure 10 presents
the mixed reactant–product structure. The C——C bonds
are in a criss-crossed arrangement. [The twist angle is
97.1(4) � and the centre-to-centre distance is 4.252(3) Å
for the pure reactant crystal.] The symmetry of the
photodimer indicates the necessity of the pedal-like
rotation around C1——C2 bond and the approximately
parallel movement of C3——C4 to form the cyclobutane
ring. The pedal-like movements have also been
analysed.54


Recently, the time-resolved x-ray diffraction technique
was applied to studies of the [2þ 2] photodimerization of
p-formyl-trans-cinnamic acid.55 The studies showed that
for times shorter than 100 ps a pair-like transient state in a
crystal was formed.


CHANGES IN UNIT CELL CONSTANTS


The structural changes proceeding in crystals during
photoreactions are accompanied by changes in unit cell
constants. Cell constants belong to the most often ana-
lysed parameters in monitoring studies of chemical reac-
tions in crystals.16–18,20–22


Since the volume of the dimer molecule is smaller than
that of the monomer pair, it can be expected that the unit
cell volume will decrease with photodimerization pro-
gress. Such a dependence exists for 1,25 which is shown
in Fig. 11. Nevertheless, for 2 it was reported that the unit
cell volume increased slightly at the beginning of the
photoreaction and subsequently it gradually decreased.10


In the case of the bromo derivative of 2, 5-benzylidene-2-
(4-bromobenzyl)cyclopentanone, the cell volume is al-
most constant during the reaction.10 The increase at the
beginning of the reaction and the following decrease were
also observed in the case of 4.26 The changes in the unit
cell volume caused by the photoreaction are not large:
about 3, 1 and 4% for 1, 2 and 3, respectively.


Very surprising values of the unit cell volume were
reported for the styrylpyrylium derivative 5, namely
2393.8, 2385 and 2435.5 Å3 for a crystal containing 0,
13 and 67% of the dimer, respectively.42


The individual unit cell constants change in a complex
way: some of them increase and others decrease to
various extents. The observed decrease may be related
to the fact that in a given direction van der Waals
interactions are transformed into chemical bonds. A
very interesting variation in unit cell constants can be
revealed from data reported for the polymerization of a
diacetylene derivative.29 The reaction equation is pre-
sented in Scheme 8. In contrast to the photodimerization
of 1–4, the � and � angles between crystallographic axes
change substantially as presented in Fig. 12.


Figure 10. Two trans-cinnamamide molecules superim-
posed on one photodimer molecule. C1, C2, C3 and C4
represent the monomer reacting atoms and asterisks for the
corresponding photodimer atoms


Figure 11. Change in the unit cell volume for 1 with the
dimer content


Scheme 8. Polymerization equation for the diacetylene derivative
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CONCLUSIONS


This paper has surveyed the behaviour of reactant and
product molecules during photochemical single crystal to
single crystal reactions. The course of the reactions of
this type can be examined by x-ray structure analysis.
This method provides information on the geometry of
molecules and their mutual orientation in crystals. The
studies show in a quantitative way that reactant and
product molecules do not assume a fixed position in a
crystal, but move gradually and smoothly along with the
photoreaction progress. The product molecules move to
the position occupied in the pure product crystal and the
reactant molecules move from the position assumed in
the pure reactant crystal. Moreover, as the reaction
progresses, the adjacent monomer molecules gradually
come closer and change their mutual orientation to
resemble the dimer. This paper has also considered
kinetic studies of the photochemical reactions in crystals.
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ABSTRACT: Based on data obtained mainly by the verdazyl method, the effects of a solvent on the rates of the
heterolyses of 20 substrates (t-BuCl, t-BuBr, t-BuI, 1-AdBr, 1-AdI, 1-AdOTs, 1-AdOPic, 1-chloro-1-methylcyclo-
pentane, 1-bromo-1-methylcyclopentane, 1-chloro-1-methylcyclohexane, 1-bromo-1-methylcyclohexane, 2-bromo-
2-methyladamantane, p-methoxyneophyl tosylate, 2-chloro-2-phenylpropane, p-methoxybenzotrichloride, Ph2CCl2,
7�-bromocholesterol benzoate, 1-chloro-1-phenylethane, Ph2CHBr, 3-bromocyclohexene) were analyzed in a wide
set of protic and aprotic solvents. The heterolysis rate of tertiary substrates decreases with increase in solvent
nucleophilicity, but for secondary substrates it does not depend on solvent nucleophilicity. The negative effect of
nucleopilic solvation is caused by the solvation of a contact ion pair, which appears before the limiting step. The lack
of nucleophilic solvent assistance indicates that a solvent-separated ion pair of substrates appears after the limiting
step. The limiting step involves the interaction of a contact ion pair with a solvent cavity, resulting in the formation of
a cavity-separated ion pair of substrates. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: heterolysis; tertiary substrates; secondary substrates; verdazyl method; solvent effects; nucleophilic


solvation; solvent cavity; mechanism


INTRODUCTION


The reactions of unimolecular heterolyses (SN1, E1,
F1 and solvolysis) have been the subject of constant
research for more than 70 years. The limiting step of
these reactions occurs through the ionization of the
covalent bond with the formation of cationoid intermedi-
ates. Ingold offered free carbocation as an intermediate,
Hammett considered that the formation of an ion pair had
to precede the formation of free carbocation and Winstein
gave evidence for the formation of two ion pairs—the
contact ion pair (CIP) and the solvent-separated ion pair
(SSIP)1–3 (Scheme 1).


It was supposed that in the limiting reaction step, an
SSIP or free carbocation would form, which gave the
reaction products. At present this scheme of the mecha-
nism is conventional for unimolecular heterolysis,
although the intermediate formation of SSIP is often
not taken into account when interpretations of SN1 and
E1 reaction mechanisms are discussed. This is caused,
above all, by the fact that it is not sufficiently intelligible
how the transformation of a CIP into an SSIP and the
reverse process (the external return of an ion pair) occur.


Many researchers consider that CIP dissociation cannot
limit the reaction rate, so far as this process is diffusive.


The inferences of the heterolysis mechanism are based
mainly on studies of solvation and salt effects, which
were little studied prior to our reports.4–7 The nature of
the solvation of the reaction’s transition state (equili-
brium or non-equilibrium) was vague, the concepts of the
role of nucleophilic solvation remained debatable and the
relation between salt effects and the structure of cationoid
intermediates is not based firmly enough. The usually
studied (earlier and now) solvolysis reactions are not
informative enough, because the kinetic relations in these
reactions are uncertain, the solvation effects are mono-
tonic and the salt effects appear to be inexpressive.
Superposition of the electrostriction effect and the de-
struction of the solvent structure in a protic solvent
hampers the use of activation parameters for mechanistic
inferences. The widespread use of mixed solvents intro-
duces an additional vagueness to interpretations of the
solvation effects.


Therefore, detailing of the heterolysis mechanism has
stagnated at the level of the Winstein scheme, which was
proposed 50 years ago.8 Further development of notions
about the reaction mechanism called for new methods of
research.


The run of unimolecular heterolyses reactions is usually
slow: the half-conversion time for t-BuCl in a polar
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solvent such as PhNO2 is 160 years. Therefore, the ac-
cumulation of available data occurred slowly and with
difficulty until 1974, when a verdazyl method of kinetic
and mechanism studies was drawn up for the reactions of
unimolecular heterolysis.4,9 It substantially reduced the
experimentation time and allowed data inaccessible by
other methods to be obtained.


THE VERDAZYL METHOD


This is an indicator method.4 Reaction is conducted in the
presence of small quantities (�10�4 mol l�1) of stable
1,3,5-triphenylverdazyl radical (Vd.), which quickly and
quantitatively reacts with the substrate’s SSIP. As a result,
reaction products are formed: in the SN1 reaction they are
verdazylium salt (VdþX�) and the product of verdazyl
alkylation. In the E1 reaction the latter product quickly
disintegrates to an olefin and leucoverdazyl (VdH). In
solvolysis reactions, VdH and a reaction product with the
solvent (ROS) are formed. The reaction proceeds accord-
ing to a stoichiometric equation (Scheme 2).


Regardless of the reaction type (SN1, E1, solvolysis),
1 mol of a substrate reacts with 2 mol of Vd. and forms
1 mol of VdþX�. The reaction rate is followed spec-
trophotometrically by a decrease in Vd. concentration
(�max� 720 nm) and/or by a increase in VdþX� concen-
tration (�max� 540 nm). The reaction rate undergoes a
first-order kinetic equation:


v ¼ �d½Vd
.�=2dt ¼ d½VdþX��=dt ¼ k½RX�


The substrate concentration usually exceeds the Vd.


concentration by 5–105-fold and the conversion level is
low. It can reach 0.0001% and, therefore, in a few hours
allows the determination of rates for reactions with a half-
time of up to 1000 years.


The idea that Vd. reacts with SSIP but not with CIP is
supported by the fact that SN1 reaction products depend
on the solvent nature in aprotic media. Under 1-AdOPic,
1-AdOTs and 1-AdI heterolyses in propylene carbonate
and sulfolane, the product of verdazyl alkylation (a) is


formed, but in MeCN the reaction product (b) includes a
solvent molecule.4


Formation of the product (b) probably occurs through
an interaction between 1-AdX and a solvent molecule
placed in the interionic space of SSIP (c) and through the
following reaction of the latter ion pair (c) with a verdazyl
molecule.


Heterolysis of Ph2CCl2 in acetone was studied in the
presence of NaI and in the presence of Vd..4 In the former
case the rate-limiting step involves interaction between
NaI and contact ion pair of substrate (v ¼ k2 [Ph2CCl2]
[NaI]) and in the latter case the rate-limiting step is
the reaction of Vd. with the later intermediate (v ¼ k
[Ph2CCl2]). Therefore, Vd. does not react with the contact
ion pair of the substrate.


Usually, a plot of [Vd.] vs time is linear (v ¼ k0, k¼ k0/
[RX]); however, it can sometimes have an S-like curve
(Fig. 1). The first segment (inductive period) reflects
transmission of the reaction system into a stationary state,
when d[Int]/dt¼ 0. The second (linear) segment is used
for calculation of the k0 value. The reduction or accel-
eration of a reaction rate on the third segment is caused by
the salt effect of VdþX�. It must be taken into account
that under a low concentration of a verdazyl indicator the
reaction rate can be limited by the interaction of Vd. with
SSIP, v ¼ k2[RX][Vd.] [SN2 (Cþ) reaction].


If solvolysis reactions run according to an SN2 or SN2–
ion pair mechanism and, under some circumstances,
according to the an SN1 (E1) mechanism, a verdazyl indi-
cator reacts with acid formed under solvolysis:


HX þ 2Vd
. ! VdþX� þ VdH


It is impossible to use the verdazyl method in acidic
solvents, as verdazyl reacts quickly with carboxylic acids,


Scheme 1


Scheme 2
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and in MeNO2 solution, verdazyls undergo rapid decom-
position. E1 reactions in DMSO have to be monitored by
VdþX� formation, since VdH is quickly oxidized by the
solvent and produces Vd.. If an E1 reaction is carried out
in a polar protic solvent (MeOH) for a long period, air
oxygen can oxidize VdH to Vd. and thus cause experi-
mental errors. In such a case 1,5-diphenyl-3-(4-nitrophe-
nyl)verdazyl has to be used as an indicator, since the
corresponding VdH is sufficiently stable. If alkyl iodides
are studied, it is necessary to take into account the
equilibrium that takes place in non-polar solvents:4


2VdþI� Ð 2Vd
.þ I2


Experimental errors in the reaction rates determined by
the verdazyl method usually average 1–3%. In non-polar
aprotic solvents the errors can reach 5–7%.


The verdazyl method is simple and convenient in
action. It is widely approved and heterolysis kinetics
have been studied for more than 30 substrates, usually
in 20–40 solvents. When data have been obtained by both
the verdazyl and other methods, close data coincidence
was shown in more than 30 cases.4 Such a coincidence is
illustrated in Fig. 2 and Table 1. The verdazyl method
allows SN1 reaction rates in aprotic solvents to be
followed quickly and reliably. The method appeared to
be especially effective for salt effects studies, which
allowed the mechanism of the action of neutral salts in
heterolyses reactions to be essentially revised.6,7 Careful
studies of solvation effects and salt effects by the verdazyl
method clarified considerably the mechanism of covalent
bond heterolysis.


ROLE OF NUCLEOPHILIC SOLVATION


The reaction rate of unimolecular heterolysis depends
strongly on the nature of the solvent. A change of reaction
medium from hexane to water increases the rate of t-BuCl
heterolysis by 14 orders of magnitude.34 This is caused
by intensive solvation of the transition state. The rates of
unimolecular heterolysis reactions depend mainly on the
solvent’s polarity and electrophilicity or on its ionizing
power. The polarizability, nucleophilicity and cohesion
of a solvent are of less importance.5 An increase in the
reaction rate as the solvent polarity and electrophilicity
increase is clearly understood—the increase in polarity
raises the stability of a cationoid intermediate, and elec-
trophilic solvation of a nucleofuge is a driving force of
heterolysis. The nucleophilic effect of a solvent is under
constant debate. Some papers insist that solvent nucleo-
philicity does not affect the reaction rate,1,35–37 others
maintain the availability of solvent nucleophilic assis-
tance,38–41 and still others report that a rise in solvent
nucleophilicity decreases the reaction rate.4,5,42–44


Ingold and Winstein did not discuss the significance of
nucleophilic solvation in heterolytic reactions. However,
they thought that the return reactions from free carboca-
tion or SSIP affect the reaction rate, and these processes
must depend on nucleophilic solvation. The rate depres-
sion in the presence of a salt with a common ion (salt
effect of mass action law) and the sharp rate rise in the
presence of perchlorates, which was based on the idea
of the suppression of an ion pair’s external return step
(special salt effect), were considered as proof for the
essential influence of external return reactions on the
rates of heterolyses reactions.1,45


The studies of salt effects by the verdazyl method
showed that the nature of these effects differed from
that postulated, an external return from carbocation or
SSIP not being essential.6,7 If only external return were to


Figure 1. Kinetic curve for PhCH2Cl solvolysis in the pre-
sence of Vd


.
(EtOH, 25 �C, [PhCH2Cl] 0.727mol l�1, [Vd


.
]0


1.3� 10�4mol l�1, k¼ 1.83�10�8 s�1)


Figure 2. Plot of logarithms of rate constants vs
temperature�1 for t-BuBr heterolysis in acetone,11,12 for t-
BuCl heterolysis in PhNO2


13,14 and for 1-AdOPic heterolysis
in sulfolane.15,16 *, Data obtained by the verdazyl method;
*, data obtained by other methods
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be affected by solvent nucleophilicity, the reaction rate
had to depend on the concentration and nature of the
added nucleophile and, consequently, on an analytical
method of reaction mixture because of competition
between the reaction of the intermediate with the nucleo-
phile and the reaction of external return. For example,
NaOH addition should raise the reaction rate, but infact it
does not affect the rate or even slows it.46–48


We have studied the heterolysis kinetics of about 30
substrates by the verdazyl method and there was no case
when the step of external return affected the rate of the
heterolysis reactions studied.4–7,42


The nucleophilic effect of a solvent under SN1 and E1
reactions and solvolyses have been intensively studied in
recent decades.5,36,37,43,49–51 The elucidation of the nat-
ure of this phenomenon remains an important problem in
physical organic chemistry.


The analysis of solvation effects in solvolysis reactions
is usually carried out with the help of one- and two-
parameter Grunwald–Winstein equations:38–41


logðk=k0Þ ¼ mY ð1Þ


logðk=k0Þ ¼ mY þ lN ð2Þ


here k0 and k are solvolysis rate constants in 80% aqueous
EtOH and the explored solvent, respectively, m is the
reaction’s sensitivity to ionizing solvent power Y (m¼ 1
for 1-AdCl) and l is the reaction’s sensitivity to solvent
nucleophilicity N (l¼ 1 for MeOTs).


Equation (1) is applied for comparison of solvent
effects on the rates of the solvolyses of diverse substrates.
Existing deviations in a less nucleophilic medium (fluori-


nated alcohols) are used to come to a conclusion about
the nucleophilic effect of a solvent.38–41 However, so far
as the less employed nucleophilic solvents are strong
electrophiles, so such an approach makes it difficult to
separate a nucleophilic from an electrophilic effect.5,42


For example, comparison of the solvolysis rates of tert-
butyl with adamantyl substrates in less nucleophilic
solvents shows a deviation of log kt-BuX values in the
direction of rate lowering, which one can interpret as a
deviation of log kAdX values in the direction of a rate rise.
If nucleophilic solvent assistance for adamantyl sub-
strates is impossible for steric reasons, it is easy come
to a conclusion about nucleophilic solvent assistance in
the solvolyses of tert-butyl substrates.38–41,49,52 These
deviations can be explained with the same success as
the stronger sensitivity of adamantyl substrates to the
electrophilic effect of a solvent.40,42,43,50,53 Uncertainty
of inferences follows from a comparison of relative rates.
Based on such facts, it is impossible to draw a conclusion
about how nucleophilicity affects the reaction rate–in-
creasing or decreasing it. Three centuries ago, phlogiston
theory was grounded on the basis of a similar approach.


Equation (2) is of little use for the estimation of the
nucleophilic solvent effect, because the parameters Y
and N do not reflect any single property of a solvent.54


Gajewski showed that N depends on the polarity, electro-
philicity and nucleophilicity of a solvent.43 In some
cases, Eqn (2) gives absurd results when l> 1,55 in
other cases when l< 0 the results are realized as arte-
facts,39,51,56 and when l¼ 0.1–0.3 a conclusion is drawn
about nucleophilic solvent assistance to heterolysis.38–41,56


Although Eqns (1) and (2) were of little use for studies
of the nucleophilic solvent effect, they have been widely


Table 1. Comparison of heterolyses rate constants obtained by the verdazyl method and by other methods


�logk
Substrate Solvent Temperature ( �C) Verdazyl method Other methods


t-BuCl MeCN 45.0 7.56a 9 7.5917


2-PrOH 25.0 7.7918 7.8219


t-BuOH 25.0 8.3918 8.3019


PhNO2 25.0 9.86a 13 9.74a 14


t-BuBr MeCN 25.0 5.909 5.9220


MeCOMe 25.0 7.8711 7.9312


2-PrOH 25.0 5.9218 5.9621


PhCHClMe EtOH 25.0 6.6822 6.6623


Ph2CCl2 EtOH 25.0 3.0324 3.0625


p-MeOC6H4CHCl2 85% aq. dioxane 25.0 3.9424 4.0526


1-AdOPic MeOH 25.0 4.6827 4.68a 16


EtOH 25.0 4.7627 4.7616


Sulfolane 45.5 3.4915 3.4416


PhCMe2Cl MeCN 25.0 5.2828 5.2829


EtOH 25.0 3.4228 3.4529


1,2-Dichloroethane 25.0 6.3328 6.4029


AcOEt 25.0 7.6628 7.8429


PhCH2Cl MeOH 25.0 7.2310 7.2130


EtOH 25.0 7.7410 7.7731


1-Chloro-1-methylcyclopentane EtOH 25.0 5.3432 5.2533


a Calculated from temperature dependence of k values.
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used, especially in recent times. Presumably, the simpli-
city of the experiment’s interpretation turned out to be too
attractive. The poor efficacy of these equations led to the
creation of the scales of ionizing solvent power for each
nucleofuge (YX) and for different alkyl groups (YR).38–40,51


The number of these scales is continually growing.
The research that has been carried out in recent decades


showed that more reliable data concerning the nature of
solvation effects could be obtained with application of
linear free energy relationship multiparameter equations
for correlation analysis using independent parameters
that reflected individual solvent properties: polarity
(function of the dielectric constant of a solvent, "),
polarizability (function of refraction index, n), dipolarity
�* (polarityþ polarizability), electrophilicity (AN, E, �),
nucleophilicity (DN, B, �) and cohesion �2 (parameter of
solvent self-association).5,35,36,57,58


For correlation analysis of solvation effects we used
the Koppel-Palm equation [Eqn (3)],35 the Kamlet–Taft
equation [Eqn(4)]36 and Eqn (5):


logk ¼ a0 þ a1


"� 1


"þ 1
þ a2


n2 � 1


n2 þ 1
þ a3E þ a4Bþ a5�


2


ð3Þ
logk ¼ a0 þ a1�


� þ a2�þ a3� þ a4�
2 ð4Þ


logk ¼ a0 þ a1ETðZÞ þ a2f ðnÞ þ a3Bþ a4�
2 ð5Þ


Correlation analysis was carried out for the substrates 1–
20 in 20–40 solvents.4,5,13,15,27,28,32,34,42,59–70 More than
80% of the rate constants were obtained by the verdazyl
method.


In no case did we monitor a rise of the reaction rate
with increase in solvent nucleophilicity. The reaction
rate does not depend on solvent nucleophilicity for the
heterolyses of secondary substrates 17–20, where a nucle-
ophilic attack from the rear is possible. For heterolyses


of the rest of the substrates, where nucleophilic attack
from the rear is strongly hindered or impossible, the
rates of heterolyses decrease with increase in solvent
nucleophilicity.


When the reaction rate does not depend on solvent
nucleophilicity, it correlates well with solvatochromic
parameters of solvent ionizing power (ET, Z) or with
solvent polarity and electrophilicity parameters. For ex-
ample, for Ph2CHBr (19) heterolysis in a set of eight
protic (1–8 here and further solvent numbering follows
Fig. 3) and 19 aprotic (11–20, 22, 23, 26–28, 30, 31, 34,
37) solvents the following obtained:62


logk19 ¼ �10:2 þ 2:88f ð"Þ þ 0:0978E;


R ¼ 0:979;N ¼ 27


logk19 ¼ �21:9 þ 0:0868ET ; R ¼ 0:978;N ¼ 27


The following correlations were obtained for bromide
20 heterolysis in nine protic (1, 2, 4–10) and 23 aprotic
solvents (11–23, 26–30, 32, DMSO, AcOEt, CHCl3,
dioxane):70


logk20 ¼ �9:64 þ 2:72f ð"Þ þ 0:0700E;


R ¼ 0:972;N ¼ 32


logk20 ¼ �19:5 þ 0:0476Z; R ¼ 0:984;N ¼ 32


Figure 3. Effect of the ionizing power of a solvent, ET, on
the heterolyses rates of 2-bromo-2-methyladamantane and
Ph2CHBr. *, &, Protic solvents; *, &, aprotic solvents.
Solvents: 1, MeOH; 2, EtOH; 3, AcOH; 4, PrOH; 5, BuOH;
6, 2-PrOH; 7, 2-BuOH; 8, cyclohexanol; 9, t-BuOH; 10,
t-AmOH; 11, propylene carbonate; 12, MeCN; 13, 1,2-
dichloroethane; 14, sulfolane; 15, �-butyrolactone; 16,
PhCN; 17, PhNO2; 18, acetone; 19, PhCOMe; 20, cyclohex-
anone; 21, EtCOMe; 22, 1,2-dichlorobenzene; 23, PhCl; 24,
PhI; 25, PhBr; 26, THF; 27, PhOEt; 28, Ph2O; 29, benzene;
30, toluene; 31, o-xylene; 32, p-xylene; 33, cyclohexane; 34,
MeNO2; 35, PhCO2Et; 36, MeCCl3; 37, dioxane; 38, DMSO
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If heterolyses of tertiary substrates are studied, where a
nucleophilic attack from the rear is impossible or strongly
hindered, it is necessary also to take into account nucleo-
philicity, polarizability, and cohesion parameters, or
some of them, to obtain a close correlation (R� 0.95).5


For example, correlation analysis of the data for bromide
12 heterolysis in 10 protic (1–3, 5–10, PhCH2OH) and 24
aprotic (11–25, 27–33, 35, 36) solvents gave.63


logk12 ¼ �5:75 þ 1:94f ð"Þ þ 1:01E � 0:427B


þ 0:00807�2; R ¼ 0:951;N ¼ 34


If Eqn (4) is applied to 1-AdI heterolysis in 12
protic [1–3, 6, 8, 10, H2O, (CF3)2CHOH, CF3CH2OH,
HCO2H, HexOH, PhCH2OH] and seven aprotic solvents
(11, 12, 15–18, 20), the plot follows a three-parameter
equation:61


logk5 ¼ �9:49 þ 2:62�� 3:05� þ 0:0241�2;


R ¼ 0:955;N ¼ 19:


The display of the negative effect of nucleophilic
solvation depends strongly on the reaction conditions:
solvent set, structure of the substrate and nature of the
nucleofuge, and also on the equation applied for correlation
analysis. This effect is best identified in protic solvents,
but is much more difficult to identified in aprotic solvents.
The most reliable data are obtained when equal numbers
of protic and dipolar aprotic solvents are used for the
regression. The negative effect of nucleophilic solvation
is clearly displayed in the heterolysis of adamantyl
substrates, where rearside nucleophilic solvation is im-
possible, but more weakly for substrates, where such
solvation is only hindered. The significance of the ne-
gative effect of nucleophilic solvation increases with
the diminution of the electronegativity of the atom bear-
ing a negative charge (O<Cl<Br< I), i.e. with the
lowering of electrophilic solvent assistance which masks
this effect. A negative effect of nucleophilic solvation
is displayed best with the use of Eqn (5) and worst
with the use of Eqn (4). This is caused by the com-
plexity of the parameter �*, which reflects both the
polarity and polarizability of a solvent, as solvent polar-
izability is able to either increase or decrease the reaction
rate.


The heterolysis rates of tertiary substrates in protic
solvents decrease, except in a few cases, with the increase
in solvent nucleophilicity. For example, for tosylate 13,
solvolysis in seven solvents [1–4, H2O, (CF3)2CHOH,
CF3CH2OH] we obtained


logk13 ¼ �2:87 � 15:4f ðnÞ � 0:728Bþ 0:000699�2;


R ¼ 0:998;N ¼ 7


On omitting B, R¼ 0.891, and on omitting f(n),
R¼ 0.64.


t-BuCl solvolysis data in 19 solvents [1–10, H2O,
(CF3)2CHOH, CF3CH2OH, HCO2H, HexOH, OctOH,
HCONH2, PhOH, i-BuOH] result in


logk1 ¼ �12:6 þ 0:0364ET � 1:14Bþ 0:0175�2;


R ¼ 0:972;N ¼ 19


On omitting B, R¼ 0.936.
For chloride 8, solvolysis in 12 solvents (1–6, 8–10,


CF3CH2OH, HexOH, i-BuOH) gave


logk8 ¼ �4:20 þ 13:9f ð"Þ � 12:4f ðnÞ � 1:78B;


R ¼ 0:978;N ¼ 12


On omitting B, R= 0.810, and on omitting f(n), R¼ 0.960.
For bromide 9, solvolysis in 10 solvents (1, 2, 4–6,


8–10, i-BuOH, HexOH) gave


logk9 ¼ �2:33 þ 1:20�� 3:82�; R ¼ 0:953;N ¼ 10


On omitting �, R¼ 0.788.
The negative effect of nucleophilic solvation can al-


ways be identified if kinetic data in an approximately
equal number of protic and aprotic solvents are consid-
ered. For example, for chloride 15 heterolysis in eight
protic (5–10, i-BuOH, HexOH) and eight aprotic (11, 12,
14–17, 21, 1,1,2,2-tetrachloroethane) solvents gave


logk15 ¼ �4:53 þ 1:93E � 7:99f ðnÞ � 0:0340B


þ 0:00187�2; R ¼ 0:963;N ¼ 16


On omitting B, R¼ 0.936, and on omitting f ðnÞ; R ¼ 0:902.
In some cases, a negative effect of nucleophilic solva-


tion on the heterolyses of substrates, where rearside
nucleophilic solvation is impossible, is displayed even
when a wide set of aprotic solvents is chosen for
correlation analysis. For example, for bromide 12 hetero-
lysis in 26 solvents (11–25, 27–33, 35–37, CH2Cl2) the
plot obtained was


logk12 ¼ �2:30 þ 0:107ET � 4:51B; R ¼ 0:950;N ¼ 26


On omitting B, R¼ 0.920.
In a wide set of aprotic solvents (20–30), heterolyses


rates for tertiary substrates usually depend on polarity,
electrophilicity and cohesion, and the nucleophilic effect
is not displayed. When only dipolar aprotic solvents are
used, a negative effect of nucleophilic solvation can be
identified in some cases. For example, for heterolyses of
chlorides 14 and 16 in eight solvents (11–13, 15, 18, 19,
MeNO2, DMFA for 14 and 11–14, 16–18, 20 for 16) the
following were obtained:


logk14 ¼ �15:8 þ 0:0476ET � 0:186Bþ 0:00282�2;


R ¼ 0:969; N ¼ 8
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On omitting B, R¼ 0.940.


logk16 ¼ �6:86 þ 0:00394�2 � 4:26f ðnÞ;
R ¼ 0:977; N ¼ 8


On omitting f ðnÞ; R ¼ 0:914.
Heterolysis rates of secondary substrates do not depend


on solvent nucleophilicity in either aprotic or protic
solvents. One can explain the independence of the reac-
tion rate of solvent nucleophilicity when we assume that
the initial state (covalent substrate) undergoes nucle-
ophilic solvation and that this solvation does not change
when a transition state is formed. An additional nucleo-
philic solvation of the arising carbocation occurs after a
limiting step during SSIP formation. Equilibrium solva-
tion of the transition state occurs71 when the transition
state is reached by one of the solvates of the initial state.
During this period (�10�13 s),72 a solvent does not have
enough time to respond to the occurring changes, because
the time of translational–rotatory relaxation for a solvent
molecule is 10�10–10�11 s.73


The negative effect of nucleophilic solvation can be
explained by the additional nucleophilic solvation of CIP,
which appears before the limiting step of the reaction.5,42


This stabilizes the intermediate and hampers the forma-
tion of the transition state. An especially strong effect is
observed in protic solvents, which is apparently caused
by the formation of hydrogen bonds between the solvent
molecules which perform the nucleophilic solvation of
the carbocation and electrophilic solvation of a nucleofuge.
Owing to such a solvation, a sharp decline of the plot of
logk vs Z (ET) is observed on transition from aprotic to
protic solvents. That is why the reaction rate constants in
protic solvents are a few powers of ten lower than one
could expect from the linear plot in aprotic solvents.


Figure 3 shows the plots of logk vs Z for 2-bromo-2-
methyladamantane and Ph2CHBr.5 For an adamantyl
substrate, the rate of heterolysis decreases as the solvent
nucleophilicity increases, and the plot of logk vs Z is
composed of two linear segments. In protic solvents the
reaction rates are two to three powers of 10 less than
could be calculated from the linear plot of logk vs Z in
aprotic solvents. This rate reduction is the price paid for
nucleophilic solvation. The logk value for t-BuOH and
t-PentOH (N¼ 9 and 10) remains on the plot approxi-
mately half way along between the data for protic and
aprotic solvents. This can be explained by steric hin-
drances appearing with the nucleophilic solvation of the
arising carbocation by tertiary alcohol.


For Ph2CHBr, the rate of heterolysis does not depend
on solvent nucleophilicity and forms a linear plot of logk
vs Z for both groups of protic and aprotic solvents.


It was shown74 that 2-adamantyl-2-tert-butyl p-nitro-
benzoate solvolysis in AcOH at 25 �C runs 2.3� 105


times faster than 2-adamantyl-2-methyl p-nitrobenzoate
solvolysis under the same conditions. This phenomenon


is called the steric acceleration of solvolysis. It can be
explained by the lack of a negative effect of nucleophilic
solvation in a sterically hindered tert-butyl derivative.


The decrease in the reaction rate simultaneously with
an increase in solvent nucleophilicity indicates non-
equilibrium nucleophilic solvation of the transition
state.75 An additional nucleophilic solvation of CIP
results in a different structure of the solvation shells for
initial and transition states, which conflicts with the
conventional theory of a transition state.71,76 Application
of this theory requires one to consider CIP as the initial
state. Then the negative effect of nucleophilic solvation
has a simple explanation—as a result of the initial state’s
stabilization. Additional nucleophilic solvation impedes
ion separation and thus raises the activation barrier of the
reaction.


The subjection of the reaction rate to the parameter of
solvent cohesion energy density is usually explained by
the formation of cavities in a solution, which are required
for the arrangement of reagent molecules, or by the neces-
sity to enlarge the cavities to displace a transition state
more bulky than the initial one.36,77 If such an effect took
place, then the reaction rate would decrease with increase
in the parameter �2, as was observed for the dissolution
of a gas in a liquid,78 but in all cases the reaction rate
increased.5 A cohesion effect can be explained thus:
the greater the solvent self-association energy, the more
difficult it is to pull out a solvent molecule for the nucle-
ophilic solvation of CIP.5,42 The energy of such a solva-
tion has to increase with increase in solvent polarizability,
therefore a polarizability parameter often appears in a
correlation equation having a negative sign. However, the
greater the polarizability and solvent cohesion, the more
intense is the transition state solvation, especially in
aprotic solvents.


The decrease of the reaction rate when solvent polariz-
ability increases is reliable evidence of the negative effect
of nucleophilic solvation, whereas interpretation of the
positive effect of solvent cohesion is not always explicit.


A specific feature of adamantyl substrates due to the lack
of rearside nucleophilic solvation of the covalent sub-
strate is that the negative effect of nucleophilic solvation
in the heterolysis of these compounds is displayed more
intensely than in the heterolysis of tert-alkyl compounds,
where this solvation is only hindered. Abboud and co-
workers showed41,79 that the relative solvolysis rates of
bridgehead derivatives in 80% aqueous ethanol correlated
well with the relative stabilities of corresponding carbo-
cations in the gas phase, whereas solvolysis rates of tert-
alkyl derivatives deviated from this plot. They explained
such deviations by nucleophilic solvent assistance in the
solvolysis of tert-alkyl substrates, referring to the fact
that the less is the steric hindrance for a rearside nucleo-
philic attack, the greater are the deviations from a ‘bridge-
head plot’. These plots indicate differences between the
solvation effects of bridgehead and tert-alkyl substrates,
but tell nothing about the nature of this phenomenon.
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To explain these differences somehow, the myth about
nucleophilic solvent assistance is used. In fact, the dif-
ference is caused by a significantly greater distinction in
the nucleophilic solvation of covalent substrates and
CIP for the heterolyses of adamantyl substrates than for
the heterolyses of tert-alkyl substrates. Therefore, the
prepotent negative effect of nucleophilic solvation has a
place in the heterolysis of adamantyl substrates.


One can find other data in the literature that show that
nucleophilic solvation can decrease the rates of SN1 and
E1 reactions. The use of the two-parameter Grunwald–
Winstein equation for the analysis of solvolytic reactions
of tertiary substrates has not once led to the identification
of a negative effect of nucleophilic solvation.39,51,56 The
necessary inferences, however, were not made.


Anteunis and Peeters80 studied in detail the dehydro-
bromination kinetics of 2-bromo-2-methylpentane in
DMFA (E1 reaction) by diverse methods and concluded
that nucleophilic solvation of CIP led to impasse equili-
brium, that essentially brought down the reaction rate.


Graphical analysis of the plot of logk values of p-
methoxyneophyl tosylate (13) solvolysis vs values of
donor and acceptor numbers of solvents and comparison
of �Hz and �Sz values in different solvents led Ulrich44


to the conclusion that the nucleophilic solvation of a sub-
strate’s ion pair hindered elimination of a nucleofuge by
the SN1 mechanism. It has already been shown that the
negative effect of nucleophilic solvation in the solvolysis
of this substrate has been identified with the help of the
Grunwald–Winstein equation56 and also with the help of
the Kamlet–Taft equation64 and Eqn (5). Hence this effect
has been shown for one substrate by three different
methods.


Recently, Gajewski43 carried out correlation analysis
of solvation effects for t-BuCl and 1-AdCl solvolyses in
seven solvents [1–3, H2O, (CF3)2CHOH, CF3CH2OH,
HCO2H] and showed that solvent nucleophilicity de-
creased the reaction rates. He explained this effect by the
stabilization of the initial state of the substrates, espe-
cially in water. However, we find a negative effect of
nucleophilic solvation in anhydrous media and even in
aprotic solvents.


Hence solvent nucleophilicity does not affect the rate
of unimolecular heterolysis or decreases it. A lack of
nucleophilic solvent assistance in unimolecular hetero-
lyses reactions shows that SSIP forms after the limiting
step of the reaction and numerous examples of the nega-
tive effect of nucleophilic solvation indicate that CIP
forms before the limiting step of the reaction. This has to
be reflected in the reaction mechanism.


MECHANISM OF COVALENT
BOND HETEROLYSIS


The study of the nature of solvation effects5 and salt
effects6,7 in unimolecular heterolysis reactions by the


verdazyl method led to the conclusion that the conversion
of CIP to SSIP must occur in a two-step process: first ions
in CIP separate, then a solvent molecule enters into the
interionic space.60,81 A solvent appears to be a discrete
medium and ions of CIP have to separate up to the moment
when interionic space will be large enough for placing a
solvent molecule.82 t-BuCl hydrolysis was modeled by
the Monte Carlo method. It was shown83 that the nucleo-
philic attack on CIP started only when the ions separated
to a distance of �5 Å.


A cavity structure of a liquid76,84 helps to display this
process more distinctly. The volume of an organic solvent
in the liquid phase is �10% larger than in the solid phase.
Such a difference in volume is caused by the cavities
which arise in a liquid as a result of density fluctuations
(the distance between molecules in liquid and solid phases
is equal). The diffusion process in a liquid can occur only
with the participation of a cavity. Therefore, the process
of ion separation in CIP has to be considered as an
interaction between this intermediate and a cavity. Such
consideration led to speculation about the formation of
another ion pair under heterolysis: a spatially separated
or cavity-separated ion pair (CSIP).4,5,81 Guttman and
Resch consider85 that with consideration of chemical
processes it is necessary to take into account not only
the interactions of cavities with reagents, but also inter-
actions of cavities with each other.


The lack of an effect of nucleophilic solvent assistance
in reactions of unimolecular heterolysis and the presence
of the negative effect of nucleophilic solvation conform
with the intermediate formation of CSIP in the progress
of the conversion of CIP to SSIP and show that CSIP
formation must be the rate-limiting step of the unimole-
cular heterolysis process.


The concept of CSIP formation agrees well with results
of quantum chemical analysis of ion separation in a liquid.
Two independent groups86,87 drew the conclusion that
there had to be an intermediate between CIP and SSIP on
a reaction coordinate, which was called ‘a contact ion
pair, which begins to split’.


Studies of the effects of ammonium salts and salts of
alkali metals on the heterolysis rates of different sub-
strates in aprotic solvents by the verdazyl method have
shown that interpretation of the observed salt effects must
take into account the intermediate formation of three ion
pairs: CIP, CSIP and SSIP.6,7 The linear increase in the
reaction rate with increase in salt concentration is caused
by the salt action on a covalent substrate (normal salt
effect), whereas if salt interacts with CIP, reaction at first
accelerates abruptly, but then this acceleration slows and
stops, when dk/d[salt]¼ 0 (special salt effect). If a salt’s
species react with SSIP or with CSIP, the reaction rate
abruptly diminishes, then the rate of diminution slows
down reaches dk/d[salt]¼ 0 (negative special salt effect).
If a salt affects SSIP then the reaction rate depends on the
Vd concentration, but if a salt reacts with CSIP such a
dependence is absent. In the case when an anion is the


832 G. F. DVORKO, E. A. PONOMAREVA AND M. E. PONOMAREV


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 825–836







salt’s acting species, the object of such an action is postu-
lated by the HSAB principle. The softest base ClO4


�


interacts with a covalent substrate, the anion Br� interacts
with CIP and Cl� interacts with CSIP or SSIP.6,88,89


The lifespan of CSIP is close, apparently, to the transla-
tional–rotatory relaxation period of a dipole in a liquid
phase (10�10–10�11 s).73 This time is sufficient for CSIP
to exist as an intermediate species.


Hence the reaction of unimolecular heterolysis runs
through the consecutive formation of three ion pairs: CIP,
CSIP and SSIP (Scheme 3).


Free carbocation does not form, except in a few cases.47


The common ion salt effect, subjected to the mass action
law, with the help of which free carbocation is usually
identified as an intermediate spieces,1 is caused by salt
action on SSIP, not on carbenium ion.7


In the first step of heterolysis, CIP is formed in an equi-
librium process and the equilibrium is strongly shifted to
a covalent substrate.3,90 In the second, rate-limiting, step,
CIP interacts with a solvent cavity. CSIP is formed and
quickly converts into SSIP. The latter ion pair forms, also
quickly, the reaction products. The second reaction step
is, apparently, also the equilibrium step; however, the equi-
librium is substantially shifted towards CSIP, and there-
fore the step of the external return of an ion pair is negligible.


The rate of CIP to CSIP conversion is, apparently, close
to the diffusion rate (�5� 109


M
�1 s�1).91 Data concern-


ing the dynamics of ion pair conversions were studied by
the method of picosecond UV spectroscopy. These data
agree with the latter assumption and show that this
process can limit the rate of heterolysis.92,93 One of the
causes is a low CIP concentration. It was shown for
Ph2CHBr heterolysis in MeCN94 that even when the CIP
dissociation rate constant exceeds the rate of its forma-
tion by nine powers of 10, the rate of the former step can
still limit the total reaction rate.


If the rate of heterolysis reaction depends on the inter-
action between CIP and a solvent cavity, it must also
depend on the probability of cavity formation in a solution
and, therefore, on solvent cohesion. One would suppose
that a decrease in a solvent’s cohesion energy would


accelerate the reaction. However, the solvents’ cohesion
decreases in parallel with the diminution of solvent
polarity. Furthermore, the lower the cohesion, the greater
is the negative effect of nucleophilic solvation. This
impedes interpretation of the cohesion effect on the
reaction rate. However, one can follow how processes
of destruction and consolidation of a solvent structure,
which are closely associated with the process of cavity
formation, affect the reaction rates. It is known95 that
ultrasound destroys a solvent structure. This results in
acceleration of t-BuCl hydrolysis.96 Small additions of
non-polar aprotic solvents affect the hydrolysis rate like-
wise.97 On the other hand, when a liquid’s structure is
reinforced, the probability of cavity formation diminishes
and the rate of heterolysis decreases. For instance, the
rate of PhCH2Cl hydrolysis has a minimal value under
4 �C98 that corresponds to the maximum of the water
density. The rate of t-BuCl solvolysis also has a minimum
value in a binary solvent, (CF3)2CHOH–H2O. This mini-
mum corresponds to the most well-ordered solvent struc-
ture of hexafluoro-2-propanol dihydrate.99


The concept of the intermediate formation of CSIP in
heterolysis reactions explains the F1 reaction mechanism
for both neutral and charged nucleofuges.100 When the
solvolysis kinetics were studied for benzylazoxy tosylate
(F1 reaction) and benzyl tosylate (SN1 reaction), it was
shown that a common intermediate existed for these
substrates,101 but the structure of this intermediate re-
mained incomprehensible. CSIP can be such an inter-
mediate, then it converts into SSIP and CIP (Scheme 4).


Hence the interpretation of the mechanisms of unim-
olecular heterolysis reactions requires the intermediate
formation of CSIP to be taken into account.


Analysis of the data concerning the heterolyses of two
tertiary alicyclic compounds can illustrate the effec-
tiveness of a new mechanistic scheme for heterolysis.
Figure 4 and Table 2 show the effect of the ionizing
power of an aprotic solvent on the heterolyses rates of
chloride 10 and bromide 11.102 In polar solvents the
heterolysis rate for bromide is two powers of 10 greater
than for chloride. The reason is that the ionizing solvent


Scheme 3


Scheme 4
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power affects bromide about twice as strongly as chlor-
ide. This is caused by a greater susceptibility of the easily
polarizing C—Br bond to dipolar solvation. If the ioniz-
ing power of a solvent decreases, the ratio of heterolysis
rates for bromide 11 and chloride 10 decreases. In cyclo-
hexane they differ only slightly.103


Application of Eqn (3) shows that the heterolysis rate
of bromide 11 is affected by solvent polarity 3.9 times
more and by electrophilicity 1.6 times more than the rate
for chloride 10:


logk10 ¼ �11:0 þ 2:07f ð"Þ þ 0:0345E þ 0:00210�2;


R ¼ 0:954; N ¼ 20


logk11 ¼ �12:1 þ 8:08f ð"Þ þ 0:0541E þ 0:00215�2;


R ¼ 0:964; N ¼ 20


The difference between the effects of solvent polarity
and electrophilicity on the heterolyses rates of 10 and 11
can explain why the rates ratio decreases so sharply in the
solvents considered. A comparison of activation para-
meters (�Hz


10¼ 157 kJ mol�1, �Sz10¼ 92 J mol�1K�1;
�Hz


11¼ 103 kJ mol�1, �Sz11¼�81 J mol�1K�1) evinces
a mechanistic cause of the close activity of these com-
pounds in cyclohexane. In bromide heterolysis a solvation
of the transition state takes place, �Sz < 0, in contrast
to the desolvation process in chloride heterolysis, when
�Sz > 0.


The formation of a transition state occurs when CIP
interacts with a solvent cavity. The probability of CSIP
formation depends on the lifespan of CIP and on its
solvate size. As bromide is easily solvated by aprotic
solvents, the reaction in this case passed through an
additional solvation of CIP and an increase in its lifespan.
Chloride is weakly solvated by aprotic solvents and in
this case the reaction passed through a desolvation of
CIP and a diminution of its solvate size. An increase in
temperature promotes desolvation and hampers solva-
tion; as a result, at 50 �C chloride is about two times more
active than bromide, whereas at 25 �C bromide is about
two times more active than chloride.


Hence the concept that the heterolysis rate is limited
by CIP interaction with a solvent cavity allows one to
rationalize the nucleophilic solvent effect and to promote
further elaboration of the Ingold–Winstein mechanism.
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Table 2. Effect of an aprotic solvent on the heterolyses
rates of 1-chloro-1-methylcyclohexane (10) and 1-bromo-
1-methylcyclohexane (11) at 25 �C


�Logk (k in s�1)


No. Solvent 10 11


11 Propylene carbonate 7.69 5.72
12 Acetonitrile 7.98 6.01
13 1,2-Dichloroethane 8.74 6.65
14 Sulfolane 7.61 5.35
15 �-Butyrolactone 8.22 6.00
16 Benzonitrile 9.14 6.66
17 Nitrobenzene 8.60 7.12
18 Acetone 9.11 6.79
19 PhCOMe 9.23 6.96
20 Cyclohexanone 9.00 7.37
22 o-Dichlorobenzene 9.27 8.12
23 Chlorobenzene 9.14 8.30
24 Iodobenzene 9.19 7.53
25 Bromobenzene 9.35 8.21
29 Benzene 9.58 8.94
30 Toluene 9.60 9.45
31 o-Xylene 9.82 9.13
32 p-Xylene 9.72 9.17
33 Cyclohexane 9.88 9.56
39 Diethyl ether 9.73 9.24


Figure 4. Effect of the ionizing power of a solvent, ET, on
the heterolyses rates of 1-bromo-1-methylcyclohexane and
1-chloro-1-methylcyclohexane. Numbering of solvents as in
caption to Fig. 3; 39, Et2O
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ABSTRACT: Twelve sodium salts of N-chloroarylsulphonamides were employed as oxidants for studying the kinetics
of oxidation of two acidic amino acids (aspartic and glutamic acid) and their monoamides (aspargine and glutamine)
in aqueous acidic medium under various conditions, to see how the oxidative strength of these reagents vary with
substitution. The sodium salts of N-chloroarylsulphonamides employed are of the general formulae i-X-C6H4SO2-


NaNCl�xH2O (where i-X¼ 4-C2H5, 4-F, 4-Cl or 4-Br) and i-X-j-Y-C6H3SO2NaNCl�xH2O [where i-X-j-Y¼ 2,3-
(CH3)2, 2,4-(CH3)2, 2,5-(CH3)2, 2-CH3-4-Cl, 2,4-Cl2 and 3,4-Cl2]. The reactions show second-order kinetics in
[oxidant], fractional order in [amino acid] and an inverse dependence on [Hþ]. Addition of the reduced product of the
oxidants or variation in ionic strength of the medium has no significant effect on the rates of oxidations. Mechanisms
in conformity with the observed kinetics are discussed. The effective oxidizing species of the oxidants is Clþ in
different forms. The oxidizing strengths of N-chloroarylsulphonamides depend on the ease with which Clþ is released
from them. The study reveals that the introduction of electron-withdrawing groups such as halides to the benzene ring
eases the release of Clþ from the reagent and hence increases the oxidizing strengths of the N-chloroarylsulphona-
mides. The effect of substituents on Ea of the reactions was analysed by optimising Ea with reference to logA, and
logA with reference to Ea of the parent oxidant. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: N-chloroarylsulphonamides; amino acids; kinetics of oxidation; substituent effect


INTRODUCTION


Many arylsulphonamides and their N-halo compounds
are of fundamental chemical interest owing to their
diverse physical, chemical and biological properties.1–9


They also exhibit fungicidal and herbicidal activities,
due to their oxidizing action in aqueous, partially aqueous
and non-aqueous media. N-Haloarylsulphonamides act
as sources of halonium cations, hypohalite species and
N-anions which behave both as bases and nucleophiles.
Although the various aspects of the prominent members
of this class of reagents, namely N-chlorobenzenesulpho-
namide (NCBS) and N-chloro-4-methylbenzene-sulpho-
namide (NC4MBS) have been studied, there have been
no efforts to alter the electron environment around the
sulphonamide group to obtain Clþ released either at ease
or with difficulty, as the ease with which Clþ is released
from the reagent decides the oxidizing strength of the
oxidant. This in turn depends on the electron density on
the nitrogen atom of the sulphonamide group, which may
be altered by making appropriate substitutions in the


benzene ring. Thus, N-chloroarylsulphonamides of re-
quired oxidizing capacity may be produced by altering
the electron density on the nitrogen atom of the sulpho-
namide group to obtain Clþ released either at ease or with
difficulty. Hence, in an effort to introduce N-chloroar-
ylsulphonamides of different oxidizing strengths, we have
recently prepared and characterized several mono- and
disubstituted N-chlorobenzenesulphonamides (NCSBS)10,11


of the general formulae i-X-C6H4SO2NaNCl�xH2O
[where i-X¼ 4-H (NCBS), 4-CH3 (NC4MBS), 4-C2H5


(NC4EBS), 4-F (NC4FBS), 4-Cl (NC4CBS) or 4-Br
(NC4BBS)] and i-X-j-Y-C6H3SO2NaNCl�xH2O [where
i - X - j - Y ¼ 2,3-(CH3)2 (NC23DMBS), 2,4 - (CH3)2


(NC24DMBS), 2,5-(CH3)2 (NC25DMBS), 2-CH3-4-Cl
(NC2M4CBS), 2,4-Cl2(NC24DCBS) and 3,4-Cl2
(NC34DCBS)]. Here we employed these 12 reagents as
oxidants for studying the kinetics of oxidation of two
acidic amino acids (AA), aspartic acid (Asp) and gluta-
mic acid (Glu), and their monoamides, aspargine (Asn)
and glutamine (Gln), in aqueous acidic medium. Although
studies with two of the reagents have been partly re-
ported, the kinetics of oxidation of all four amino acids
by these oxidants were also carried out under identical
conditions and are included in the paper for comparison
and completeness of the work.
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RESULTS AND DISCUSSION


Kinetic measurements


The kinetic studies were carried out in glass-stoppered
Pyrex boiling tubes under pseudo-second-order condi-
tions with [amino acid] � [NCSBS] (by 5–50-fold). The
reactions were initiated by the rapid addition of known
amounts of oxidant solution (0.0005–0.004 mol dm�3),
pre-equilibrated at a desired temperature, to mixtures
containing the required amounts of amino acid (0.005–
0.04 mol dm�3), perchloric acid (0.01–0.10 mol dm�3),
sodium nitrate and water in the boiling tube, thermostated
at the same temperature. The progress of the reactions
was monitored for at least two half-lives by the iodimetric
determination of unreacted oxidant at regular intervals of
time. The pseudo-second-order rate constants (kobs) were
calculated by graphical methods and the values were
reproducible to within �3% error.


The kinetic data on the oxidations of Asp, Glu, Asn and
Gln by NCBS, NC4MBS, NC4EBS, NC4FBS, NC4CBS,
NC4BBS, NC23DMBS, NC24DMBS, NC25DMBS,
NC2M4CBS, NC24DCBS and NC34DCBS in aqueous
perchloric acid medium under various conditions of
[NCSBS], [AA], [HClO4] and solution composition of
the medium are shown in Tables 1–9 and Figs 1and 2.


Effect of varying [oxidant]0


At constant [AA]0 (5–50-fold excess over [oxidant]0) and
[Hþ ], the second-order plots of 1/[oxidant] versus time


were linear up to 70% completion of the reactions. The
pseudo-second-order rate constants calculated from the
plots remained unaffected by the changes in [oxidant]0


(Tables 1–8), establishing a second-order dependence of
the rate on [NCSBS]0.


Effect of varying [AA]0


At constant [NCSBS]0 and [Hþ], the rates increased with
increase in [AA] with fractional order dependences in
[AA] for all the oxidations (Tables 1–9). The plots of kobs


versus [AA] were linear with finite intercepts on the
ordinates (Figs 1 and 2), indicating the operation of a
two-pathway mechanism for the oxidations.


Effect of varying [Hþ]


The rates decreased with increase in [Hþ], at fixed
[NCSBS]0 and [AA]0, with varying inverse order depen-
dences in [Hþ] (Tables 1–9).


Effect of varying ionic strength and other
parameters of the medium


Variation in either the ionic strength of the medium or
addition of the substituted benzenesulphonamides (SBSA),
the reduced products of the oxidants, to the reaction
mixtures had no significant effect on the rates of


Table 1. Pseudo-second-order rate constants (kobs) for the oxidation of aspartic acid (Asp) by the sodium salts of p-substituted
N-chlorobenzenesulphonamides (NCSBS) in aqueous perchloric acid at 303K(I¼ 0.30mol dm�3)


10 kobs (dm3 mol�1 s�1) for 4-X-C6H4SO2NaNCl, where X¼
103[NCSBS]0 102[Asp]0 102[HClO4]
(mol dm�3) (mol dm�3) (mol dm�3) H CH3 C2H5 F Cl Br


Effect of varying [NCSBS]0


0.5 2.0 3.0 2.9 2.8 2.9 4.8 6.8 8.5
1.0 2.0 3.0 2.7 2.7 2.9 4.6 6.7 8.4
2.0 2.0 3.0 2.7 2.6 2.7 4.6 6.7 8.4
4.0 2.0 3.0 2.6 2.5 2.7 4.5 6.6 8.3
1.0a 2.0 3.0 2.6 2.6 2.8 4.5 6.5 8.3
1.0b 2.0 3.0 2.8 2.8 3.2 4.8 6.8 8.6


Effect of varying [Asp]0


1.0 0.5 3.0 1.8 1.8 1.8 3.3 4.1 5.2
1.0 1.0 3.0 2.2 2.0 2.2 4.0 5.4 7.8
1.0 2.0 3.0 2.7 2.7 2.9 4.6 6.7 9.7
1.0 3.0 3.0 3.3 3.4 3.7 6.7 7.6 14.2


Effect of varying [HClO4]
1.0 2.0 1.0 7.0 9.2 9.7 19.2 28.9 20.8
1.0 2.0 2.0 4.0 4.3 5.0 8.4 13.4 16.6
1.0 2.0 3.0 2.7 2.7 2.9 4.7 6.6 9.0
1.0 2.0 5.0 1.4 1.5 1.7 3.0 4.1 7.6
1.0 2.0 10.0 0.6 0.9 0.8 1.6 2.0 3.4


a I¼ 0.10 mol dm�3.
b I¼ 0.50 mol dm�3.
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oxidations (Tables 1–8). The rates were measured at
different temperatures with varying [AA]. The coeffi-
cients of the rate-limiting steps of the considered me-
chanisms were calculated at each temperature as
described later. Activation parameters corresponding to
these constants were also computed.


Sodium salts of N-chlorobenzenesulphonamide and
its substituted compounds (NCSBS) are fairly strong


electrolytes in aqueous solution and they furnish different
reactive species depending on the pH of the medium.1–9


The possible oxidizing species in acidic solutions of
NCSBS are ArSO2NCl�, ArSO2NHCl, HOCl and Ar-
SO2NCl2 at low [Hþ] and ArSO2NH2Clþ and H2OClþ at
high [Hþ], where Ar¼ 4-XC6H4 (X¼H, CH3, C2H5, F,
Cl or Br) and i-X-j-Y-C6H3 [i-X-j-Y¼ 2,3-(CH3)2, 2,4-
(CH3)2, 2,5-(CH3)2, 2-CH3-4-Cl, 2,4-Cl2 and 3,4-Cl2].


Table 2. Pseudo-second-order rate constants (kobs) for the oxidation of aspartic acid (Asp) by the sodium salts of disubstituted
N-chlorobenzenesulphonamides (NCSBS) in aqueous perchloric acid at 303K (I¼ 0.30mol dm�3)


10 kobs (dm3 mol�1 s�1) for i-X-j-Y-C6H3SO2NaNCl, where i-X-j-Y¼
103[NCSBS]0 102[Asp]0 102[HClO4]
(mol dm�3) (mol dm�3) (mol dm�3) 2,3-(CH3)2 2,4-(CH3)2 2,5-(CH3)2 2-CH3-4-Cl 2,4-Cl2 3,4-Cl2


Effect of varying [NCSBS]0


0.5 2.0 3.0 4.0 4.4 6.4 14.0 20.6 19.8
1.0 2.0 3.0 2.7 3.7 6.0 13.7 20.1 19.3
2.0 2.0 3.0 2.4 3.5 5.7 13.4 19.6 19.2
4.0 2.0 3.0 2.2 3.3 5.6 13.3 19.5 19.0
1.0a 2.0 3.0 2.6 3.3 5.9 13.5 19.5 19.0
1.0b 2.0 3.0 3.0 3.9 6.2 13.9 20.6 19.7


Effect of varying[Asp]0


1.0 0.5 3.0 2.1 2.5 3.0 8.6 11.1 13.3
1.0 1.0 3.0 2.4 2.9 3.7 9.9 13.3 16.4
1.0 2.0 3.0 2.7 3.7 6.0 13.7 20.1 19.3
1.0 4.0 3.0 4.4 5.0 7.5 16.4 27.2 25.1


Effect of varying [HClO4]
1.0 2.0 1.0 5.7 9.5 13.8 28.5 42.2 31.8
1.0 2.0 1.0 4.3 6.2 9.2 16.6 30.8 24.0
1.0 2.0 2.0 2.7 3.7 6.0 13.7 20.1 19.3
1.0 2.0 3.0 1.7 2.7 4.0 6.9 15.5 12.0
1.0 2.0 5.0 1.2 2.0 2.7 4.1 11.4 6.9


a I¼ 0.10 mol dm�3.
b I¼ 0.50 mol dm�3.


Table 3. Pseudo-second-order rate constants (kobs) for the oxidation of glutamic acid (Glu) by the sodium salts of p-substituted
N-chlorobenzenesulphonamides (NCSBS) in aqueous perchloric acid at 303K (I¼ 0.30mol dm�3)


10 kobs (dm3 mol�1 s�1) for 4-X-C6H4SO2NaNCl, where X¼
103[NCSBS]0 102[Glu]0 102[HClO4]
(mol dm�3) (mol dm�3) (mol dm�3) H CH3 C2H5 F Cl Br


Effect of varying [NCSBS]0


0.5 2.0 3.0 2.7 3.0 2.5 3.6 4.2 8.0
1.0 2.0 3.0 2.4 2.7 2.4 3.5 4.0 7.9
2.0 2.0 3.0 2.2 2.4 2.4 3.5 4.0 7.9
4.0 2.0 3.0 2.0 2.3 2.3 3.4 4.0 7.8
1.0a 2.0 3.0 2.3 2.7 2.5 3.3 3.8 7.8
1.0b 2.0 3.0 2.5 3.2 2.7 3.6 4.2 8.3


Effect of varying [Glu]0


1.0 0.5 3.0 1.7 2.3 1.3 2.3 2.9 6.6
1.0 1.0 3.0 2.0 2.5 1.9 2.7 3.4 7.4
1.0 2.0 3.0 2.4 2.7 2.4 3.5 4.0 7.9
1.0 3.0 3.0 2.9 3.9 2.8 4.5 5.0 9.3


Effect of varying [HClO4]
1.0 2.0 1.0 7.0 10.7 8.0 11.7 24.0 30.8
1.0 2.0 2.0 3.9 5.1 4.1 7.4 13.4 16.6
1.0 2.0 3.0 2.4 2.7 2.4 3.5 4.0 7.9
1.0 2.0 5.0 1.5 1.7 1.6 2.4 2.4 3.7
1.0 2.0 10.0 0.7 0.9 0.8 1.2 1.5 1.8


a I¼ 0.10 mol dm�3.
b I¼ 0.50 mol dm�3.


850 B. T. GOWDA AND M. SHETTY


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 848–864







Amino acids exist in protonation equilibrium in acidic
solutions as


RCH2CHðNþH3ÞCOOHÐRCH2CHðNþH3ÞCOO�þ Hþ


ðSHþÞ ðSÞ


where R¼CH2COOH (Asp), CH2CH2COOH (Glu),
CH2CONH2 (Asn) and CH2CH2CONH2 (Gln).


The second-order kinetics in [NCSBS], fractional order
in [AA] and higher inverse order dependence of the rate
on [Hþ] and other effects for the oxidation of Asp, Glu,
Asn and Gln by all the N-chloroarylsulphonamides may
be explained by a two-pathway mechanism as shown in
Scheme 1. It is supported by the fact that the direct plots
of rate constants versus [AA] gave better correlations
(Figs 1 and 2) than the double reciprocal plots
(not shown). Further, in acidic aqueous solutions of the


Table 4. Pseudo-second-order rate constants (kobs) for the oxidation of glutamic acid (Glu) by the sodium salts of disubstituted
N-chlorobenzenesulphonamides (NCSBS) in aqueous perchloric acid at 303K (I¼ 0.30mol dm�3)


10 kobs (dm3 mol�1 s�1) for i-X-j-Y-C6H3SO2NaNCl, where i-X-j-Y¼
103[NCSBS]0 102[Glu]0 102[HClO4]
(mol dm�3) (mol dm�3) (mol dm�3) 2,3-(CH3)2 2,4-(CH3)2 2,5-(CH3)2 2-CH3-4-Cl 2,4-Cl2 3,4-Cl2


Effect of varying [NCSBS]0


0.5 2.0 3.0 3.2 4.1 4.9 10.8 17.9 14.3
1.0 2.0 3.0 2.6 3.3 4.7 10.6 17.4 14.2
2.0 2.0 3.0 2.2 3.2 4.3 10.4 17.3 13.9
4.0 2.0 3.0 1.9 2.5 4.2 10.3 17.1 13.6
1.0a 2.0 3.0 2.4 3.1 4.5 10.4 17.1 14.0
1.0b 2.0 3.0 2.8 3.6 4.9 10.9 17.7 14.5


Effect of varying[Glu]0


1.0 0.5 3.0 1.9 2.1 2.7 6.9 12.1 8.7
1.0 1.0 3.0 2.2 2.7 3.1 8.8 13.3 11.7
1.0 2.0 3.0 2.6 3.3 4.7 10.6 17.4 14.2
1.0 4.0 3.0 3.5 4.3 6.3 12.7 22.6 18.5


Effect of varying [HClO4]
1.0 2.0 1.0 5.8 9.4 14.0 21.1 39.4 29.7
1.0 2.0 2.0 3.9 5.9 7.6 15.3 27.2 25.1
1.0 2.0 3.0 2.6 3.3 4.7 10.6 17.4 14.2
1.0 2.0 5.0 1.9 2.5 3.2 4.3 11.7 10.2
1.0 2.0 10.0 1.6 2.0 2.4 2.6 7.0 5.2


a I¼ 0.10 mol dm�3.
b I¼ 0.50 mol dm�3.


Table 5. Pseudo-second-order rate constants (kobs) for the oxidation of aspargine (Asn) by the sodium salts of p-substituted
N-chlorobenzenesulphonamides (NCSBS) in aqueous perchloric acid at 303K (I¼ 0.30mol dm�3)


10 kobs (dm3 mol�1 s�1) for 4-X-C6H4SO2NaNCl, where X¼
103[NCSBS]0 102[Asn]0 102[HClO4]
(mol dm�3) (mol dm�3) (mol dm�3) H CH3 C2H5 F Cl Br


Effect of varying [NCSBS]0


0.5 2.0 3.0 4.8 4.2 4.5 6.3 7.9 12.6
1.0 2.0 3.0 4.3 4.0 4.3 6.2 7.8 12.5
2.0 2.0 3.0 3.9 3.6 4.3 6.2 7.6 12.4
4.0 2.0 3.0 3.7 3.3 4.1 6.2 7.6 12.4
1.0a 2.0 3.0 4.2 3.4 4.1 6.1 7.6 12.4
1.0b 2.0 3.0 4.5 4.0 4.5 6.4 7.9 12.8


Effect of varying[Asn]0


1.0 0.5 3.0 2.5 2.3 2.5 4.0 5.8 9.2
1.0 1.0 3.0 3.2 2.9 3.1 4.7 6.3 10.4
1.0 2.0 3.0 4.3 4.0 4.3 6.2 7.8 12.5
1.0 4.0 3.0 6.8 5.3 6.9 8.4 10.5 15.8


Effect of varying [HClO4]
1.0 2.0 1.0 14.7 8.2 11.4 11.5 13.3 24.0
1.0 2.0 2.0 7.0 4.6 6.1 8.9 10.3 16.1
1.0 2.0 3.0 4.3 4.0 4.3 6.2 7.8 12.5
1.0 2.0 5.0 2.6 1.8 2.2 4.9 5.4 10.2
1.0 2.0 10.0 1.8 0.9 0.6 3.4 3.8 5.1


a I¼ 0.10 mol dm�1.
b I¼ 0.50 mol dm�1.
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N-chloroarylsulphonamides, the corresponding N,N-
dichloro compounds are produced, which are insoluble
in water but soluble in organic solvents.


Applying the steady-state approximation to the inter-
mediate Y in path 1, we have


½Y� ¼ k2½ArSO2NH2Clþ�0½S�=
fk�2 þ k3½ArSO2NH2Clþ�0 þ k2½S�g


ð1Þ


where [ArSO2NH2Clþ]¼ [ArSO2NH2Clþ]0� [Y] and
[S]0 � [S]. Since k3 is small and [S]� [ArSO2NH2Clþ]0,
k3[ArSO2NH2Clþ]0 is negligibly small compared
with other terms in the denominator, hence Eqn (1)
becomes


½Y� ¼ k2½ArSO2NH2Clþ�0½S�=ðk�2 þ k2½S�Þ
¼ K2½NCSBS�0½S�=ð1 þ K2½S�Þ


ð2Þ


Table 6. Pseudo-second-order rate constants (kobs) for the oxidation of aspargine (Asn) by the sodium salts of disubstituted
N-chlorobenzenesulphonamides (NCSBS) in aqueous perchloric acid at 303K (I¼ 0.30mol dm�3)


10 kobs (dm3 mol�1 s�1) for i-X-j-Y-C6H3SO2NaNCl, where i-X-j-Y¼
103[NCSBS]0 102[Asn]0 102[HClO4]
(mol dm�3) (mol dm�3) (mol dm�3) 2,3-(CH3)2 2,4-(CH3)2 2,5-(CH3)2 2-CH3 -4Cl 2,4-Cl2 3,4Cl2


Effect of varying [NCSBS]0


0.5 2.0 3.0 4.4 5.1 4.9 7.7 18.5 18.1
1.0 2.0 3.0 3.3 4.0 4.3 7.2 18.4 17.8
2.0 2.0 3.0 3.2 3.5 4.2 7.1 18.1 17.4
4.0 2.0 3.0 3.0 3.2 3.8 6.9 17.9 17.4
1.0a 2.0 3.0 3.0 3.8 4.2 7.1 18.3 17.3
1.0b 2.0 3.0 3.5 4.4 4.5 7.5 18.7 18.4


Effect of varying[Asn]0


1.0 0.5 3.0 2.5 2.5 3.2 4.9 12.4 7.7
1.0 1.0 3.0 2.8 3.2 3.6 5.9 13.7 13.0
1.0 2.0 3.0 3.2 4.0 4.3 7.2 18.4 17.8
1.0 4.0 3.0 3.8 4.8 6.3 8.6 28.2 23.5


Effect of varying [HClO4]
1.0 2.0 1.0 5.8 11.2 12.1 20.4 33.3 31.7
1.0 2.0 2.0 4.4 5.5 7.9 12.2 28.4 22.6
1.0 2.0 3.0 3.2 4.0 4.3 7.2 18.4 17.8
1.0 2.0 5.0 2.1 3.2 2.7 4.1 9.7 12.5
1.0 2.0 10.0 1.4 2.0 1.5 2.7 6.4 6.3


a I¼ 0.10 mol dm�3.
b I¼ 0.50 mol dm�3.


Table 7. Pseudo-second-order rate constants (kobs) for the oxidation of glutamine (Gln) by the sodium salts of p-substituted
N-chlorobenzenesulphonamides (NCSBS) in aqueous perchloric acid at 303K (I¼ 0.30mol dm�3)


10 kobs (dm3 mol�1 s�1) for 4-X-C6H4SO2NaNCl, where X¼
103[NCSBS]0 102[Gln]0 102[HClO4]
(mol dm�3) (mol dm�3) (mol dm�3) H CH3 C2H5 F Cl Br


Effect of varying [NCSBS]0


0.5 2.0 3.0 3.0 2.9 3.4 4.9 7.8 9.3
1.0 2.0 3.0 2.7 2.9 3.1 4.8 7.6 9.2
2.0 2.0 3.0 2.5 2.8 3.1 4.7 7.6 9.2
4.0 2.0 3.0 2.2 2.7 3.0 4.7 7.6 9.2
1.0a 2.0 3.0 2.2 2.8 3.2 4.6 7.5 9.0
1.0b 2.0 3.0 2.8 3.2 3.4 5.0 7.9 9.4


Effect of varying [Gln]0


1.0 0.5 3.0 1.8 2.2 2.0 3.2 5.3 7.1
1.0 1.0 3.0 2.1 2.5 2.4 3.9 6.1 8.4
1.0 2.0 3.0 2.7 2.9 3.1 4.8 7.6 9.2
1.0 4.0 3.0 3.4 5.0 4.5 6.9 9.8 12.0


Effect of varying [HClO4]
1.0 2.0 1.0 8.1 9.7 7.7 20.5 18.7 29.3
1.0 2.0 2.0 4.2 4.7 4.9 10.4 11.1 16.6
1.0 2.0 3.0 2.7 2.9 3.1 4.8 7.6 9.2
1.0 2.0 5.0 1.3 1.6 1.6 2.9 4.3 8.7
1.0 2.0 10.0 0.8 0.7 0.8 1.2 2.1 4.1


a I¼ 0.10 mol dm�3.
b I¼ 0.50 mol dm�3.
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where K2¼ k2/k�2. Then the rate of the reaction going
through path 1 is given by


�d½NCSBS�=dt ¼ k3½NCSBS�½Y�
¼ K2k3½NCSBS�0½NCSBS�½S�=ð1 þ K2½S�Þ


ð3Þ


If it is assumed that [NCSB]0 [NCSBS]� [NCSBS]2,
then the rate law (3) becomes


�d½NCSBS�=dt ¼ K2k3½NCSBS�2½S�=ð1 þ K2½S�Þ ð4Þ


Rearranging Eqn (4), we have


�ðd½NCSBS�=½NCSBS�2Þ=dt ¼ K2k3½S�=ð1 þ K2½S�Þ
ð5Þ


However, the left-hand side of Eqn (5) may be written as


�ðd½NCSBS�=½NCSBS�2Þ=dt ¼ dð1=½NCSBS�Þ=dt ¼ kp1


Hence Eqn (5) becomes


kp1¼ K2k3½S�=ð1 þ K2½S�Þ ð6Þ


We also have


½S� ¼ K1½SHþ�=½Hþ� ð7Þ


Therefore, Eqn (6) takes the form


kp1¼ K1K2k3½SHþ�=ð½Hþ� þ K1K2½SHþ�Þ ð8Þ


If K2 is small, then the rate law (6) will take the form


kp1¼ K2k3½S�¼ K1K2k3½SHþ�=½Hþ� ð9Þ


Table 8. Pseudo-second-order rate constants (kobs) for the oxidation of glutamine (Gln) by the sodium salts of disubstituted
N-chlorobenzenesulphonamides (NCSBS) in aqueous perchloric acid at 303K (I¼ 0.30mol dm�3)


10 kobs (dm3 mol�1 s�1) for i-X-j-Y-C6H3SO2NaNCl, where i-X-j-Y¼
103[NCSBS]0 102[Gln]0 102[HClO4]
(mol dm�3) (mol dm�3) (mol dm�3) 2,3-(CH3)2 2,4-(CH3)2 2,5-(CH3)2 2-CH3-4-Cl 2,4-Cl2 3,4-Cl2


Effect of varying [NCSBS]0


0.5 2.0 3.0 4.6 4.8 5.9 6.8 15.9 14.3
1.0 2.0 3.0 2.8 4.0 4.7 5.4 15.5 13.7
2.0 2.0 3.0 2.5 3.7 4.5 5.3 14.9 13.4
4.0 2.0 3.0 1.9 3.0 4.3 5.0 14.8 13.3
1.0a 2.0 3.0 2.6 3.6 4.6 5.2 15.2 13.3
1.0b 2.0 3.0 3.2 4.2 4.9 5.6 15.8 14.7


Effect of varying [Gln]0


1.0 0.5 3.0 2.0 2.6 3.2 4.2 10.4 7.6
1.0 1.0 3.0 2.3 3.2 3.6 4.6 13.3 9.8
1.0 2.0 3.0 2.8 4.0 4.7 5.4 15.5 13.7
1.0 4.0 3.0 3.8 5.5 6.4 8.2 18.9 20.9


Effect of varying [HClO4]
1.0 2.0 1.0 7.4 10.0 10.6 11.8 28.6 28.3
1.0 2.0 2.0 4.9 6.2 6.9 7.9 21.4 17.1
1.0 2.0 3.0 2.8 4.0 4.7 5.4 15.5 13.7
1.0 2.0 5.0 2.3 2.7 3.0 4.2 9.7 9.5
1.0 2.0 10.0 1.7 1.9 2.2 2.8 6.4 6.1


a I¼ 0.10 mol dm�3.
b I¼ 0.50 mol dm�3.


Table 9. Kinetic data for the oxidation of amino acids (AA)
by the sodium salts of mono- and disubstituted N-chlorobe-
nzenesulphonamides (NCSBS) in aqueous perchloric acid
(the kinetic order in [NCSBS] was 2 in all the oxidations)


Oxidant Order in Asp Glu Asn Gln


NCBS [AA] 0.3 0.3 0.4 0.2
[HClO4] �1.2 �1.0 �1.0 �1.1


NC4MBS [AA] 0.3 0.3 0.4 0.3
[HClO4] �1.1 �1.1 �1.0 �1.1


NC4EBS [AA] 0.3 0.4 0.4 0.3
[HClO4] �1.1 �1.0 �1.1 �1.1


NC4FBS [AA] 0.3 0.3 0.3 0.3
[HClO4] �1.2 �0.9 �0.5 �1.3


NC4CBS [AA] 0.3 0.3 0.2 0.3
[HClO4] �1.2 �1.4 �0.6 �1.0


NC4BBS [AA] 0.4 0.2 0.2 0.2
[HClO4] �0.8 �1.2 �0.6 �0.8


NC23DMBS [AA] 0.3 0.3 0.2 0.3
[HClO4] �1.2 �0.9 �0.8 �0.8


NC24DMBS [AA] 0.4 0.3 0.3 0.3
[HClO4] �0.8 �0.9 �0.8 �0.8


NC25DMBS [AA] 0.5 0.4 0.3 0.3
[HClO4] �1.2 �0.9 �0.9 �1.0


NC2M4CBS [AA] 0.3 0.3 0.3 0.3
[HClO4] �0.9 �1.0 �0.9 �0.8


NC24DCBS [AA] 0.4 0.4 0.3 0.3
[HClO4] �1.0 �1.0 �1.1 �1.0


NC34DCBS [AA] 0.3 0.3 0.6 0.5
[HClO4] �0.9 �0.8 �0.8 �0.8
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Figure 1. Plots of kobs versus [AA]. 103[NCSBS]¼ 33.3[HClO4]¼3.33I¼1.0mol dm�3; temperature¼ 303K. NCSBS: 4-X-
C6H4SO2NaNCl, where X¼H, CH3, C2H5, F, Cl, Br


Figure 2. Plots of kobs versus [AA]. 10
3[NCSBS]¼33.3[HClO4]¼ 3.33I¼ 1.0mol dm�3; temperature¼ 303K. NCSBS: i-X-j-Y-


C6H3SO2NaNCl, where i-X-j-Y¼ 2,3-(CH3)2, 2,4-(CH3)2, 2,5-(CH3)2, 2-CH3-4-Cl, 2,4-Cl2, 3,4-Cl2


854 B. T. GOWDA AND M. SHETTY


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 848–864







The rate law for the reaction in path 2 was deduced in a
similar way:


�ðd½NCSBS�=½NCSBS�2Þ=dt ¼ K4k5=½Hþ�2


or


kp2 ¼ K4k5=½Hþ�2 ð10Þ


The combined rate law for both the pathways is therefore
given by


kobs¼ ðK1K2k3½SHþ�=½Hþ�Þ þ ðK4k5=½Hþ�2Þ ð11Þ


or


kobs ¼ ðk½SHþ�=½Hþ�Þ þ ðk0=½Hþ�2Þ ð12Þ


where k¼K1K2 k3 and k0 ¼K4 k5


Path 1:


SHþ Ð
K1


S þ Hþ ðfastÞ


ðArSO2NH2ClÞþ þ SÐ
k2


k�2


intermediateðYÞ ðfastÞ


Y þ ðArSO2NH2ClÞþ !k3
products ðslowÞ


Path 2:


2ðArSO2NH2ClÞ þ Ð
K4


intermediateðY0Þ þ 2Hþ ðfastÞ


Y0 !k5
ArSO2NCl2 þ ArSO2NH2 ðslowÞ


ArSO2NCl2 þ H3Oþ ! H2OClþ þ ArSO2NHCl ðfastÞ
H2OClþ þ S ! products ðfastÞ
ArSO2NHCl þ Hþ ! ðArSO2NH2ClÞþ ðfastÞ


Scheme 1


Table 10. Calculated constant k for path 1 of the oxidation of amino acids (AA) by the sodium salts of mono- and disubstituted
N-chlorobenzenesulphonamides in aqueous perchloric acid


10 k (dm3 mol�1 s�1) for 4-X-C6H4SO2NaNCl, where X¼


AA Temperature (K) H CH3 C2H5 F Cl Br


Asp 298 1.3 1.8 1.1 1.6 2.4 6.3
303 1.8 2.1 2.2 3.9 4.4 7.5
308 2.2 3.0 3.1 5.3 5.2 9.5
313 3.6 4.1 5.2 6.3 8.4 10.4


Glu 298 1.2 1.4 1.4 1.4 1.6 3.9
303 1.5 1.8 1.9 2.5 2.9 6.0
308 3.1 3.4 3.3 4.7 5.0 9.0
313 3.6 5.1 3.7 5.7 6.2 11.8


Asn 298 1.5 2.3 1.6 3.3 3.3 5.5
303 2.6 2.7 2.2 4.6 5.2 8.0
308 5.2 3.4 3.2 6.7 6.6 12.0
313 6.4 3.9 3.6 8.4 8.2 16.0


Gln 298 1.2 2.0 1.3 2.5 2.1 2.9
303 1.7 2.2 2.1 3.6 4.8 6.9
308 2.4 3.2 2.4 5.7 6.3 8.5
313 3.1 3.6 3.4 7.7 8.4 11.2


10 k (dm3 mol�1 s�1) for i-X-j-Y-C6H3SO2NaNCl, where i-X-j-Y¼


2,3-(CH3)2 2,4-(CH3)2 2,5-(CH3)2 2-CH3-4-Cl 2,4-Cl2 3,4-Cl2


Asp 298 1.7 1.6 1.6 4.5 5.6 8.5
303 2.0 2.3 3.9 7.3 12.5 10.3
308 2.7 4.3 4.3 8.5 21.5 12.2
313 4.2 4.7 5.1 9.2 29.8 18.1


Glu 298 1.3 1.3 2.3 1.9 12.6 4.3
303 1.5 1.8 3.3 4.4 14.6 8.2
308 2.6 3.0 3.9 5.9 17.6 10.2
313 3.5 6.0 5.4 8.4 23.9 15.4


Asn 298 0.9 1.8 1.5 2.3 10.1 7.0
303 1.4 2.3 2.8 3.9 13.8 11.8
308 2.0 4.1 4.6 5.1 16.7 15.5
313 4.4 6.5 6.2 9.8 22.9 20.2


Gln 298 2.0 1.6 1.9 3.1 6.0 6.2
303 2.3 2.4 2.9 4.1 8.9 8.8
308 3.2 4.7 4.6 4.9 10.4 10.2
313 4.4 5.8 6.3 10.3 15.0 11.6
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The plots of kobs versus [AA] were linear with finite
intercepts on the ordinate (Figs 1 and 2), in conformity
with the rate law (12). The constants k and k0 were
calculated from the slopes and intercepts of the plots,
respectively, by inserting the values of [Hþ]. These
constants were used to recalculate the rate constants
from the rate law (12) as [Hþ] was varied. The recalcu-
lated values agreed reasonably well with the experimen-
tal constants (data not shown), testing the validity of the
rate law and providing support for the suggested mechan-
ism. Further, k and k0 were calculated at different tem-
peratures by varying [AA] at each temperature (Tables 10
and 11). The activation parameters corresponding to
these constants were also calculated from the plots of
log k or log k0 versus 1/T and log (k/T) or log (k0/T) versus
1/T (Tables 12–15).


The applicability of the Hammett equation was tested
for the oxidation of all four amino acids by all of the


monosubstituted oxidants. The plots of log ki versus �p


were reasonably linear (Figs 3–6) and the following
relations were found to be valid:


Asp: log k¼�0.551þ 1.270� (r¼ 0.855)


log k0 ¼�3.752þ 1.011� (r¼ 0.947)


Glu: log k¼�0.655þ 1.050� (r¼ 0.784)


log k0 ¼�3.790þ 1.123� (r¼ 0.817)


Asn: log k¼�0.477þ 1.24� (r¼ 0.923)


log k0 ¼�3.670þ 1.607� (r¼ 0.957)


Gln: log k¼�0.561þ 1.282� (r¼ 0.874)


log k0 ¼ � 3.702þ 1.402� (r¼ 0.917)


The constancy of the �Gz values for paths 1 and 2
(Tables 12–15) indicated the operation of similar me-
chanisms in all cases. The formation of more ordered
activated complexes is evident from the negative �Sz


Table 11. Calculated constant k0 for path 2 of the oxidation of amino acids (AA) by the sodium salts of mono- and disubstituted
N-chlorobenzenesulphonamides in aqueous perchloric acid


104 k0 (dm3 mol�1 s�1) for 4-X-C6H4SO2NaNCl, where X¼


AA Temperature (K) H CH3 C2H5 F Cl Br


Asp 298 0.8 0.9 0.8 1.8 2.1 2.5
303 1.4 1.3 1.4 2.2 2.9 3.1
308 1.8 2.3 2.0 3.2 4.4 5.0
313 2.2 2.7 3.1 4.3 5.4 6.0


Glu 298 0.9 0.8 0.7 1.3 1.1 3.6
303 1.3 1.5 1.1 1.6 2.1 4.6
308 1.7 2.1 2.0 2.7 3.0 6.2
313 2.5 2.9 2.7 4.0 4.1 9.0


Asn 298 1.1 0.8 0.7 1.8 2.2 4.7
303 1.7 1.4 1.4 2.7 4.1 6.3
308 2.0 1.9 1.9 4.0 5.4 7.8
313 2.4 2.3 2.6 5.2 7.7 11.5


Gln 298 0.9 0.7 0.9 1.2 2.3 4.1
303 1.4 1.5 1.5 2.2 3.8 5.5
308 2.0 2.2 2.2 4.0 4.4 9.0
313 2.4 3.0 2.8 5.2 5.8 10.6


104 k0 (dm3 mol�1 s�1) for i-X-j-Y-C6H3SO2NaNCl, where i-X-j-Y¼


2,3-(CH3)2 2,4-(CH3)2 2,5-(CH3)2 2-CH3-4-Cl 2,4-Cl2 3,4-Cl2


Asp 298 1.0 1.5 1.7 4.2 7.2 7.2
303 1.5 1.8 2.2 6.2 8.6 8.4
308 2.1 3.0 2.9 9.7 16.3 13.3
313 2.9 3.9 4.6 13.4 22.9 18.4


Glu 298 1.1 1.4 1.6 4.1 3.6 3.6
303 1.4 1.7 2.0 4.4 6.9 6.3
308 2.5 2.3 2.7 5.7 10.2 9.1
313 4.1 3.8 3.2 8.5 15.0 11.7


Asn 298 1.5 1.5 2.1 2.7 4.8 5.1
303 2.0 2.2 2.3 3.8 8.6 7.3
308 3.1 2.7 2.7 6.0 13.2 13.1
313 7.6 4.2 4.0 7.7 16.8 15.6


Gln 298 1.3 1.7 1.8 2.3 5.9 5.9
303 1.5 2.0 2.5 2.7 9.2 6.5
308 1.7 2.5 3.1 3.4 11.3 8.7
313 3.5 3.4 4.0 5.0 14.9 13.4
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values. Further, the enthalpies and entropies of activa-
tions for the oxidations of all the four amino acids by all
the N-chloroarylsulphonamides were correlated. The
plots of �Hz (kJ mol�1) versus �Sz (J K�1 mol�1) corre-
sponding to both k and k0 were linear (Figs 7–10). The
following relations were found to be valid with isokinetic
temperatures of 297 and 273 K (for Asp), 312 and 293 K


(for Glu), 314 and 303 K (for Asn) and 298 and 311 K (for
Gln), respectively, which are more or less in the tem-
perature ranges employed in the present investigations
(298–313 K):


Asp: Path 1: �Hz ¼ 76.17þ 297�Sz (r¼ 0.997)


Path 2: �Hz ¼ 90.81þ 273�Sz (r¼ 0.966)


Table 12. Activation parameters for path 1 of the mechanism for the oxidations of amino acids (AA) by the sodium salts of
p-substituted N-chlorobenzenesulphonamides in aqueous perchloric acid


4-X-C6H4SO2NaNCl, where X¼


AA Parameter H CH3 C2H5 F Cl Br


Asp Ea (kJ mol�1) 51.3 40.4 75.5 62.8 65.6 29.9
Log A 8.1 6.2 12.3 10.5 11.0 5.1
�Hz (kJ mol�1) 48.8 38.4 75.0 61.9 63.4 29.3
�Sz (J K�1 mol�1) �98.4 �130.5 �10.5 �48.5 �42.5 �152.9
�Gz (kJ mol�1) 78.6 78.0 78.1 76.6 76.3 74.9


Glu Ea (kJ mol�1) 47.7 70.6 55.9 84.1 75.1 59.0
Log A 7.4 11.5 8.9 13.9 12.4 9.8
�Hz (kJ mol�1) 46.8 66.2 54.3 82.2 73.5 57.0
�Sz (J K�1 mol�1) �106.3 �40.7 �77.8 þ14.5 �15.8 �58.7
�Gz (kJ mol�1) 79.0 78.5 78.3 77.7 77.4 75.5


Asn Ea (kJ mol�1) 70.1 65.0 47.9 60.0 54.9 57.9
Log A 11.5 10.6 7.5 10.0 9.0 9.9
�Hz (kJ mol�1) 69.0 65.5 46.3 59.6 54.7 55.5
�Sz (J K�1 mol�1) �28.6 �39.0 �89.8 �55.7 �75.7 �63.9
�Gz (kJ mol�1) 78.1 77.5 73.4 76.2 75.6 74.9


Gln Ea (kJ mol�1) 56.6 40.7 49.7 56.6 79.0 79.9
Log A 9.0 6.5 7.9 9.3 13.3 13.7
�Hz (kJ mol�1) 54.3 35.3 49.0 52.0 78.6 78.0
�Sz (J K�1 mol�1) �80.8 �139.2 �96.1 �81.9 þ 8.3 þ 9.4
�Gz (kJ mol�1) 79.0 78.1 78.2 76.9 76.1 75.2


Table 13. Activation parameters for path 1 of the mechanism for the oxidations of amino acids (AA) by the sodium salts of
disubstituted N-chlorobenzenesulphonamides in aqueous perchloric acid


i-X-j-Y-C6H3SO2NaNCl, where i-X-j-Y¼


AA Parameter 2,3-(CH3)2 2,4-(CH3)2 2,5-(CH3)2 2-CH3-4-Cl 2,4-Cl2 3,4-Cl2


Asp Ea (kJ mol�1) 52.8 62.1 81.6 43.6 103.0 48.7
Log A 8.4 10.1 13.6 7.4 17.8 8.4
�Hz (kJ mol�1) 50.9 61.0 78.9 40.7 102.4 44.8
�Sz (J K�1 mol�1) �90.5 �55.8 þ 7.7 �113.2 þ 94.8 �96.8
�Gz (kJ mol�1) 78.3 77.9 76.5 75.0 73.7 74.1


Glu Ea (kJ mol�1) 80.4 70.9 41.4 86.1 36.1 68.0
Log A 13.0 11.5 6.7 14.5 6.4 11.7
�Hz (kJ mol�1) 76.3 67.7 38.4 85.1 35.7 67.4
�Sz (J K�1 mol�1) �9.0 �35.8 �127.5 þ29.1 �124.0 �24.6
�Gz (kJ mol�1) 79.0 78.6 77.0 76.3 73.2 74.8


Asn Ea (kJ mol�1) 78.0 70.6 78.0 73.6 42.2 64.3
Log A 12.6 11.5 12.6 12.1 7.4 11.1
�Hz (kJ mol�1) 77.2 70.5 77.6 71.6 39.4 57.7
�Sz (J K�1 mol�1) �6.6 �24.5 þ 0.6 �16.6 �112.4 �53.4
�Gz (kJ mol�1) 79.2 77.9 77.4 76.6 73.5 73.9


Gln Ea (kJ mol�1) 37.7 80.3 66.9 73.9 48.0 48.2
Log A 5.9 13.2 11.0 12.3 8.1 8.1
�Hz (kJ mol�1) 36.3 79.3 64.8 73.1 47.9 47.9
�Sz (J K�1 mol�1) �137.4 þ4.6 �41.4 �10.9 �87.9 �88.2
�Gz (kJ mol�1) 77.9 77.8 77.3 76.4 74.6 74.7
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Glu: Path 1: �Hz ¼ 77.52þ 312�Sz (r¼ 0.994)


Path 2: �Hz ¼ 94.12þ 293�Sz (r¼ 0.993)


Asn: Path 1: �Hz ¼ 78.00þ 314�Sz (r¼ 0.994)


Path 2: �Hz ¼ 94.78þ 303�Sz (r¼ 0.994)


Gln: Path 1: �Hz ¼ 76.36þ 298�Sz (r¼ 0.996)


Path 2: �Hz ¼ 95.98þ 311�Sz (r¼ 0.996)


CONCLUSION


The effect of substituents in the benzene ring of the
oxidant on the Ea for the oxidation of amino acids was
analysed by optimizing Ea values with reference to logA
of the parent oxidant (NCSBS) according to the equation
Ea¼ 2.303RT (logA� log k). Similarly, logAvalues were


Table 14. Activation parameters for path 2 of the mechanism for the oxidations of amino acids (AA) by the sodium salts of p-
substituted N-chlorobenzenesulphonamides in aqueous perchloric acid


4-X-C6H4SO2NaNCl, where X¼


AA Parameter H CH3 C2H5 F Cl Br


Asp Ea (kJ mol�1) 52.7 54.7 64.7 50.5 47.5 52.5
Log A 5.2 5.5 7.3 5.0 4.7 5.6
�Hz (kJ mol�1) 50.3 48.5 62.5 42.3 43.5 47.9
�Sz (J K�1 mol�1) �153.5 �160.1 �112.5 �175.2 �170.5 �154.5
�Gz (kJ mol�1) 96.7 96.9 96.7 95.5 94.7 94.4


Glu Ea (kJ mol�1) 50.8 64.7 68.2 54.4 73.6 47.2
Log A 4.9 7.3 7.8 5.6 8.9 4.8
�Hz (kJ mol�1) 49.9 58.0 65.1 52.4 73.5 47.1
�Sz (J K�1 mol�1) �154.6 �126.6 �106.6 �144.6 �73.3 �153.5
�Gz (kJ mol�1) 96.8 96.5 97.4 96.2 95.7 93.5


Asn Ea (kJ mol�1) 56.9 53.3 74.8 49.8 71.4 42.6
Log A 6.1 5.4 9.1 5.0 8.9 4.1
�Hz (kJ mol�1) 55.7 51.6 73.0 47.9 67.4 40.0
�Sz (J K�1 mol�1) �134.5 �149.5 �78.2 �155.6 �87.8 �174.4
�Gz (kJ mol�1) 96.2 96.6 96.6 95.0 94.0 92.9


Gln Ea (kJ mol�1) 54.9 89.7 65.7 90.5 54.9 54.1
Log A 5.6 11.7 7.5 11.9 6.1 6.1
�Hz (kJ mol�1) 52.9 84.1 64.9 90.4 53.7 48.9
�Sz (J K�1 mol�1) �145.0 �39.0 �104.0 �16.8 �133.4 �147.0
�Gz (kJ mol�1) 96.7 96.5 96.5 95.5 94.1 93.2


Table 15. Activation parameters for path 2 of the mechanism for the oxidations of amino acids (AA) by the sodium salts of
disubstituted N-chlorobenzenesulphonamides in aqueous perchloric acid


i-X-j-Y-C6H3SO2NaNCl, where i-X-j-Y¼


AA Parameter 2,3-(CH3)2 2,4-(CH3)2 2,5-(CH3)2 2-CH3-4-Cl 2,4-Cl2 3,4-Cl2


Asp Ea (kJ mol�1) 49.2 57.2 54.4 59.5 64.4 49.2
Log A 4.7 6.1 5.7 7.1 8.0 5.4
�Hz (kJ mol�1) 49.1 57.1 52.1 59.4 57.6 47.2
�Sz (J K�1 mol�1) �156.2 �128.2 �143.0 �110.4 �113.7 �148.2
�Gz (kJ mol�1) 96.4 96.0 95.4 92.9 92.0 92.1


Glu Ea (kJ mol�1) 73.5 60.7 32.5 49.3 80.7 71.0
Log A 8.8 6.7 1.9 5.2 10.8 9.1
�Hz (kJ mol�1) 69.8 60.5 31.4 44.7 76.0 70.6
�Sz (J K�1 mol�1) �88.4 �118.1 �212.3 �161.8 �53.8 �73.4
�Gz (kJ mol�1) 96.6 96.3 95.7 93.7 92.1 92.9


Asn Ea (kJ mol�1) 101.0 55.5 61.4 56.9 72.2 63.8
Log A 13.7 5.9 7.0 6.4 9.4 7.9
�Hz (kJ mol�1) 100.9 52.8 56.1 53.6 71.8 59.6
�Sz (J K�1 mol�1) þ17.1 �140.7 �129.8 �133.5 �66.7 �108.1
�Gz (kJ mol�1) 95.7 95.4 95.3 94.0 92.0 92.4


Gln Ea (kJ mol�1) 68.8 40.8 44.0 46.4 51.6 50.1
Log A 8.0 3.3 4.0 4.5 5.9 5.5
�Hz (kJ mol�1) 63.6 40.7 40.5 45.1 49.4 46.5
�Sz (J K�1 mol�1) �108.3 �181.7 �180.3 �164.6 �140.1 �152.6
�Gz (kJ mol�1) 96.4 95.7 95.1 95.0 91.9 92.7
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optimized with reference to Ea of the parent oxidant
through the equation logA¼ log kþEa/2.303RT. The
optimized values are shown in Tables 16 and 17. It is
evident from the data that the the rates of oxidation and
the Ea values are least affected by the introduction of
electron-donating groups into the benzene ring, whereas
the introduction of electron-withdrawing groups such as
halides into the ring increase the rates of oxidation and
lower Ea. Enthalpies of activation have similar trends.
The logA values have the reverse trend. Hence the
study revealed that the introduction of electron-
withdrawing groups such as halides into the benzene


ring eased the release of Clþ from the reagent and hence
increased the oxidizing strengths of the N-chloroarylsul-
phonamides.


EXPERIMENTAL


Materials and methods


Benzenesulphonamide (BSA) and substituted benzenesul-
phonamides (SBSA), namely 4-methylbenzenesulphona-
mide (4MBSA), 4-ethylbenzenesulphonamide (4EBSA),


Figure 3. Plots of log k versus �p and log k0 versus �p for oxidation of Asp by NCSBS. NCSBS: 4-X-C6H4SO2NaNCl, where X¼H,
CH3, C2H5, F, Cl, Br


Figure 4. Plots of log k versus �p and log k0 versus �p for oxidation of Glu by NCSBS. NCSBS: 4-X-C6H4SO2NaNCl, where X¼H,
CH3, C2H5, F, Cl, Br
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4-fluorobenzenesulphonamide (4FBSA), 4-chlorobenze-
nesulphonamide (4CBSA), 4-bromobenzenesulphonamide
(4BBSA) 2,3-dimethylbenzenesulphonamide (23DMBSA),
2, 4 -dimethylbenzenesulphonamide (24DMBSA), 2,5-
dimethylbenzenesulphonamide (25DMBSA), 2-methyl-4-
chlorobenzenesulphonamide (2M4CBSA), 2,4-dichloro-
benzenesulphonamide (24DCBSA) and 3,4-dichloroben-
zenesulphonamide (34DCBSA), were prepared by


chlorosulphonation of the respective substituted benzenes
to the corresponding sulphonyl chlorides and subsequent
conversion of the latter to the respective substituted benze-
nesulphonamides by procedures reported earlier10–13. The
sulphonamides were recrystallized to constant melting-
points from dilute ethanol. The purities of all the sulpho-
namides were further checked by estimating the amount of
sulphur present in them. The observed melting-points ( �C)


Figure 5. Plots of log k versus �p and log k0 versus �p for oxidation of Asn by NCSBS. NCSBS: 4-X-C6H4SO2NaNCl, where X¼H,
CH3, C2H5, F, Cl, Br


Figure 6. Plots of log k versus �p and log k0 versus �p for oxidation of Gln by NCSBS. NCSBS: 4-X-C6H4SO2NaNCl, where X¼H,
CH3, C2H5, F, Cl, Br
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of the arylsulphonamides and the literature values (in
parentheses) are BSA 152 (150–152), 4MBSA 138 (138–
139), 4EBSA 99 (99–100), 4FBSA 125 (124–127), 4CBSA
145 (145–147), 4BBSA 162 (162), 23DMBSA 138–140,
24DMBSA 140–142, 25DMBSA 149–151, 2M4CBSA
180–182 (184–185), 24DCBSA 178 (179–180) and
34DCBSA 141.


The SBSA were then N-chlorinated as follows to give
sodium salts of substituted N-chlorobenzenesul-
phonamides (NCSBS), namely, the sodium salts of
N-chlorobenzenesulphonamide (NCBS), N-chloro-4-
methylbenzenesulphonamide (NC4MBS), N-chloro-4-
ethylbenzenesulphonamide (NC4EBS), N-chloro-4-fluor-
obenzenesulphonamide (NC4FBS), N-chloro-4-chloro-


Figure 7. Plot of �H 6¼ versus �S 6¼ for oxidation of Asp by NCSBS. NCSBS: i-X-C6H4SO2NaNCl, where i-X¼4-H, 4-CH3,
4-C2H5, 4-F, 4-Cl 4-Br, and i-X-j-Y-C6H3SO2NaNCl, where i-X-j-Y¼2,3-(CH3)2, 2,4-(CH3)2, 2,5-(CH3)2, 2-CH3-4-Cl, 2,4-Cl2,
3,4-Cl2


Figure 8. Plot of �H 6¼ versus �S 6¼ for oxidation of Glu by NCSBS. NCSBS: i-X-C6H4SO2NaNCl, where i-X¼4-H, 4-CH3,
4-C2H5, 4-F, 4-Cl 4-Br, and i-X-j-Y-C6H3SO2NaNCl, where i-X-j-Y¼ 2,3-(CH3)2, 2,4-(CH3)2, 2,5-(CH3)2, 2-CH3-4-Cl, 2,4-Cl2, 3,4-
Cl2
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benzenesulphonamide (NC4CBS),N-chloro-4-bromoben-
zenesulphonamide (NC4BBS), N-choro-2,3-dimethyl-
benzenesulphonamide (NC23DMBS), N-choro-2,4-
dimethylbenzenesulphonamide (NC24DMBS), N-chloro-
2,5-dimethylbenzenesulphonamide (NC25DMBS), N-
chloro-2-methyl-4-chlorobenzenesulphonamide (NC2M4


CBS),N-chloro-2,4-dichlorbenzene-sulphonamide (NC24
DCBS) and N-chloro-3,4-dichlorobenzenesulphonamide
(NC34DCBS). Pure chlorine gas was bubbled through
clear solutions of SBSA in 4 M NaOH at 70 �C for about
1 h. The precipitated sodium salts of NCSBS were filtered,
washed, dried and recrystallized from water. The purity of


Figure 9. Plot of �H 6¼ versus �S 6¼ for oxidation of Asn by NCSBS. NCSBS: i-X-C6H4SO2NaNCl, where i-X¼4-H, 4-CH3,
4-C2H5, 4-F, 4-Cl 4-Br, and i-X-j-Y-C6H3SO2NaNCl, where i-X-j-Y¼2,3-(CH3)2, 2,4-(CH3)2, 2,5-(CH3)2, 2-CH3-4-Cl, 2,4-Cl2,
3,4-Cl2


Figure 10. Plot of �H 6¼ versus �S 6¼ for oxidation of Gln by NCSBS. NCSBS: i-X-C6H4SO2NaNCl, where i-X¼ 4-H, 4-CH3,
4-C2H5, 4-F, 4-Cl 4-Br, and i-X-j-Y-C6H3SO2NaNCl, where i-X-j-Y¼2,3-(CH3)2, 2,4-(CH3)2, 2,5-(CH3)2, 2-CH3-4-Cl, 2,4-Cl2,
3,4-Cl2
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all theN-chloro compounds was checked by estimating the
amounts of active chlorine present in them and by deter-
mining their melting-points. The observed melting-points
( �C) and the literature values (in parentheses) are NCBS
172–173 (170–173), NC4MBS 168–169 (167–170),
NC4EBS 194, NC4FBS 198, NC4CBS 191 (190),
NC4BBS 179 (178), NC23DMBS 167, NC24DMBS
154, NC25DMBS 192, NC2M4CBS 172, NC24DCBS
210 and NC34DCBS 192. Both the SBSA and
NCSBS were characterized by their infrared and
NMR spectra.10,11 Aqueous stock solutions of these com-
pounds (0.01 mol dm�3) were prepared in doubly distilled
water, standardized by the iodimetric method and pre-
served in dark bottles to prevent their photochemical
deterioration.


Pure samples of amino acids (aspartic acid, glutamic
acid, aspargine and glutamine) (CDH, India) were em-
ployed. They were further assayed by the acetic acid–
perchloric acid method.12 Aqueous stock solutions of
these compounds (0.10 mol dm�3) were used. All other
reagents employed were of the accepted grades of purity.
The ionic strength of the medium was maintained at
0.30 mol dm�3 using a concentrated aqueous solution of
sodium nitrate (Merck).


Stoichiometry and product analysis


The stoichiometry of amino acid–NCSBS oxidations was
determined by equilibrating varying ratios of [NCSBS] to
[AA] in aqueous HClO4 at room temperature. The major
products of the oxidations were the corresponding alde-
hydes. The observed 1:1 stoichiometry may be repre-
sented by the following equation:


ArSO2NCl� þ RCHðNHþ
3 ÞCOO� þ H2O


! ArSO2NH2 þ RCHO þ Cl� þ NH3 þ CO2


where Ar¼ 4-XC6H4 (X¼H, CH3, C2H5, F, Cl or Br)
and i-X-j-Y-C6H3 [i-X-j-Y¼ 2,3-(CH3)2, 2,4-(CH3)2,
2,5-(CH3)2, 2-CH3-4-Cl, 2,4-Cl2 or 3,4-Cl2] and R¼
CH2COOH (Asp), CH2CH2COOH (Glu), CH2CONH2


(Asn) or CH2CH2CONH2 (Gln).
In a typical experiment, a mixture of aspartic acid


(0.02 mol dm�3), N-chloro-4-chlorobenzenesulphona-
mide (0.001 mol dm�3) and perchloric acid
(0.03 mol dm�3) was made up to 50 ml with water. The
mixture was allowed to stand for 24 h in the dark to
ensure completion of reaction. It was then treated with an


Table 16. Optimized values of Ea, Log A and �Sz for path 1 of the mechanism for the oxidation of amino acids (AA) by the
sodium salts of mono- and disubstituted N-chlorobenzenesulphonamides in aqueous perchloric acid


4-X-C6H4SO2NaNCl, where X¼


Parameter AA H CH3 C2H5 F Cl Br


Ea (kJ mol�1) Asp 51.3 50.9 50.8 49.3 49.0 47.7
Glu 47.7 47.2 47.1 46.4 46.0 44.2
Asn 70.1 70.0 70.5 68.7 68.4 67.3
Gln 56.6 56.0 56.1 54.8 54.1 53.1


Log A Asp 8.1 8.2 8.2 8.4 8.5 8.7
Glu 7.4 7.5 7.5 7.6 7.7 8.0
Asn 11.5 11.5 11.4 11.7 11.8 12.0
Gln 9.0 9.1 9.1 9.3 9.4 9.6


�Sz (JK�1 mol�1) Asp �98.4 �96.2 �97.0 �91.9 �90.5 �86.3
Glu �106.3 �104.8 �104.4 �101.8 �101.2 �94.8
Asn �28.6 �28.3 �31.7 �23.9 �22.7 �19.3
Gln �80.8 �77.7 �78.3 �74.0 �71.7 �68.3


i-X-j-Y-C6H3SO2NaNCl, where i-X-j-Y¼


2,3-(CH3)2 2,4-(CH3)2 2,5-(CH3)2 2-CH3-4-Cl 2,4-Cl2 3,4-Cl2


Ea (kJ mol�1) Asp 51.1 50.6 49.4 47.8 46.5 46.9
Glu 47.7 47.2 45.7 45.0 42.0 42.4
Asn 72.2 70.4 69.9 69.2 65.9 66.3
Gln 55.9 55.8 55.3 54.4 52.5 52.5


Log A Asp 8.1 8.2 8.4 8.7 8.9 8.8
Glu 7.4 7.5 7.7 7.9 8.4 8.1
Asn 11.3 11.5 11.6 11.7 12.3 12.2
Gln 9.0 9.0 9.1 9.3 9.6 9.6


�Sz (JK�1 mol�1) Asp �97.4 �96.1 �91.9 �86.5 �82.1 �83.6
Glu �105.2 �103.5 �98.6 �95.6 �86.3 �91.1
Asn �32.2 �28.1 �26.5 �23.7 �13.2 �14.5
Gln �77.5 �77.4 �75.6 �72.6 �66.3 �66.3
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excess of a saturated solution of 2,4-dinitrophenylhydra-
zine and set aside for 10 h. The precipitated 2,4-dinitro-
phenylhydrazone (DNP) was filtered off, dried and
recrystallized from ethanol. The product was found to
be identical (melting-point) with an authentic sample of
the DNP of formylacetic acid. In similar experiments
with other amino acids, the corresponding carbonyl
compounds were identified as their DNPs of carbonyl
compounds. In all cases, carbon dioxide and ammonia
were detected using baryta water and Nessler’s reagent,
respectively. The presence of aldehydes or ketones were
also confirmed by spot tests. The reduction products,
SBSA, were identified by TLC using light petroleum–
chloroform–butanol (2:2:1, v/v/v) as the solvent system
and iodine as spray reagent.14 The Rf values were
0.88, 0.91, 0.94, 0.93, 0.91, 0.84, 0.91, 0.96, 0.93, 0.95,
0.91 and 0.94 for BSA, 4MBSA, 4EBSA, 4FBSA,
4CBSA, 4BBSA, 23DMBSA, 24DMBSA, 25DMBSA,
2M4CBSA, 24DCBSA and 34DCBSA, respectively.
These Rf values of the reduced SBSA were virtually
identical with the values of the corresponding pure
SBSA.
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Table 17. Optimized values of Ea Log A and �Sz for path 2 of the mechanism for the oxidation of amino acids (AA) by the
sodium salts of mono- and disubstituted N-chlorobenzenesulphonamides in aqueous perchloric acid


4-X-C6H4SO2NaNCl, where X¼


Parameter AA H CH3 C2H5 F Cl Br


Ea (kJ mol�1) Asp 52.7 52.6 52.7 50.9 50.3 50.1
Glu 50.8 50.4 51.5 50.4 49.7 47.5
Asn 56.9 57.1 57.1 55.5 54.5 53.4
Gln 54.9 54.7 54.7 53.7 52.3 51.4


Log A Asp 5.2 5.1 5.2 5.4 5.5 5.5
Glu 4.9 4.9 4.7 5.0 5.1 5.4
Asn 6.1 5.9 5.9 6.2 6.4 6.6
Gln 5.6 5.7 5.6 5.8 6.0 6.2


�Sz (J K�1 mol�1) Asp �153.5 �154.1 �153.5 �148.5 �146.6 �146.2
Glu �154.6 �153.5 �157.0 �152.9 �151.2 �143.9
Asn �134.6 �135.7 �135.7 �130.4 �126.9 �123.3
Gln �145.0 �143.8 �143.8 �140.5 �133.5 �133.0


AA i-X-j-Y-C6H3SO2NaNCl, where i-X-j-Y¼


2,3-(CH3)2 2,4-(CH3)2 2,5-(CH3)2 2-CH3-4-Cl 2,4-Cl2 3,4-Cl2


Ea (kJ mol�1) Asp 51.8 51.3 50.8 48.1 47.3 47.4
Glu 50.8 50.4 49.8 47.9 46.7 47.0
Asn 57.4 56.0 55.9 54.7 52.6 53.0
Gln 54.7 53.9 53.4 53.1 50.1 50.9


Log A Asp 5.2 5.3 5.4 5.8 6.0 6.0
Glu 4.9 5.0 5.1 5.4 5.6 5.6
Asn 6.1 6.1 6.1 6.3 6.7 6.6
Gln 5.6 5.8 5.9 5.9 6.4 6.3


�Sz (JK�1 mol�1) Asp �152.2 �150.6 �148.9 �140.3 �137.6 �138.0
Glu �154.1 �152.9 �151.2 �144.5 �140.8 �141.7
Asn �132.8 �132.8 �131.7 �127.5 �120.6 �121.9
Gln �143.6 �141.5 �139.5 �139.0 �128.6 �131.5
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epoc ABSTRACT: Several problems with multilinear regression analysis in chemistry are discussed. These problems are
connected with the establishment of scales and their inclusion in the model of significant and, as usually desired,
physically or chemically meaningful descriptors. The detection of abundant and interrelated descriptors and of the
presence and the mode of elimination of strongly deviating data are discussed, as well as the estimation of absent
values for incomplete (considering a set of rows treated) descriptor scales. They were studied using an incomplete
data matrix for 359 solvent-dependent processes and solvent parameter scales for 45 solvents. Some non-traditional
problems, related to the formalism of application of the basic principles of correlation analysis, are discussed and
corresponding characteristics and criteria specified. A quantitative measure of the orthogonality of correlation
matrices was introduced. As a result of the realization of this approach, it was found that for multiparameter
correlation analyses of the solvent-dependent processes under consideration, seven residual (i.e. free from mutual
contributions) descriptors are significant and sufficient. Copyright # 2004 John Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience


KEYWORDS: correlation analysis; multilinear regression; quantitative description of solvent effects; solvent parameter


scales


INTRODUCTION


After discovering the existence of linear free-energy
relationships (LFERs), it was soon realized that in the
general case they are not always sufficient for the quan-
titative description of the total effect, which some vari-
able factors (substituent, solvent, etc.) exert on the free
energy of the processes considered.1 In accordance with
corresponding interpretative (physical and chemical)
considerations, the variation of a single factor is usually
connected with a concomitant change of different other
properties related to it. In the case of substituent effects,
inductive, polar and non-polar resonance, different steric
effects, etc., can contribute. For medium effects, the non-
specific and specific contributions are distinguishable,
each being constituted from several qualitatively different
terms. Therefore, if even only one influential factor is
varied, the corresponding mathematical model is repre-


sented by single-parameter linearity only in specific
restricted cases. Generally, multiparameter linear models
have to be introduced and for each property related to the
variable factor a specific descriptor scale has to be used.
The situation becomes even more complicated when the
simultaneous influence of two or more variable factors is
considered.1,2


The data processing problems are considered as the
main topic of this paper. Attention is devoted to the proof
of the real presence of different terms and the possible
ways of the maximum preservation (or assignment) of
their essential physico-chemical meaning. The goal is not
to abandon the basic principles of ‘correlation analysis’
(CA) used in chemistry, but some non-traditional pro-
blems related to the formalism of their application are
discussed and the corresponding characteristics and cri-
teria are specified.


Attention is paid to the methods of reinvestigation of
the current state of approach, making use of as numerous
as possible sets of sufficiently long data series (in the
ideal case, all relevant data exist). The data set is a
compilation of different solvent-dependent processes
carried out in individual solvents, which has already
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been used by us for a more detailed analysis.3–5 Processes
available for at least 13 solvents were selected. The whole
data matrix consists of 45 solvent rows and 359 columns
related to 12 potential descriptors (solvent parameter
scales) and 347 series of solvent-dependent data.


The detailed list of these data has been reported earlier3


and is presented in the Supplementary Material (Tables
S1 and S2) available in Wiley Interscience. In this paper,
this compilation will be cited as the Extended Data Set
for Solvent Effects (EDSSE).


This example demonstrates that the use of correlation
equations in chemistry suffers from incomplete data
compilations. Therefore, approaches (e.g. factor analysis)
that require that a complete data matrix should be avail-
able are not of straightforward use. Moreover, the missing
data can be encountered not only for the processes to be
described but also for the potential descriptor scales
defined preliminarily or derived from the whole data
compilation. For the EDSSE, this shortage is moderate
but this depends on the list of rows (solvents) selected.
Nevertheless, a definite procedure for the determination
of additional (secondary) values of the elements of
descriptors has to be defined. Although in real practice
their experimental evaluation is of primary importance,
from the point of view of data processing one can restrict
the treatment to the data already existing. However, it
would go too far to state that the majority of problems
encountered in the course of data processing would be
avoided or easily solved if a suitable selection of addi-
tional experimental data were to made available.


GENERAL THEORETICAL BASIS


The first step of the processing of data for a particular
solvent-dependent process, making use of some prelimi-
narily selected set of possible descriptor scales, is the
detection of a subset of the significant ones. The result of
this procedure depends on the value of the risk level
(percentage point) that has to be specified preliminarily.
Two equivalent approaches, the Student and F-tests, are
usable in principle. Practically, the former has an advan-
tage with respect to the amount of calculations. There are
several methods for the selection of the most preferred set
of descriptors. However, in the general case of a multi-
parameter treatment, only the scan of all possible regres-
sions can lead to the best model (with maximum value of
the multiple correlation coefficient R).6 This method
reduces to the detection of the best, with respect to the
R value, subset of significant descriptors. Additionally,
some other restrictions can be introduced, if desired.


One of the goals of the multiparameter approach is the
detection of comparable contributions made by different
descriptors. The values of the corresponding natural
regression coefficients are of little value for this purpose
owing to the usual incompatibility in the scaling of
descriptors. The use of scaled terms (by square roots of


dispersions for the descriptors and the response col-
umns—the quantities to be correlated) also appears to
be unsuitable. The solution is to use the weight contribu-
tions of the particular descriptors in the determination
coefficient equal to the square of the (non-corrected)
multiple correlation coefficients, R2:6


Rj
2 ¼


XN


l¼1


Wjl þ "j
2; Wjl ¼ RjlX0jl ð1Þ


where Wjl is the weight contribution by the lth descriptor
for the jth response column, "j


2 is the residue of the
description, Rjl represents the coupling correlation coef-
ficient between the jth response column and the lth
descriptor and X0jl is the corresponding scaled regression
coefficient.


A multiparameter linear approach causes several addi-
tional difficulties compared with a single-parameter ap-
proach. The main reason is the presence of interrelations
between the descriptor scales, that is, their non-orthogon-
ality.7 Although a complete (without missing values) set
of descriptors for some selection of rows can be con-
verted into an equivalent (nearly) orthogonal set, for any
corresponding sub-selection of rows the degree of this
orthogonality becomes different. The orthogonality for
some subsets of rows and descriptors decreases when the
rank of the correlation matrix rises (more descriptors are
involved) and along with the decrease in the number of
rows involved.


If some set of descriptors for a given selection of rows
for some variable factor is considered, it would not be, as
a rule, an orthogonal one. This means that different
descriptor scales contain some common contribu-
tions—they usually do not represent pure measures of
the definite properties related to the corresponding factor.
To overcome this complication, it would be desirable to
‘purify’ these scales by removing the contributions al-
ready reflected by other scales.7 It is reasonable to order
the descriptor scales in the sequence of the decrease in
their assumed ‘fundamentality’. The term ‘fundamental’
is used here in two senses. The first (essential) one is
related to the situation when a given descriptor scale is
related to some definite physical or chemical property of
the solvent (dipolarity, polarizability, acidity or basicity)
or substituent (some of the electronic or steric effects).
For the second, an operational definition can be assigned.
When solvent properties are considered, the ‘fundamen-
tal’ scale of the solvent property should be established
using measurements related to the pure solvents only.
From this point of view, the dipolarity scale defined via
the values of dielectric permittivity is considered as a
‘fundamental’ one but that derived on the basis of
spectral data for dissolved species does not satisfy this
criterion. It is assumed that the consideration of a less
fundamental descriptor as a contribution to the more
fundamental one would have little sense. At the same
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time, one cannot exclude the possibility that several
equally fundamental descriptor scales may be presented.


After this kind of ordering of the potential descriptors,
the regression parameters of the each subsequent one,
starting with the scale in the second position, from
preceding (residual) scales have to be calculated and
their significant contributions subtracted from this scale.
If after completion of this procedure a significant residual
scale remains, this may be considered as a conventional
‘pure’ measure of some property related to the varying
factor. This property may even not be the one claimed for
the initial scale. For instance, if the starting descriptor has
been introduced as a combined effect of the dipolarity
and acidity of the solvent, and these properties are
represented by the preceding scales, the resulting residual
scale has nothing to do with these properties. If the last
one appears to be significant, it represents the manifesta-
tion of some additional solvent property of known or
unknown nature. The set of residual descriptors obtained
should preferably be used for the correlation of the
response columns of the data matrix.7


It has already been stated that, if any subset of rows is
separated from the set of orthogonal data columns, then
their orthogonality disappears. The same happens if some
additional rows are added. Therefore, strictly, the ortho-
gonality can only be related to some definite data matrix
with all positions filled. As this situation represents a rare
exception, the non-orthogonality of the descriptor col-
umns for particular processes to be described should be
recognized as practically inescapable. Therefore, one
needs a measure(s) of the degree of non-orthogonality
and the rules of usage of criteria for the detection of its
unacceptable level. If the descriptor scales are defined
rigidly, the only possibility for a rise in the level of
orthogonality is a reduction in the number of descriptors
involved in the multilinear model. This classical proce-
dure of exclusion of the statistically insignificant descrip-
tors making use of the Fisher test or the Student criterion
on some risk (significance) level should be supplemented
with one devoted to the keeping of the non-orthogonality
at the conventionally acceptable level.7


For a pair of columns the level of non-orthogonality is
reflected by the corresponding coupling correlation coef-
ficient. For a more numerous set of columns, the situation
becomes rather complicated. Although, for the comple-
tely orthogonal compilation, the determinant of the
correlation matrix equals unity and for completely inter-
related one this value becomes zero, this characteristic
depends on the rank of the matrix. Therefore, it cannot be
used as a sole measure of the level of orthogonality.
Nevertheless, the conventional characteristic can be de-
fined if the matrix, with all non-diagonal elements being
equal, has the same determinant value as the one to be
characterized.8 Then, the corresponding effective value
Reff of the correlation coefficient for this model matrix of
the same rank can be accepted as a measure of the non-
orthogonality for the matrix under consideration. For the


correlation matrix related to two data columns, this
effective value is represented by corresponding coupling
correlation coefficient. The value of Reff enables one to
use the comparable approach to the matrices of different
ranks. It allows the introduction of the measures of non-
orthogonality (Nonorth) and orthogonality (Orth) for the
given set of descriptors as follows:


Nonorth ¼ Reff
2 ð2Þ


and


Orth ¼ 1 � Reff
2 ð3Þ


It could be said that the value of Orth is not a less
important characteristic of the quality of description
than the value of R2. The product of both of them can
be introduced as a combined characteristic Gd of the
quality (goodness) of description:


Gd ¼ R2 � Orth ¼ R2 � ð1 � Reff
2Þ ð4Þ


Besides R2, the value R�2 of the square of the correla-
tion coefficient, corrected taking into account the number
of statistical degrees of freedom, is usable as a stricter
characteristic of the precision of description
(R�2 ¼ 1 � S0


2, where S0 is the scaled standard devia-
tion).


However, Reff
2 does not allow the reflection of the role


of a particular descriptor in the total manifestation of the
non-orthogonality. There are two different modes of
appearance of this role. The first has been named the
‘over-pumping’ effect (OE)7—the additional vagueness
of the scaled coefficients at the expense of each other. It is
observable as too high values of the scaled standard
deviations of these coefficients not caused by the random
errors in the response values. The sum of the squares of
scaled standard deviations SX0jl of the scaled coefficients
is comparable to the square of total value S0j of the scaled
standard deviation for the corresponding response col-
umn. Owing to the random deviations for its elements,
the following relation holds:7


XN


l¼1


SX0jl
24S0j


2 ð5Þ


This relation does not hold if the sum on the left-hand
side is increased at the expense of the additional indefi-
niteness of some coefficients caused by the OE. The
magnitude Qj of this effect can be represented by the
expression8


Qj ¼
XN


l¼1


SX0jl
2=S0j


2 ð6Þ


where Qj equals the spur (trace) of a rearranged correla-
tion matrix that is entirely related only to the diagonal
elements of the rearranged correlation matrix. The


878 V. PALM, N. PALM AND T. TENNO


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 876–889







relation Qj > 1 indicates the existence of the consider-
able OE.


Another approach to the characterization of the non-
orthogonality is possible.5 For the fully orthogonal set of
descriptors their weight contributions are equal to the
squares of the coupling correlation coefficients be-
tween response and corresponding descriptor columns:
Wjl ¼ Rjl


2. Equation (1) and the expression for the scaled
coefficients of the regression:


X0jl ¼
X


k


RjkR
�1
jlk ¼ RjlR


�1
jll þ


X


k 6¼l


RjkR
�1
jlk


where R�1
jlk denotes the corresponding element of a rear-


ranged correlation matrix and k is the index of the
descriptor, enable one to derive an expression for the
scaled (by R2


jl) weight W0jl value:5


W0j;l ¼ Wjl=R
2
jl ¼ 1 þ TMTjl ¼ 1 þ DMTjl þ NMTjl;


ð7Þ
where


TMTjl ¼ total ‘mixed’ term ¼ DMTjl þ NMTjl ð8Þ


DMTjl ¼ diagonal ‘mixed’ term ¼ R�1
jll � 1 ð9Þ


NMTjl ¼ non-diagonal ‘mixed’ term ¼
X


k 6¼l


RjkR
�1
jlk =Rjl


ð10Þ


Owing to the scaling, both DMTjl and NMTjl represent the
fractions of weight contributions related to the whole set
of descriptors involved, the orthogonal part being equal to
unity. Therefore, if W0j;l ¼ 1, the solution is fully ortho-
gonal with respect to the lth descriptor. If the absolute
value of the sum of ‘mixed’ terms exceeds unity, the
corresponding values of the regression coefficient and
weight do not reflect mainly the contribution of the
corresponding descriptor. Its presence (although statisti-
cally significant) in the solution obtained has no direct
interpretative value. To put it in other words, the presence
of such terms in the correlation equation is the cause of
the formal effect of the rise in the precision of descrip-
tion. However, it may have nothing to do with the real
contribution of the corresponding descriptor.


The total value of the ‘mixed’ term TMTjl equals to the
sum of these two terms cited. If they have opposite signs,
their influence can be in some extent compensated and
one may speak about the hidden part of the ‘mixing’
effect.


The magnitude of the ‘mixed’ part of weight can be
used as an additional criterion of selection of the set of
really significant and acceptable descriptors.


If a numerous set of data series is considered simulta-
neously, one meets a situation where the accuracy of


description varies largely depending on the data series.
Therefore, the total result should represent the distribu-
tion of these series over different precisions of descrip-
tion, characterized by the scaled standard deviation S0 or
by the corrected multiple correlation coefficient R*. The
simplest way to reflect this distribution is the introduction
of a conventional level of accuracy (S0crt or R�


crt) to
distinguish between the sets of comparably precisely
and roughly described data series. The numbers of series
belonging to each one of these sets and the corresponding
root mean square values �SS0 or �RR� can then be considered
as accuracy measures for the total set of response col-
umns.7 These characteristics can be useful when the
results for different approaches are compared or the series
belonging to a single one of these sets have to be selected
for a separate treatment.


The next problem is the definition of the procedure for
the elimination of strongly deviating data points from the
response columns. The classical way of exclusion from
the treatment of significantly deviating values makes use
of the Student criterion on the significance level accepted,
but this is not the sole or most reasonable approach. In
the case of a numerous data set columns, the accuracy
of description varies widely for the different data series.
The use of the Student criterion is directly dependent on
the precision of description. The higher is the last one, the
less are the scaled (by the square root of dispersion)
deviations D0ji (i is the index of the data point) of the
eliminated points. This makes the results of this proce-
dure non-comparable for different response columns. It is
obvious that elimination of points from the data series
with a high precision of description has little sense. In
contrast, for the series with low precision of description,
it is highly desirable that a considerable rise of the
(multiple) correlation coefficient R�


j would be the result.
Therefore, the alternative procedure,4 in which during
each attempt the maximally deviating point is eliminated
from the data column with R�


j <R�
crt, would be reason-


able. Simultaneously, the maximal yet acceptable number
of points eliminated from a single data series Mexmax


and/or the minimal value for the degrees of freedom Hmin


can be stated.4


For the additional characterization of the results for
some data matrix, the prognostic ability of the model
based on the set of descriptors used would be reasonable
to test. The use of arbitrarily selected subsets of rows of
the single data series for the prediction of the remaining
values9 is complicated when a large set of data series with
many lacking values has to be treated. Alternatively, a
procedure based on the result obtained after the exclusion
from this set of a definite number Mrnd of randomly
selected points belonging to several data series can be
introduced. The solution obtained is used for the further
calculation of predicted values for this selection of
excluded points. To characterize the prognostic ability
independently from the particular selection of these
excluded Mrnd points, the procedure has to be repeated
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several times and the averaged results with the range of
their uncertainty can be calculated.


The analogy with the use of S0crt for setting up a
borderline between relatively more precisely and roughly
described data series can be introduced, and this criterion
can be used for distinguishing between corresponding
selections of points. Instead of the S0j values, the scaled
deviations D0ji for particular points will be considered
and two selections of them defined. The points with
values of D0ji<S0crt belong to the set of more precisely
described ones. The relation D0ji>S0crt specifies the set
of roughly described points. The fractions of the more
precisely described points can be detected for processed
and prognosticated selections, and also the corresponding
mean values �DD0 of the scaled deviations. These charac-
teristics enable one to compare the precisions of the
description of prognosticated and processed points. Their
dependence on the fraction of points excluded for the
sake of the subsequent prognosis can serve as character-
istics of the stability of the prognostic ability in the course
of the increase in the ratio of the points prognosticated
over those used for the preliminary specification of the
model.


The specification of an adequate number and the
selection of the descriptor columns is a separate problem.
For a large set of response columns, the statistical
significance of some additional potential descriptor col-
umns for a considerable part of them does not automa-
tically mean that this descriptor belongs to the set of the
necessary and sufficient ones. Actually, the introduction
of an arbitrary additional descriptor column always
results in its statistical significance for some number of
response columns, even in the case of columns consti-
tuted from random numbers.4 Therefore, a trivial conclu-
sion can be derived that such an introduction of the
additional descriptors will result in a significantly larger
rise of the �RR� value than that caused by introduction of a
column of random values. This must be taken into
account when the real statistical significance of a de-
scriptor column is detected and the preliminarily cor-
rected statistical characteristics (mean values of S0 and
the total number of the statistical degrees of freedom for
the whole set of responses) have to be used for the F-test.
The descriptor under test should be moved to the very end
of their sequence and the contributions of all preceding
ones will be subtracted from it to obtain the correspond-
ing ‘pure’ residual scale.4


The correction terms were calculated as the mean
values for a set of runs with different vectors of random
values, which are substituted for the descriptor tested.
After introduction of the corrections, the remaining
values of the scaled standard deviation S0j and the number
of the degrees of freedom can be used for the F-test of
statistical significance of the descriptor under considera-
tion. It is trivial that some differences can be observed
between the results for the data processing runs with
different independent versions of this random vector.


Therefore, the mean results of the respective data proces-
sing are accompanied by some degree of uncertainty
reflected by corresponding standard deviations. This
uncertainty is transmitted to the corrected F-value.
Therefore, the last one is accompanied by the relevant
standard deviation and the range of uncertainty of the F-
value will also be considered. In our first attempt4 to use
this approach, the descriptor was accepted as a significant
one if the corresponding F-value exceeded the value of
the percentage point F(�r; �1; �2) of the F-distribution (�r


is a risk level and �1 and �2 are the numbers of the degrees
of freedom), at �r ¼ 0:10 or 0.05 and the lower limit
F � SDF exceeded the value of F(0.10; �1; �2).


In addition, there exists another criterion for the selec-
tion of the given descriptor as a significant one. It is
obvious that if some descriptor is fully described by the
linear combination of a set of other ones, it should be
excluded. This means that the corresponding residual
column is formed by values indistinguishable from
zero. In practice, it would be observed as an insignificant
value of "j


2 in Eqn (1) applied to the dependence of a
given descriptor on the set of preceding (residual) ones.
To accept the zero hypothesis for the non-described part
of a descriptor scale, the relation


"j
2< STDðH; TÞSDð"2Þ ¼ STCR ð11Þ


shall be satisfied, where by STD(H,T) the Student criter-
ion for H ¼ N<j � 1 degrees of freedom (N<j is the total
number of descriptor scales with sequence numbers less
than j) and by SDð"2


kjÞ the standard deviation of "2 are
denoted:


SDð"2Þ ¼
Xj�1


k¼1


SDðWkjÞ ¼
Xj�1


k¼1


SDðX0kjÞRkj ð12Þ


where SDðX0k;jÞ is the standard deviation of the corre-
sponding scaled coefficient.


If the potential descriptor columns contain missing
positions, the first step of the data processing is the cal-
culation of the (mean) values for corresponding elements
of respective descriptor columns making use of the
existing data for the response columns. This procedure
can be considered as the generalization of the traditional
use of the secondary standard processes for the estimation
of the missing values of substituent constants.7 The
procedure itself is reduced to the mean square solution
of the (system of) equation(s) for a given data row with
missing positions for descriptor columns (the regression
of the row elements of known values with the regression
coefficients for the columns involved considered as de-
scriptors). If several such positions for a single row are
presented, the missing values can be calculated by solving
the respective system of equations for corresponding row.
If possible, it is reasonable to select several subsets of
descriptors to be used for the calculation of corresponding
different sets of missing values. Further, it would be
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highly reasonable to use for calculation the data from the
set of more precisely described response columns. Re-
strictions may be set up to select the scales with high
enough positive weight values and the acceptable level of
mixed parts of scaled weights. The reliability of the result
for a given row is characterized by the (multiple) correla-
tion coefficient and the standard deviations for the missing
values calculated, as well as by the numbers of data
selected and those excluded as strongly deviating ones.


An analogous procedure enables one to attempt (itera-
tive) re-estimation of all or of some part of the available
values of the descriptors.7


TECHNIQUE OF DATA PROCESSING


The computer program SMIRC (‘Selection of a Set of
Minimally Interrelated Columns’) created by us and
reflected in our previous publications3–5,7 was modified
to permit the execution of the new visions of the data
processing reported in this work. The MS Fortran Power-
station Development System for Windows 4.0 (1995) and
the corresponding version of Fortran were used. The
automation of as many data processing routes as possible
was performed and several additional separate modules
were written to allow the automatic inspection, extraction
and secondary treatment of the different sets of results
obtained in course of the execution of the main procedure
used. The majority of the specific conditions and criteria
can be specified by inserting corresponding initial data,
without the necessity to correct the text of the program
used.


A more detailed description of the modifications
introduced into the algorithm of the multiparameter
regression analysis and the software for its realization
will be published separately. The process of adjusting the
related programs for use by an ordinary user is in
progress. After completion, this software will be prepared
for distribution.


RESULTS AND DISCUSSION


Application of the approach described to solvent
effects making use of EDSSE


The data compilation EDSSE contains 32 solvent para-
meter scales used earlier or presumably usable for a
single or multiparameter description of solvent effects.
Additionally, the data for 327 solvent-dependent pro-
cesses (see Supplementary Material, Table S2) covering
45 solvents (see Table 1) were involved.4 In our first
publication on this topic,7 by means of the first version of
procedure SMIRC, we carried out a statistical treatment
of matrices containing 32 solvent parameter scales. Our
goal was an estimation of the minimum descriptor set
with an acceptably low degree of mutual interrelation that


would be sufficient for satisfactory multilinear descrip-
tion of the remaining columns included in the set under
investigation. A sampling of nine descriptors was se-
lected. In previous papers,4,5 the composition of this set
of descriptors was re-estimated by the application of a
modified selection procedure to the whole compilation
EDSSE. As initial approximation, the mentioned set of
nine descriptors was used. Several supplementary de-
scriptors—some additional solvent parameter scales and
solvent-dependent processes—were tested. As the main
criterion, the statistical significance of particular descrip-
tors was used. Amongst the 12 potential descriptors, four
have been found statistically insignificant and eight
solvent scales remained in the final set of descriptors,
significant and sufficient for statistical description of 347
solvent-dependent processes.4,5 These are the scales that
constitute the four-parameter model suggested by Koppel
and Palm10 and those included in the equation of Kamlet,
Abboud and Taft.11–14 The first set is represented by
dipolarity Y(1) and polarizability P(2) scales as defined
by Kirkwood15 and the solvent Lewis basicity B(7)16 and
acidity E(8)17 scales (numbers in parentheses correspond
to the indexes of processes (rows) in Table S2). The
Kamlet–Abboud–Taft scales were interpreted by the
authors as the combined solvent dipolarity–polarizability
��ð9Þ,11,12 hydrogen-bond acceptor (HBA) basicity
�ð10Þ13 and hydrogen-bond donor (HBD) acidity
�ð11Þ14 scales. Additionally, the square of the Hildebrand
solubility parameter, �H


2ð12Þ, is involved.18,19


These 347 different data series, considered as a set of
responses, are represented by 128 series of data for UV–
visible spectra, 49 for IR, 47 for NMR and four for ESR
spectra. In addition to these spectral data, 36 series of
kinetic data (logk) and 45 of the equilibrium data (logK)
are involved. The last set includes seven series of the
enthalpies of solution, nine series of the ion-transfer
enthalpies and six series related to the distribution
between the liquid and gas phases. For this data matrix,
6801 values (44.7%) are available and 8423 (55.3%)
are missing. Only for 25 processes are data for 30 or
more solvents available; 69 processes are represented in
less than 15 solvents and 171 in more than 17 solvents.
One can see that even in this relatively favorable case, the
fraction of missing data is rather impressive.


Compared with our previous publications, a change of
the sequence of descriptors has been made: the parameter
�H


2 was located at the last position (12), instead of (7).
This is reasoned by acceptance of the preference of the
principle of the physical nature for the possible inter-
dependence of descriptor scales to the principle of the
formally intrinsic approach to their definition. In this
context, it would be natural that �H


2 is dependent on the
HBA basicity and HBD acidity of the solvents, rather
than vice versa. Indeed, the free energy of formation of a
cavity in the bulk solvent depends on its surface tension,
for example, in the case of HBD/HBA solvents, ob-
viously related to the formation of hydrogen bonds,


MODIFICATION OF MULTIPARAMETER CORRELATION ANALYSIS 1 881


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 876–889







which are in turn determined by the acidic and basic
behavior of solvents.


Before the modified treatment of data was performed,
it was found reasonable to check once more the solvent
acidity scale E. This scale was defined proceeding from
ET(30) values2 by means of the subtraction of the con-
tributions described by the dipolarity Y and polarizability
P. The residual E-scale obtained1 was defined via the
fraction not described by preceding descriptors. This


fraction has a moderate value of 0.350 (in weight units).
Therefore, one can suspect a considerable contribution of
noise in the E-values obtained. From the point of view of
the interpretation of residual E-values, one would expect
that they equal zero for non-acidic solvents. If it is
assumed that the hydrogen-bond acidity is the case, one
may suspect that weak CH-acids may not be able to form
hydrogen bonds. It would be desirable to derive their
values in the framework of a more general approach,


Table 1. Results of two different evaluations of averaged scaled solvent acidity parameter E(8) values: Ersd (initial approx-
imation�original ET(30)) and Eitr (initial approximation� Einit) calculated proceeding from the data for processes precisely
(R�> 0.95) described by the Koppel–Palm equation; scaling points: 0.0 for n-heptane (1) and 1.0 for water (23)


Ia Solvent Ersd� SDb NJ
c Nef


d Einit Eitr� SDb NJ
c Nef


d


1 n-Heptane 0.000 — — 0.00 0.0 — —
2 Cyclohexane 0.000 — — 0.01 0.000� 0.007 — —
3 Benzene 0.131� 0.000 185 77 0.01 0.155� 0.000 153 24
4 Toluene 0.271� 0.002 125 44 0.01 0.122� 0.002 101 10
5 Chlorobenzene 0.000� 0.001 106 24 0.01 0.000� 0.013 — —
6 CCl4 0.036� 0.000 155 70 0.01 0.000� 0.001 — —
7 CH2Cl2 0.141� 0.001 161 76 0.10 0.167� 0.001 145 28
8 CHCl3 0.267� 0.002 144 62 0.10 0.293� 0.002 129 23
9 ClCH2CH2Cl 0.000� 0.002 128 60 0.10 0.089� 0.001 113 21


10 Cl2C——CHCl 0.025� 0.003 38 20 0.10 0.119� 0.005 36 7
11 Formamide 0.569� 0.001 58 23 0.50 0.499� 0.001 57 17
12 Fluorobenzene 0.005� 0.001 35 13 0.01 0.070� 0.001 22 4
13 DMF 0.000� 0.001 170 83 0.01 0.021� 0.000 151 33
14 CH3CONMe2 0.000� 0.002 92 44 0.01 0.009� 0.000 86 19
15 Cyclohexanone 0.116� 0.006 53 20 0.10 0.169� 0.003 47 4
16 HMPA 0.000� 0.003 70 35 0.01 0.000� 0.014 — —
17 Acetone 0.000� 0.001 173 77 0.10 0.025� 0.000 159 29
18 Acetonitrile 0.089� 0.002 173 70 0.10 0.109� 0.000 144 29
19 Benzonitrile 0.000� 0.003 96 36 0.01 0.021� 0.002 75 5
20 MeOH 0.556� 0.002 168 71 0.50 0.572� 0.003 165 38
21 EtOH 0.448� 0.002 152 70 0.50 0.484� 0.001 151 44
22 n-BuOH 0.399� 0.003 112 55 0.50 0.448� 0.000 112 32
23 H2O 1.0 — — 1.00 1.0 — —
24 i-PrOH 0.383� 0.007 122 59 0.50 0.402� 0.003 124 34
25 HOCH2CH2OH 0.691� 0.005 80 35 0.50 0.667� 0.005 73 15
26 Et2O 0.000� 0.000 156 68 0.01 0.000� 0.004 — —
27 MeOCH2CH2OMe 0.142� 0.002 25 12 0.01 0.000� 0.016 — —
28 THF 0.000� 0.001 148 68 0.01 0.000� 0.005 — —
29 1,4-Dioxane 0.177� 0.000 170 68 0.01 0.201� 0.000 137 32
30 Triethylamine 0.000� 0.011 — — 0.01 0.000� 0.003 — —
31 Pyridine 0.094� 0.001 — — 0.01 0.073� 0.001 112 19
32 4-Methylpyridine — — — — — — —
33 Acetophenone 0.000� 0.004 42 21 0.10 0.000� 0.011 — —
34 Nitromethane 0.081� 0.004 123 39 0.10 0.104� 0.001 108 11
35 Acetic acid 0.987� 0.008 50 20 1.00 0.948� 0.005 47 14
36 DMSO 0.023� 0.001 172 83 0.10 0.041� 0.000 153 41
37 t-BuOH 0.330� 0.004 89 37 0.50 0.343� 0.003 90 11
38 Ethyl acetate 0.054� 0.001 131 66 0.01 0.072� 0.001 100 29
39 Methyl acetate 0.000� 0.03 43 14 0.01 0.000� 0.002 — —
40 n-Bu2O 0.000� 0.003 73 22 0.01 0.251� 0.005 50 6
41 i-Pr2O 0.000� 0.013 — — 0.01 0.000� 0.003 — —
42 Anisole 0.000� 0.010 — — 0.01 0.000� 0.017 — —
43 Aniline 0.302� 0.005 24 10 0.50 0.354� 0.008 22 2
44 Nitrobenzene 0.000� 0.005 108 33 0.01 0.000� 0.009 — —
45 CS2 0.009� 0.001 56 19 0.01 0.122� 0.002 49 4


a Index of solvents.
b Standard deviations.
c Total numbers of E-dependent processes for given solvents.
d Numbers of precisely described dependent processes (R*> 0.95) with sufficient contributions of E for a given solvents.
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especially in cases when non-zero values for solvents
with presumably low or absent acidity appear. This the
case for benzene, toluene, 1,4-dioxane and CS2. It would
be unreasonable to expect the presence of hydrogen-bond
acidity for these compounds.


The calculations were accomplished proceeding from
three different initial approximations. One of them was
the original ET(30) values. Another approach was related
to the rough qualitative estimation of the relative acidities
assumed. For presumably inert solvents the value 0.01,
for CH-acids 0.5 and for water 1.0 were assigned (see
Table 1). The third version of the initial approximation
was obtained by assigning zero values to all inert sol-
vents. In all cases, the scaling based on the points for n-
heptane (0.0) and water (1.0) was applied. In the case of
the first two versions, for no solvent except n-heptane was
a lack of acidity assumed from the very beginning.
Additionally, for all three versions, it was assumed that
negative values for the residual acidity have no sense.
Therefore, a lower limit of zero was defined for these
values. If in the initial approximation or for some inter-
mediate steps of the iterative procedure for some solvent
a zero value had been assigned, its (further) recalculation
was avoided. Using this approach, in the case of the first
two versions, zero values for the residual acidity may
appear as a specific result of the data processing only. For
the third version, all the initial zero values were retained
during the whole procedure of data processing.


For the calculations, only the data for processes which
are more precisely (R�> 0:95) described by the four-
parameter equation (descriptors Y, P and B and the scale
assumed to be related to acidity—the one to be re-
calculated) and due to the high enough weight contribu-
tion of the scale subjected to re-estimation were used. A
threshold of 20% of the mean weight contribution of the
acidity scale over all processes involved was defined. For
all solvents the correlation coefficients for the corre-
sponding data row processed are nearly 0.99 or exceed
this value. The correlation coefficients between the initial
approximations of E and the primary (non-residual)
results are 0.961, 0.947, and 0.978, respectively.


The set of residual acidity constants Ersd for the first
initial approximation was obtained on the basis of the
dependence of re-calculated ET(30) values on preceding
descriptors for presumably inert or low acidity solvents,
as was done for the original definition of E values.17 In
the case of the second initial approximation, the recalcu-
lated acidity values are not significantly dependent on
preceding descriptors. Therefore, the recalculated values
represent for this case already a sufficiently orthogonal
scale, equivalent to the Ersd values. For the third initial
approximation, a significant dependence on Y, P and B
values appeared and the corresponding contributions
were subtracted. One can hardly understand the contribu-
tion of basicity B to acidity and this may be related to the
voluntary assignment of zero values for all presumably
inert solvents.


The resulting Ersd values for these three versions are
mutually linearly related with the correlation coefficients
exceeding 0.968. One can conclude that all of these
versions lead eventually to the values of Ersd, which
indeed represent a common solvent property. The corre-
lation coefficient with the original E values is less than
0.93 for all versions. This is a sign of unsatisfactory
agreement.


All three versions considered lead to close results for
the multiple regressions with all eight descriptor scales
cited above.


The scaled values of Ersd obtained by proceeding from
the first two initial approximations are listed in Table 1.
The 12 zero values obtained for second (arbitrary) initial
approximation are related to non-acidic solvents, which is
in accordance with the interpretation of the nature of Ersd


values. The low values (<0.1) for some solvents, ex-
pected to lack acidity, have comparably smaller (posi-
tions 12, 36 and 38) or zero (positions 13, 14 and 19)
values for the first version of data processing. One can
conclude that for these solvents the zero or very low
acidity can be considered as confirmed. For solvents 40
(n-Bu2O) and 45 (CS2) the considerably high values are
obtained using the second approach. However, for the
first one, the corresponding figures are 0.000 and 0.009,
respectively. Hence, for 41 solvents from the set treated,
the results of the estimation of Ersd values can be
considered reasonable.


However, there remain three solvents, benzene, toluene
and 1,4-dioxane, characterized in all cases by consider-
ably high values of Ersd, although it is difficult to under-
stand the reason for their acidity. We have no reasonable
explanation of the nature of this ‘abnormality’.


If a lower limit for Ersd of zero is not introduced, for 12
solvents negative values appear. For the second (arbi-
trary) initial approximation, the absolute values of all
negative values are less than � 0.1. Proceeding from
ET(30) (first approximation), absolute values of negative
figures are higher than 0.1 for cyclohexanone (� 0.12),
Et3N (� 0.15) and i-Pr2O (� 0.603). This may be under-
stood in the light of the presence in this case of the
additional step of subtraction of the contribution of
dipolarity Y. As already mentioned above, the primary
result obtained from the second version does not depend
significantly on preceding descriptors. Hence, one can
conclude that the introduction of a lower limit of zero
does not essentially influence the results and it may be
accepted as a justified procedure.


The conclusion is that all NH- and OH-acids exert
considerable acidity. For all but three CH-acids (acetone,
acetophenone and methyl acetate), the Ersd values exceed
zero, exhibiting low or medium acidity.


When compared with our preceding studies3–6 devoted
to the data processing applied to EDSSE, the re-estima-
tion of the 19 missing values for ��ð9Þ, �(10), �(11) and
�H


2ð12Þ have been modified. The missing values of �H
2


were calculated by proceeding from data series described
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precisely enough (R�> 0:95) by the five-parameter equa-
tion20 defined by descriptors Y, P, B, E and �2


H. The use of
any other version of Ersd instead of the original E does not
lead to a significant change of the resulting values of �H


2.
The missing values of ��, � and � were calculated using
the data for series which are described by the Kamlet–
Abboud–Taft equation with precision R�> 0:95. For the
calculations, only the data for processes represented by
high enough weight contributions for the scale subjected
to estimation (at least 20% of the mean weight contribu-
tion of acidity scale over all processes involved) were
used. These calculations were repeated for several risk
levels (0.1, 0.05, 0.025 and 0.01) to estimate their
stability and mean values. A joint F-test of statistical
significance, which confirmed the significance of all 19


estimated missing values, was performed. The results are
represented in Table 2. One can see that for 14 solvents
the restrictions introduced lead to a small number (< 10)
of data series usable for calculations. Nevertheless, these
averaged results have to be preferred to the estimation
based on a single secondary standard process.


With the aim of making a choice between different
estimations of Ersd, the statistical treatment of data for
347 solvent-dependent processes was carried out with the
set of eight descriptors mentioned above, containing
different versions of Ersd instead of original E. The results
of statistical processing are close enough for different
Ersd. The mean number of data series with a higher level
of description (R�>0:95) is 241�3 and the mean root
mean square value of multiple correlation coefficient for
all processes is 0.944� 0.001. Therefore, only the results
for the first version of Ersd [ET(30) as the initial approx-
imation] are discussed below.


For the re-estimated descriptor scales, the procedure of
subtracting of the parts described by the preceding more
‘fundamental’ descriptors was executed. The weight
contributions Wjl of preceding (residual) descriptors to
the description of the initial non-purified ones are given in
Table 3. The conclusion is derived that more ‘funda-
mental’ descriptors Y(1), P(2) and B(7) and re-estimated
Ersd(8) are practically independent of the preceding ones.
For the remaining descriptors, �(9), �(10), �(11) and
�H


2ð12Þ, more than 75% of the dispersion depends on the
contributions of preceding descriptors. Moreover, for
�(11) the criterion STCR exceeds the value of the non-
described part "j


2 of dispersion (see Table 3) and the zero
hypotheses should be accepted for it. This means that the
descriptor �rsdð11Þ has to be eliminated as exhaustively
described by the preceding ones.


For an additional check of this decision, the corrected
F-test of statistical significance was applied to data
averaged over 20 independent sets of randomly assigned
figures, substituted for the descriptor scale �rsdð11Þ,
which was moved to the last position in the sequence of
descriptors. For the run of these random sets, the mean
values of weights and the mean number of significant
contributions for the scale tested are equal to
0.0086� 0.0031 and 57� 13 (0.0036� 0.0017 and


Table 2. Re-estimated missing values A for solvent
parameter scales (descriptors) ��(9), �(10), and �H


2(12)


La Ib Solvent A SDc N d
J N e


ef


9 43 Aniline 1.43 0.06 38 8
9 45 CS2 0.55 0.02 87 23


10 7 CH2Cl2 0.20 0.002 209 64
10 11 Formamide 0.49 0.00 25 2
10 12 Fluorobenzene 0.093 0.01 24 3
10 34 Nitromethane 0.17 0.07 70 3
10 35 Acetic acid 0.60 0.0 32 2
10 43 Aniline 0.76 0.02 38 8
10 45 CS2 0.40 0.04 87 23
11 7 CH2Cl2 0.11 0.00 209 64
11 15 Cyclohexanone (0.007)f 0.003 42 6
11 33 Acetophenone � 0.068 0.005 33 6
11 43 Aniline � 0.22 0.06 38 8
11 45 CS2 (0.01)f 0.02 87 23
12 12 Fluorobenzene 21.4 0.42 20 7
12 27 MeOCH2CH2OMe 60.3 0.95 15 5
12 30 Triethylamine � 180.0 1.5 33 7
12 40 n-Bu2O � 78.0 1.2 30 7
12 42 Anisole 9.4 0.5 36 5


a Index of descriptors from Table S2 in the Supplementary Material.
b Index of solvents.
c Standard deviations for A.
d Total numbers of processes dependent on corresponding descriptors for a
given solvent.
e Numbers of precisely described processes (R�> 0:95) with sufficient
contributions of corresponding descriptors for a given solvent.
f Values in parentheses are taken as zero.


Table 3. Weight contributions of preceding (residual) descriptors to description of subsequent ones


Preceding descriptor
Subsequent
descriptor L Y(1) P(2) B(7) Ersd(8) ��


rsdð9Þ �rsd(10) �rsd(11) "2 a STCR
b


P 2 0.025 0.000 0.000 0.000 0.000 0.000 0.000 0.975 0.051
B 7 0.086 0.000 0.000 0.000 0.000 0.000 0.000 0.914 0.092
E 8 0.076 0.094 0.000 0.000 0.000 0.000 0.000 0.830 0.136
�� 9 0.534 0.184 0.000 0.045 0.000 0.000 0.000 0.238 0.145
� 10 0.145 0.000 0.543 0.000 0.075 0.000 0.000 0.236 0.165
� 11 0.064 0.103 0.000 0.715 0.073 0.000 0.000 0.045 0.091
�H


2 12 0.248 0.000 0.023 0.393 0.025 0.010 0.000 0.301 0.184


a Undescribed parts of dispersions for corresponding descriptors.
b Student criteria for accepting the zero hypthesis for the non-described part of a descriptor scale.
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40� 9 for the set with R�> 0:95). For �rsd, the corre-
sponding values are 0.0208 and 128 (0.0156 and 101 for
the set with R�> 0:95). These data, together with the
corrected mean values of the difference of the degrees of
freedom (0.25� 0.0025), led to F ¼ 5:78 � 1:32. The
values of the F-criterias are Fð0:10; �1; �2Þ ¼ 3:52 and
Fð0:05; �1; �2Þ ¼ 6:08. Consequently, at the risk level of
0.05, the �-scale has to be recognized as slightly insig-
nificant, but a lower estimation of the F-value (4.46)
exceeds the F-criterion for a risk level of 0.1. This
situation leaves some ambiguity regarding the conclusion
about the significance of this descriptor.


The combination of both criterias leads to the conclu-
sion that the �rsd scale has to be eliminated from the
model.


The values of elements of eight initial and seven
residual descriptors are listed in Table S3 in the Supple-
mentary Material.


The procedures for multiple linear regressions with
the obtained sets of eight initial and seven residual
descriptors were executed for each of the 347 dependent
columns separately. For selection of the significant
descriptors according to the F-test at the risk level of
0.05, the mode of scanning of all possible regressions
was used. With the aim of demonstrating the real details
of situation, no restrictions were applied for the elimina-
tion of the descriptor scales due to the unacceptable
magnitude of OE or the appearance of superfluous ‘mixed’
parts of weight contributions of descriptors. For the
criteria mentioned above, the following values were as-
signed:R�


crt ¼ 0:95,Mexmax ¼ 3 andHmin ¼ 4 (for the case
when all descriptors from their initial set are significant).


In Table 4, the mean weight contributions �WW of eight
initial and seven residual descriptors for the whole selec-
tion of solvent-dependent processes are presented. The
data for the residual descriptors show the ‘true’ picture of
the relative contributions made by different descriptors—
three scales, Y(1), B(7) and Ersd(8), constitute the major


part (77%) of the total effect. However, proceeding from
the results of the F-test performed in our previous work,4


the others are unquestionably also significant.
The large data compilations inevitably contain a con-


siderable amount of erroneous values. In the case of the
absence of several independent experimental estimations
of values used, the reasons for the large differences
between experimental values and those calculated mak-
ing use of the model under consideration could not be
explicitly detected. This is related to the problem of the
characterization of the predictive power of this model.
The applicability of procedure called ‘cross-validation’
(CV)21,22 for the characterization of the stability and/or
the predictive power of the respective regression equation
was tested. The procedure for calculation of the cross-
validation scaled standard deviations S0cv and the squared
determination coefficients Rcv


2 for each data series was
slightly modified. As the regression characteristics for the
particular data sets are calculated taking into account
the numbers of statistical degrees of freedom, this should
be done also for the CV characteristics. Therefore, the
S0cv


2 and Rcv
2 values are calculated as


S0cv
2 ¼


X
�2=H and Rcv


2 ¼ 1 � S0cv
2


where
P


�2 and H are the sum of the squares of
deviations and the number of statistical degrees of free-
dom, respectively.


Because the relation between S0cv
2 and S0


2 values is
equivalent to that between Rcv


2 and R2 values, only the
first pair of these characteristics will be discussed. The dif-
ference Dcv ¼ S0


2 � S0cv
2 represents the effect of the


omission of data rows, one by one, on the magnitude of
the sum of scaled squares of residuals. The higher this
value (believed to be positive), the lower is the predictive
power.


The Dcv values for all particular data series and the
corresponding mean values over all processes and for
more and less precisely described subsets (with R�>0:95
and R�<0:95) were calculated. The absolute values of
Dcv appeared to be very low and for 252 processes
negative values were obtained. The average figures ob-
tained are given in Table 5.


Table 4. Mean weight contributions of the initial and resi-
dual descriptor scales to description of solvent-dependent
processes


Initial (Residual)
descriptor scales descriptor scales


L Descriptor W � SDw
a Nsg


b W � SDw
a Nsg


b


1 Y 0.080� 0.020 94 0.418� 0.094 283
2 P 0.050� 0.008 171 0.067� 0.010 205
7 B 0.128� 0.026 148 0.169� 0.032 165
8 E 0.048� 0.009 69 0.184� 0.035 225
9 �* 0.350� 0.080 247 0.091� 0.035 227


10 � 0.095� 0.019 138 0.021� 0.003 117
11 � 0.147� 0.030 171 —
12 �H


2 0.103� 0.024 145 0.050� 0.009 136


a Mean weight contributions of descriptors with their standard deviations.
b Numbers of dependent processes with significant contributions of corre-
sponding descriptors.


Table 5. Average characteristics of cross-validation procedure


Na �SS0
2b �SS0cv


2c �DDcvj jd �DDcv � SDe


All series 347 0.3522 0.3539 0.0005 � 0.0005� 0.0021
R>0:95 205 0.1994 0.1999 0.0002 � 0.0002� 0.0008
R<0:95 142 0.5163 0.5173 0.0010 � 0.0010� 0.0023


a Numbers of dependent processes of given kind.
b Mean scaled standard deviations.
c Mean cross-validation scaled standard deviations.
d Absolute values of mean characteristics of the omission of data rows
Dcv ¼ S0


2 � S0cv
2.


e Mean values of Dcv with their standard deviations.
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Proceeding from these results, it is difficult to derive
any meaningful conclusion related to S0cv


2 values. Espe-
cially remarkable is the equality (within the range defined
by SD values) of the mean Dcv to zero. This means that at
least in the case of the data processed, no additional
information can be gained from the cross-validation
procedure. Therefore, more explicit ways for the char-
acterization of the effect caused by strongly deviating
points and the prognostic ability of the model specified
have to be selected. The preferred procedure for the
elimination of strongly deviating points has been dis-
cussed before.


Average results of statistical processing of data for 347
solvent-dependent processes with set of seven (residual)
descriptors before the elimination of strongly deviating
points and after three cycles of elimination are given in
Table 6. During the cycle, from each roughly described
data series with R�<0:95 a single point representing the
maximum deviation was excluded. This procedure led to
the exclusion of a maximum of three points from a single
series. If the total number of points for a given data series
became less than 12, further exclusion of points was
avoided.


After exclusion of 279 (4.1%) points the amount of
roughly described (R�<0:95) processes diminished from
142 (40.9%) to 33 (9.5%) and the average precision of the
description of the whole set of solvent-dependent pro-
cesses was characterized by the value �RR


�
all ¼ 0:964 (0.975


for R�>0:95). The indexes of excluded points for each
data series are reflected in Table S2 in the Supplementary
Material. The entire results of statistical treatment of the
data for the 347 solvent-dependent processes, containing
the intercepts A0, regression coefficients Cl with their
standard deviations, weight contributions Wl of corre-
sponding descriptors with their total ‘mixed’ terms TMTl,
numbers of statistical degrees of freedom, corrected
multiple correlation coefficients R*, squares of determi-
nation coefficients R2 and squares of scaled standard
deviations S0


2, reflecting non-described parts of the
dispersions of processes, are listed in Table S4 in the
Supplementary Material.


One can realize that the maximum number of elimina-
tion cycles used, and also the minimal yet acceptable


number of degrees of freedom are ‘reasonably’ selected
conventional numbers. If the limit of acceptable number
of points eliminated from a single data series is removed,
the total number of points excluded rises to 330 (4.8%)
and the number of roughly described series falls to 15
(4.32%). After practically removing of the lower limit of
the degrees of freedom, (a single degree of freedom for a
current state of solution is required), altogether 361
(5.3%) points were excluded and for 22 series this figure
exceeds 3 (up to 10). After that, the number of more
precisely described series rises to 347 (100%) and
�RR
�
all ¼ 0:975. One can consider this result as a limit of


the rise of precision of the description of the data matrix
processed making use of the cited procedure of elimina-
tion of strongly deviating points. As the percentage of
excluded points remains low, they may be considered as
the erroneous data.


In Table 7, the distribution of the processes according
to the precision of description before and after exclusion
of no more than three strongly deviating points and
corresponding mean values RTmean of the ratio of num-
bers of statistical degrees of freedom to the numbers of
equation parameters are summarized. The latter demon-
strate the availability of sufficient numbers of statistical
degrees of freedom.


The most general characteristics of the orthogonality
and the quality of description are defined by Eqns (2)–(4).


Table 6. Average results of statistical processing of data for 347 solvent-dependent processes with set of seven (residual)
descriptors


Nb �RR�c


Ka R� > 0:95 R� < 0:95 R� > 0:95 R� < 0:95 All Mexcl
d


0 205 (59.1%) 142 (40.9%) 0.980 0.860 0.933 0
1 258 (74.4%) 89 (25.6%) 0.978 0.869 0.951 141 (2.1%)
2 292 (84.1%) 55 (15.9%) 0.976 0.865 0.959 229 (3.3%)
3 314 (90.5%) 33 (9.5%) 0.975 0.852 0.964 279 (4.1%)


a Index of cycles of elimination of strongly deviating points.
b Numbers of dependent processes of given kind.
c Root mean square values of corrected multiple correlation coefficients.
d Numbers of excluded points.


Table 7. Distribution of solvent-dependent processes (%)
over the ranges of values of corrected correlation coefficients
R*


Mexmax
a¼ 0 Mexmax


a¼ 3


Range of R* N RTmean
b N RTmean


b


> 0.99 16.1 2.2 17.0 2.2
0.98–0.99 16.4 3.5 19.3 3.3
0.97–0.98 13.0 3.4 18.4 3.2
0.95–0.97 13.5 3.4 35.7 3.3
0.90–0.95 18.4 4.0 5.8 3.3
< 0.90 22.5 4.9 3.7 5.2


a Maximum number of points excluded for individual processes.
b Average ratio of numbers of statistical degrees of freedom to numbers of
significant descriptors for individual processes.
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The values of Nonorth and Orth are applicable to the
correlation matrices related to the whole set of potential
descriptors, and also to the sets of the significant ones for
the particular processes. The values of Gd and G�


d (the
asterisk refers to the use of R� instead of R) can be
calculated for particular processes only. The mean values
over all processes and for more and less precisely
described subsets (with R�>0:95 and R�<0:95) can be
calculated for them. The last is true for Nonorth and Orth


also. Corresponding results are represented in Table 8.
The dependence of the characteristics listed on the
number of points excluded can also be inspected. The
last row in Table 8 is related to the limiting case when
all points causing R�<0:95 situations are removed.
Therefore, two characteristics, Gd ¼ 0:828 and the num-
ber of excluded points, equal to 361 (5.27%), characterize
the upper limit of the quality of description, reachable for
Rcrit ¼ 0:95.


The distribution of solvent-dependent processes over
the ranges of spur values Qj characterizing the extent of
OE is shown in Table 9. In comparison with more
orthogonal residual descriptors, for initial descriptors a
sufficiently higher OE is observed: 19.3% of processes


have Qj > 1 for initial descriptors, but only 2.6% for
residual ones.


In Table 10, the distribution of the numbers of con-
tributions of significant descriptors for all solvent-depen-
dent processes over the ranges of absolute values of
scaled ‘mixed’ terms TMTjl


�� �� and corresponding mean
weights of these descriptors W are presented. This
distribution is practically independent of the precision
of description of the processes. The fraction of contribu-
tions of significant descriptors, characterized by
TMTjl
�� ��>1 is equal to 25.5%. Figure 1 shows the depend-
ence of the mean weight contributions of significant
descriptors on the values of their scaled ‘mixed’ terms.
It is obvious that the magnitudes of ‘mixed’ terms have a
tendency to decrease when the mean weight contributions
of significant descriptors increase. At the same time,


Table 8. General characteristics of orthogonality, non-orthogonality and the quality of description


�OOrth
g �GGd


h �GG�
d


i


Seta Ndsc
b Reff


c Det
d Orth


e Nonoth
f R�>0:95 R�<0:95 All R�>0:95 R�<0:95 All R�>0:95 R�<0:95 All


Initial 8 0.071 0.001 0.503 0.497 0.883 0.874 0.897 0.850 0.722 0.803 0.842 0.684 0.784
Initial 7 0.058 0.028 0.664 0.336 0.709 0.667 0.760 0.646 0.617 0.635 0.640 0.587 0.620
Residual 8 0.021 0.484 0.957 0.043 0.883 0.874 0.897 0.850 0.722 0.803 0.842 0.684 0.784
Residual 7 0.023 0.490 0.945 0.055 0.870 0.851 0.900 0.825 0.773 0.781 0.817 0.676 0.762
Residual
(279)j 7 0.024 0.490 0.945 0.055 0.866 0.941 0.873 0.832 0.710 0.820 0.822 0.676 0.808
Residual
(361)j 7 0.024 0.490 0.945 0.055 0.862 — 0.862 0.828 — 0.828 0.818 — 0.818


a Set of descriptors.
b Total number of descriptors used.
c Effective value of the correlation coefficient of correlation matrix.
d Value of determinant for corresponding set of descriptors.
e Measure of orthogonality for corresponding set of descriptors; see Eqn (3).
f Measure of non-orthogonality for corresponding set of descriptors; see Eqn (2).
g Mean measure of orthogonality.
h Mean measure of quality of description; see Eqn (4).
i Mean measure of corrected quality of description.
j Number of points excluded.


Table 9. Distribution of solvent-dependent processes (%)
over intervals of spur values Qj


For initial descriptors For residual descriptors
Range
of Qj R�>0:95 R�<0:95 All R�>0:95 R�<0:95 All


< 1.0 72.8 93.8 80.7 95.6 100.0 97.4
1.0–2.0 18.9 5.4 13.9 2.9 0.0 1.7
2.0–3.0 4.6 0.8 3.2 0.5 0.0 0.3
3.0–5.0 2.8 0.0 1.7 1.0 0.0 0.6
5.0–10.0 0.9 0.0 0.6 0.0 0.0 0.0
10.0–50.0 0.0 0.0 0.0 0.0 0.0 0.0


Table 10. Distribution of the numbers of contributions (%)
of significant descriptors for all solvent-dependent processes
over the ranges of absolute values of scaled ‘mixed’ terms
TMTjl
�� �� and corresponding mean weights �WW


Mexmax
a¼ 0 Mexmax


a¼ 3
Range of
TMTjl
�� �� Fb �WW Fb �WW


0.0–0.5 60.10 0.3700 58.9 0.3767
0.5–1.0 14.9 0.1581 15.6 0.1620
1.0–2.0 7.4 0.0957 8.4 0.0979
2.0–5.0 11.4 0.0420 10.9 0.0499
5.0–10.0 3.5 0.0308 3.6 0.0266


10.0–25.0 1.6 0.0082 1.6 0.0105
25.0–50.0 0.6 0.0040 0.5 0.0093
50.0–100.0 0.3 0.0089 0.2 0.0015


100.0–250.0 0.3 0.0008 0.4 0.0008
> 250.0 0.0 0.0000 0.0 0.0000


a Maximum number of points excluded for particular processes.
b Fractions (%) of the total number of contributions of significant
descriptors.
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almost all very small weight contributions have values of
TMTjl
�� ��>1. The mean value of TMTjl


�� �� is 1.88 for the set
of all processes and 1.30 for that of the more precisely
described processes. This can be considered as a mean-
ingful warning about the presence of a number of the
unacceptably high values of the ‘mixed’ parts of weights.


Recently, the specific QSPR approach related to the
CODESSA procedure and the principal component (fac-
tor) analysis (FA) was applied to a set of 46 solvent
property scales defined for 65 solvents.9,23 By means of
the CODESSA procedure, the calculated values were
substituted for the vacant positions (missing data) of
this data matrix. As result, a data matrix of 40 rows and
40 columns with all positions filled was obtained. This
matrix was then processed making use of the FA proce-
dure to determine the proper number of meaningful
factors. However, objections can be raised with respect
to the use of both of these procedures.


The main problem with the CODESSA procedure is
the use of a highly abundant initial number of descriptors
(hundreds). Such a selection is inevitably highly inter-
related (completely non-orthogonal), which can be
proved by treatment of a compilation of random values
of that size. For each particular data set subjected to
description, a small number of suitable descriptors is
selected. Although the descriptors used are called ‘theo-
retical’, this only means that their elements could be
defined mostly by pure calculations without any essential
relation to the nature of the data set correlated. Hence, in
the paper cited above,9 for the correlation of 45 solvent
scales altogether 106 different descriptor scales are used;
85 of them are applied only to a single solvent scale, 17 to
two and only five to three or more (up to eight) cases.
This means that in the majority of cases different sets
of descriptors are involved. Therefore, the calculated
missing values in the data matrix under consideration
many turn out irrelevant.


Although the classical FA is equipped with a number of
characteristics, they all have a smooth dependence on the
number of factors employed. This problem was discussed
in a previous paper7 and the rise of the scaled standard
deviation S0 caused by the introduction of a subsequent
factor was suggested to be a sign of the unacceptability of
its introduction. This rise of S0 is a result of the unac-
ceptable decrease in the number of statistical degrees of
freedom as a consequence of the addition of the subse-
quent factor. Although it is not for general use, this
procedure enables one to draw the conclusion that the
selection of the number of significant factors23 is arbi-
trarily underestimated. A more detailed consideration of
related problems is desirable and this will be the subject
of a separate paper.


With the procedure considered in the theoretical part of
this paper, the prognostic ability of the model, based on
seven (residual) descriptors, was tested for the data
compilation under investigation. This set contains 6801
available values. If the minimum acceptable value for the
degrees of freedom Hmin ¼ 4 is adopted, a maximum of
2668 (39%) data points can be used for the check of the
prognostic ability. For every level of the numbers of
points used for the prognosis, 20 parallel runs were
executed. Figure 2 shows the dependence of the fraction
of ‘precisely’ described points ðD0ji < 0:3123Þ for pro-
cessed and prognosticated selections of data on the
fraction of prognosticated points. The conclusion can
be derived that this fraction is practically independent
of the fraction of prognosticated points and equals
approximately 80% for the processed points and 60%
for the prognosticated points. The same is true for the
mean scaled standard deviations �DD0 for ‘precisely’ de-
scribed points. This figure equals 0.167� 0.010 for 100
prognosticated points and 0.174� 0.002 for 2668 points.
Such a stability of results indicates a satisfactory prog-
nostic ability of the model.


Figure 1. Dependence of the average weight contributions
of significant descriptors on the values of their scaled ‘mixed’
terms


Figure 2. Dependence of the fraction (%) of ‘precisely’
described points on the fraction of prognosticated points.
&, Fraction of ‘precisely’ described processed points; ^,
Fraction of ‘precisely’ described prognosticated points. Max-
imum possible fraction of prognosticated points is marked
by the dashed line
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CONCLUSIONS


The results reported in this work confirm that the applica-
tion of our procedure allows successful concerted multi-
parameter processing of large data sets. The missing
positions of the descriptors can be filled and, when
required, some of the initial descriptor scales can be
either recalculated or (re)built, taking into account the
considerations about the essential physico-chemical
meaning of the particular descriptors. The orthogonaliza-
tion of the correlation matrix via substitution of the
residual descriptors for more or less linearly interrelated
initial ones was demonstrated. A combined measure of
the quality of description was introduced and used. The
weights were used for the correct comparison of the
contributions of different descriptors to the dispersion
of the particular data column. The root mean square
values of the scaled weights of particular significant
descriptors and the corresponding numbers of data series
for which they are significant were used as the character-
istics of their relative importance for the description of
the whole data matrix processed.


A method of characterization of the checked prognos-
tic ability of the multilinear model was developed and
used. The application of this method to a large variety of
solvent-dependent data sets showed that the results are
highly stable with respect to the increase in the percen-
tage of points transformed into prognosticated ones.


At the same time, even the use of the set of residual
descriptor scales does not prevent the appearance of a
number of obviously too high contributions of the
‘mixed’ parts to the values of weight contributions of
different descriptors for a number of processes. Even in
the case when the upper limit of the quality of description
is reached, for 365 (26.7%) weight values amongst a total
of 1368, the TMTjl


�� �� values are higher than 1.0. This
phenomenon is the inevitable consequence of the pre-
sence of a number of missing positions in the matrix of
the response columns.


As regards the essential meaning of the seven de-
scriptors remained, the interpretation of Y, P, B and Ersd


as measures of dipolarity, polarizability, basicity and
acidity of the solvents can be considered as well
established. ��


rsd has been considered to be likely a
measure of the ability for the dipolar solvation of
cationic centers.5 The physicochemical meaning of


�rsd remains uncertain. Nevertheless, despite its low
mean weight contribution (0.021� 0.003), the presence
of this residual descriptor in the general model is once
again confirmed.


Acknowledgement


Support of this work by the Estonian Science Foundation,
grant No. 4590, is gratefully acknowledged.


REFERENCES


1. Palm VA. Osnovy Kolichestvennoi Teorii Organicheskikh Reaktsii
(Foundations of Quantitative Theory of Organic Reactions) (2nd
edn). Khimiya: Leningrad, 1977; Grundlagen der Quantitativen
Theorie Organischer Reactionen (translated into German by
Heublein G). Akademie Verlag: Berlin, 1971.


2. Reichardt C. Solvents and Solvent Effects in Organic Chemistry
(3rd edn). Wiley-VCH: Weinheim, 2002.


3. Palm V, Palm N. Org. React. (Tartu) 1997; 31: 141–158; Chem.
Abstr. 1998; 128: 47875r.


4. Palm N, Palm V. Russ. J. Org. Chem. 2000; 36: 1075–1104.
5. Palm N, Palm V. Russ. J. Org. Chem. 2001; 37: 935–939.
6. Seber GAF. Linear Regression Analysis. Wiley: New York.
7. Palm V, Palm N. Org. React. (Tartu) 1993; 28: 125–150; Chem.


Abstr. 1994; 121: 56706u.
8. Bennett CA, Franklin NL. Statistical Analysis in Chemistry and


the Chemical Industry. Wiley: New York, 1980.
9. Katritzky AR, Tamm T, Wang Y, Sild S, Karelson M. J. Chem. Inf.


Comput. Sci. 1999; 39: 684–691.
10. Koppel IA, Palm VA. In Advances in Linear Free Energy


Relationship, Chapman NB, Shorter J (eds). Plenum Press:
London, 1972; 203–280.


11. Kamlet MJ, Abboud JLM, Taft RW. J. Am. Chem. Soc. 1977; 99:
6027–6038.


12. Kamlet MJ, Hall TN, Boykin J, Taft RW. J. Org. Chem. 1979; 44:
2599–2604.


13. Kamlet MJ, Taft RW. J. Am. Chem. Soc. 1976; 98: 377–383.
14. Kamlet MJ, Taft RW. J. Am. Chem. Soc. 1976; 98: 2886–2894.
15. Kirkwood J. J. Chem. Phys. 1934; 2: 351.
16. Koppel IA, Paju AI. Org. React. (Tartu) 1974; 11: 121–136;


Chem. Abstr. 1975; 82: 42805q.
17. Koppel IA, Paju AI. Org. React. (Tartu) 1974; 11: 137–140;


Chem. Abstr. 1975; 82: 42806r.
18. Herbrandson HF, Neufeld FR. J. Org. Chem. 1966; 31: 1140–


1143.
19. Barton AFM. Chem. Rev. 1975; 75: 731–753.
20. Makitra RG, Pirig YN. Zh. Obshch. Khim. 1986; 56: 657–665;


Chem. Abstr. 1986; 104: 231587d.
21. Stone M, Jonathan P. J. Chemom. 1993; 7: 455–475.
22. Karelson M. Molecular Descriptors in QSAR/QSPR. Wiley–


Interscience: New York, 2000; 394.
23. Katritzky AR, Tamm T, Wang Y, Karelson M. J. Chem. Inf.


Comput. Sci. 1999; 39: 692–698.


MODIFICATION OF MULTIPARAMETER CORRELATION ANALYSIS 1 889


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 876–889








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2004; 17: 890–897
Published online in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/poc.783


meso-Tetratolylporphyrins substituted by pyridinium
groups: aggregation, photophysical properties and
complexation with DNA
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ABSTRACT: The aggregation behavior, binding to DNA and photophysical properties of meso-tetratolylporphyrins
substituted with two (P2), three (P3) and four (P4) pyridinium groups were studied using UV–visible and transient
spectroscopy, resonance light scattering, circular dichroism and time-resolved luminescence of singlet oxygen. In
aqueous solutions porphyrins P2–P4 were present as monomers and aggregates of H- and J-type. The concentration
ratio of monomer to aggregates was controlled by the number of cationic substituents, by ionic strength and by
temperature. Porphyrin P4 was predominantly monomeric and was externally bound to calf thymus DNA with a
binding constant of 1.2� 106


M
�1. Porphyrins P3 and P2 self-assembled on the DNA backbone to form chiral


assemblies not affecting the duplex melting point. The lifetimes of the triplet states of monomeric P3 and P4 increased
after binding to DNA; however, this did not prevent the formation of singlet oxygen, 1O2. Copyright # 2004
John Wiley & Sons, Ltd.


KEYWORDS: porphyrin; aggregates; DNA; photophysics


INTRODUCTION


Cationic porphyrins have attracted considerable attention
owing to their binding affinity to nucleic acids1 and their
ability to cleave DNA selectively,2 to inhibit human
telomerases3 and serve as vehicles for oligonucleotide
delivery to tumors.4 The photoinduced action of porphyr-
ins is usually connected with the production of singlet
oxygen,5 a very reactive species that is able to oxidize G-
rich sequences of nucleic acids.6 Porphyrin derivatives,
depending on their structure and coordinated metal,
including axial ligands, display different preferences
not only for particular binding modes, but also for
different DNA sequences. In general, three binding
models have been described for the interaction of cationic
porphyrins with DNA:7 (i) intercalation, (ii) outside groove
binding and (iii) outside binding with self-stacking.
The last mode leads to the formation of organized helical
porphyrin structures on the DNA template.8–10 The
rational functionalization of the porphyrin peri-
phery renders derivatives of a different charge, size
and hydrophobicity. The interest in porphyrins bearing
polar–lipophilic substituents or substituents with low


polarizability stems from the fact that such substituents
can facilitate the transport of the porphyrin molecule
through biological membranes.11,12 However, lipophilic
substituents cause the porphyrins to aggregate in aqueous
solutions. Before any potential application of such por-
phyrins could be considered, the aggregation behavior
must be addressed.


Aggregation of porphyrins in aqueous solution both
with and without the presence of multipoint templates
such as nucleic acids has an enormous impact on the
ability of porphyrins to generate singlet oxygen and to
cleave nucleic acids. The coupling of transition dipole
moments of strongly absorbing porphyrin derivatives
results in dramatic perturbations to the electronic spectra
of aggregates.13 The nomenclature distinguishes H-
aggregates with blue-shifted and J-aggregates with red-
shifted Soret bands in which the monomer transition
dipoles are perpendicular and parallel to the line con-
necting neighboring molecule centers, respectively.
Strongly coupled J-aggregates with delocalized excitonic
states are especially interesting because they may possess
optical properties such as superradiance.14 Most atten-
tion has been focused on the aggregation of anionic
5,10,15,20-tetrakis(4-sulfonatophenyl)porphyrin forming
J-aggregates in aqueous solution at low pHs and high
ionic strength.15 On the other hand, tetracationic
5,10,15,20-tetrakis(N-methylpyridinium-4-yl)porphyrin
(TMPyP) exists as a monomer in water even at low pH
and in the presence of concentrated inorganic salts.16 It
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has been proposed that the positive charges at the peri-
phery of TMPyP delocalized over the porphyrin ring
result in electrostatic repulsive forces, thereby preventing
aggregate formation.17 By way of contrast, other cationic
porphyrins aggregate spontaneously in neutral aqueous
solutions forming various types of aggregates.18,19


The properties of tetracationic porphyrins have been
studied in detail,17,18,20–22 whereas little consideration
has been devoted to porphyrins bearing two or three
cationic substituents.23 In this paper, we report the
properties of peripherally substituted tetratolylporphyrins
P2–P4 with two, three or four pyridinium groups (Fig. 1),
including aggregation of porphyrins, photophysical prop-
erties and complexation with DNA. The pyridinium
moieties of these cationic porphyrins are separated
from the porphyrin ring by methylene spacers, preventing
the delocalization of the positive charge within the
porphyrin �-electron system by direct coupling. The
positive charges of these cationic porphyrins can impact
the charge distribution of the porphyrin ring through
inductive effects only. Therefore, monomeric P2–P4 can
be expected to display similar photophysical properties,
but with considerable differences in self-aggregation and
complexation towards DNA. Here we show that the
number of charged peripheral substituents effectively
controls hydrophobic/electrostatic forces and the nature
of porphyrin aggregates and porphyrin–DNA forms.


EXPERIMENTAL


Materials


The syntheses of 5,15-bis(�-[pyridinium]-4-tolyl)-10,20-
bis(4-tolyl)porphyrin (P2), 5,10,15-tris(�-[pyridinium]-
4-tolyl)-20-(4-tolyl)porphyrin (P3) and 5,10,15,20-
tetrakis(�-[pyridinium]-4-tolyl)porphyrin (P4) bromide
salts (Fig. 1) have been described previously.19,21


Stock solutions were prepared in methanol (300–
500mM) where porphyrins are in monomeric form.
5,10,15,20-Tetrakis(4-sulfonatophenyl)porphyrin tetra-
sodium salt (TPPS), (Aldrich), 5,10,15,20-tetrakis(N-
methylpyridinium-4-yl)porphyrin tetra-4-tosylate salt
(TMPyP), (Aldrich), calf thymus double-stranded DNA
(Sigma) and D2O (98%) were used as received. The
concentration of DNA, calculated in base pairs, was


determined from UV spectra using "260 of 1.31�
104


M
�1 cm�1.24 Experiments were performed in air-


saturated 20 mM phosphate buffer (pH 7.0) at tempera-
tures in the range 20–90 �C; the ionic strength was
adjusted by the addition of NaCl.


Spectral measurements


All UV–visible absorption spectra were recorded using a
Perkin-Elmer Lambda 19 spectrophotometer. The aggre-
gation and binding were evaluated using spectral changes
in the corresponding Soret bands at different DNA (in
base pairs) to porphyrin molar concentration ratios R.
Absorbance titrations were conducted by adding a con-
centrated stock solution of DNA directly to a porphyrin
solution (1.0–5.0mM) in a 10 mm cuvette. All measure-
ments were corrected for dilution caused by the volume
of added solution. Binding experiments were performed
in solutions containing 20 mM phosphate buffer (pH 7.0)
and 100 mM NaCl at 25 or 37 �C. Melting curves were
recorded at 258 nm in 20 mM phosphate buffer (pH 7.0) with
50 mM NaCl using the heating rate of 0.5 �C min�1. The
conditions used for thermal experiments were a compro-
mise to obtain suitable aggregation/deaggregation behavior
of porphyrins at higher temperatures, binding of porphyrin
aggregates at the DNA surface, monomerization/
self-association of porphyrins on the DNA exterior and
to minimize stabilization of the DNA duplex by ionic
strength. Resonance light-scattering (RLS) experiments
were performed on a Perkin-Elmer LS 50B luminescence
spectrophotometer using simultaneous scans of excita-
tion and emission monochromators through a range 300–
600 nm. Induced circular dichroism (CD) spectra were
measured on a Jobin Yvon-Spex CD 6 instrument.


Laser flash photolysis experiments were performed
with a Lambda Physik FL 3002 dye laser (414–424 nm,
output 0.05–5 mJ per pulse, pulse width �28 ns). The
transient spectra were measured within 300–600 nm on a
laser kinetic spectrometer (Applied Photophysics, UK).
The time profiles of the triplet state decay were recorded
at 460 nm using a 250 W Xe lamp equipped with a pulse
unit and an R928 photomultiplier (Hamamatsu). The
samples were saturated by air or by oxygen, where
appropriate, and oxygen was removed from the solution
by argon purging. In argon-saturated solutions decay
curves were averaged using 10–500 single traces to
decrease the noise level. Measurements were performed
with different porphyrin concentrations (4.0–5.6 mM) and
the standard deviation presented in Table 1 was obtained
by statistical treatment of independent experiments.
Time-resolved near-infrared luminescence of singlet oxy-
gen O2 (1�g) at 1270 nm was monitored with a Ge diode
(Judson J16–8SP, USA) in conjunction with a 1270 nm
interference filter. The quantum yields of singlet oxygen,
��, were estimated by the comparative method using
TPPS as a standard [��¼ 0.63 (ref. 25)] at an excitation


Figure 1. Molecular structures of porphyrins P2, P3 and P4
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energy of 350mJ. In this energy region, the intensity of a
luminescence signal is proportional to the incident en-
ergy. Optically matched solutions at an excitation wave-
length of 308 nm (A308¼ 0.100� 0.002) were prepared in
an aqueous solution containing 50% D2O to increase the
singlet oxygen lifetime.


RESULTS AND DISCUSSION


Aggregation in aqueous solution


A detailed description of the behavior of porphyrins in
aqueous solutions is a prerequisite for understanding the
nature of the interaction of porphyrins with nucleic acids.
Porphyrins P2–P4 (Fig. 1) were monomeric in methanol
and showed typical porphyrin UV–visible spectra with
the Soret band at 414 nm and molar absorption coeffi-
cients "414 of (3.9� 0.1)� 105, (4.2� 0.1)� 105


and (4.0� 0.2)� 105
M
�1 cm�1 for P2, P3 and P4,


respectively.
Porphyrin P4, the most hydrophilic compound, was


monomeric in buffer with 0.1 M NaCl, as indicated by the
validity of the Lambert–Beer law and the narrow Soret
band at 414 nm [Fig. 2(a)]. As the hydrophobicity of the


molecule increases in the series P4<P3<P2, the spectral
behavior of P2 and P3 in aqueous solutions was more
complex. Porphyrins P2 and P3 were soluble in water, but
a splitting of the Soret band, some hypochromicity and
deviations from the Lambert–Beer law pointed to exten-
sive aggregation [Fig. 2(b), (c)]. The degree of aggrega-
tion was strongly increased at higher ionic strength
(controlled by adding NaCl) and decreased at higher
temperature. The UV–visible spectra of P3 show that at
high ionic strength an intensive band at 438 nm appeared
compared with a solution of low ionic strength [cf. Figs.
2(b) and 3(a)]. Complete deaggregation was observed at
higher temperatures as demonstrated by Fig. 4(a), where
the absorption band at 438 nm disappeared at 70 �C.
Considering the positive charge located at the porphyrin
periphery and the facilitation of aggregation by increas-
ing ionic strength, electrostatic interactions are evidently
a significant factor in stabilizing porphyrin aggregates
due to neutralization of the high positive charge density
of the aggregate. In addition, the hydrophobic forces26


could also be important, especially in the case of dica-
tionic P2.


The Kasha theory, i.e. the exciton coupling model in its
simple exciton point-dipole form, can be useful for the
prediction of a structure of porphyrin aggregates.13,27,28


A blue-shifted Soret band is indicative of a face-to-
face arrangement of the porphyrin units assigned as H-
aggregate while a parallel arrangement of the porphyrin
units leads to a red shift of the Soret band. These aggre-
gates are termed J-aggregates. The energy levels of both
types of aggregates are schematically presented in Fig. 5.


In order to specify the respective aggregate forms, the
Soret bands were analyzed as demonstrated in detail in
Fig. 4 and made practical in Figs 2 and 4. The Soret bands
can be characterized by a Voigtian profile in the tempe-
rature region from �250 to 25 �C.29 The Voigtian profile
is a convolution of a natural Lorentzian bandwidth with a
Gaussian part containing a temperature-dependent com-
ponent that is more significant at higher temperatures.
Hence the Soret bands of P2–P4 at temperatures between


Figure 2. UV--visible spectra: Soret region of monomeric P4
(a), partially monomeric P3 (b), highly aggregated P2 (c) and
of P4 monomer bound to DNA, R¼ 78 (d) in 20 mM phos-
phate buffer (pH 7.0), 0.1 M NaCl, 22 �C, porphyrin concen-
tration 3.2 mM


Figure 3. UV–visible absorption (a) (dashed line) and RLS (b)
(solid line) spectra of P3 (2.0 mM) in 20 mM phosphate buffer
(pH 7.0), 0.8 M NaCl, 22 �C


892 K. PROCHÁZKOVÁ ET AL.


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 890–897







20 and 80 �C were analyzed by a combination of Gaus-
sian functions. The Soret band of the monomer [Figs 2(a)
and 4(a)] consists of two bands centered at 399 and
414 nm; a weak shoulder at 399 nm is of vibronic origin.30


Evidently the position is not affected by the number of


peripheral substituents. The envelopes of the spectra were
generally analyzed with up to five Gaussians in order to
obtain satisfactory fits [Fig. 4(b)]. These fits were com-
posed of two bands of the monomer (399, 414 nm), a
blue-shifted band of H-aggregate (403 nm) and two bands
at 424 and 438 nm attributed to two major populations of
J-aggregates. In general, J-aggregates are characterized
by sharp absorption bands relative to the monomer band,
a result of exciton delocalization over a number of
monomer units.31 In accordance with this, both bands at
424 nm (J1) and 438 nm (J2) are sharper than the mono-
mer band at 414 nm [Fig. 4(b)]. The sharp band at 438 nm
in particular indicates a narrow distribution of the local
stacking structural arrangement within the J2-aggregate.
The positions of the respective Soret bands are the same
for P2–P4 (Figs 2 and 4), indicating that the number of
cationic substituents does not influence the energy levels
of the porphyrin moiety. The observed energy transitions
are depicted schematically in Fig. 5.


The aggregation number can be qualitatively estimated
using RLS experiments and usually exceeding thousands
of porphyrin units.32 The method is convenient because
the amount of scattered light is directly proportional to
the volume of particles and monomeric molecules and
small oligomers show no enhanced scattering.9,32 The
RLS peak at 445 nm [Fig. 3(b)] indicated an enhancement
of the scattered light intensity due to the presence of
extended J-aggregates [Fig. 3(a)]. It also revealed that H-
aggregate and J1-aggregate consist of a significantly
lower number of porphyrin units (Fig. 5).


Photophysical properties


The photophysical properties of P2–P4 are summarized
in Table 1. Transient triplet–triplet spectra had broad
absorption maxima at 450–460 nm, which are typical
for porphyrins.21 The lifetime of the triplet states was


Figure 4. Soret region of monomeric P3 (3.0 mM) recorded
at 70 �C (a) and of aggregates formed after cooling to 22 �C
(b). The individual sub-bands were fitted by a combination of
Gaussian functions in wavenumber units (1/�). Experiments
were carried out in 20 mM phosphate buffer (pH 7.0), 0.5 M


NaCl


Figure 5. Energy level scheme of splitting of the Soret bands due to dimer and aggregate formation; only allowed transitions
are shown
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>400ms. The triplet states were quenched by molecular
oxygen with a bimolecular rate constant, kq, of the order
of 109


M
�1 s� 1, yielding 1O2. Hence the lifetime of the


triplet states in air-saturated aqueous solutions was
about 2 ms.


Since photosensitized reactions are mostly mediated
by 1O2, the quantum yield of singlet oxygen formation,
��, produced by sensitizers is an important photophysical
quantity. The �� values were found to be 0.42 and 0.59
for P3 and P4 in water, respectively. These values are
closely comparable to those of porphyrin sensitizers.33 In
contradiction, P2 did not produce singlet oxygen (��<
0.01). This can be explained by extensive aggregation of
P2 (see earlier). Exciton coupling between stacked por-
phyrin units causes fast relaxation of the excited states.
This highly competitive process reduces considerably the
formation of the triplet states and consequently of 1O2 as
reported for aggregated porphyrins.34 We also attribute
the lower �� of P3 to a contribution of aggregates,
although a low concentration of P3 (�0.4mM) in pure
water was used to minimize aggregation effects.


Binding to DNA and consequences
to photophysics


Porphyrins were titrated with aliquots of a DNA solution
and the corresponding spectral features in UV–visible
spectra were recorded as a function of R (molar concen-
tration ratio of DNA in base pairs to porphyrin). The Q
bands in the visible region underwent minor changes;
however, the Soret bands exhibited changes that per-
mitted monitoring of the interaction of porphyrins with
DNA.


The Soret band of P4 underwent a red shift from 414 to
421 nm with 40% hypochromicity after adding a stock
solution of DNA [cf. Fig. 2(a) and (d)]. Since P4 is
monomeric, the observed spectral perturbations are due
to the association of P4 with DNA. The recorded data
were cast into the McGhee–von Hippel binding model


and the resultant binding constant of (1.2� 0.2)�
106


M
�1 (Ref. 21) was closely comparable to those


reported for other cationic porphyrins.10 The exclusion
parameter obtained of 8.1, which describes the number of
base pairs removed by the binding, and a small red shift
of the Soret band indicate that P4 is bound externally to
the DNA surface.21 The induced CD spectra can further
corroborate the binding mode. The sign of the induced
CD depends on the relative orientation of the transition
dipole moment of a binder relative to that of the DNA
bases.35 As a rule, intercalative binding of the porphyrin
chromophore with degenerate in-plane polarization of �–
� transitions induces a negative CD signal in the Soret
region, whereas external (groove) binding induces a
positive signal.7,10,36,37 The observed induced single
positive band [Fig. 6(a)] indicates that P4 has a strong
interaction with the bases of DNA and it is accordance
with groove-bound porphyrin. Then, the planes of bound
P4 are oriented at angles of roughly 45� with respect to
the axis of DNA.36 The specific binding configuration
depends on the porphyrin loading since the position of
the band is affected by R.21 Intercalation of P4 between
base pairs of the DNA matrix is evidently excluded owing
to steric obstacles imposed by the bulky peripheral
substituents.


Monomeric P3 bearing three pyridinium substituents
showed the absorption band at 421 nm after binding to
DNA (cf. spectra in Fig. 7, dashed lines). The large
hypochromicity suggests considerable perturbation of
the porphyrin � system due to the association with
DNA. At high excess of DNA (R> 40) the amount of
H- and J-aggregates was reduced, as indicated by a strong
decrease in the absorbances at 403 and 438 nm conco-
mitant with an increase in the absorbance of bound
monomeric P3 at 421 nm [Fig. 7(b)]. The rate of this
deaggregation process was controlled by the DNA con-
centration (i.e. by amount of negatively charged binding


Table 1. Triplet states of P4–P2 (4.0–5.6 mM) in solution and
after binding to DNA (R¼ 110): the lifetimes in air-saturated
and oxygen-free buffer �T (20 mM phosphate buffer, pH 7.0,
0.1 M NaCl) and the quantum yields of singlet oxygen ��


[D2O—H2O (1:1)]


�T (ms)


Compound Air Argon ��


P4 2.0� 0.1 591� 40 0.59
P3 2.6� 0.2 467� 37 0.42
P2 2.1� 0.9 434� 90 <0.01a


P4–DNA 12.2� 0.2b — —
P3–DNA 17.1� 0.3b — —


a No signal owing to extensive porphyrin aggregation.
b Biexponential quenching kinetics; the faster process corresponds to free
porphyrin, which is in the equilibrium with the bound molecules (slower
process).


Figure 6. Induced CD spectra of P4 (a) (R¼ 25, 0.1 M NaCl,
signal multiplied five times), P3 (b) (R¼126, buffer) and P3
(c) (R¼126, 0.33 M NaCl) in the presence of DNA. Experi-
ments were performed in 20 mM phosphate buffer (pH 7.1),
22 �C


894 K. PROCHÁZKOVÁ ET AL.
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sites) and by ionic strength, since a high concentration of
ions can shield the positive charge of aggregates and
stabilize them. The binding-induced changes in the UV–
visible spectra [Fig. 7(b)] were accompanied by intensive
RLS profiles, confirming the formation of extended
porphyrin assemblies on the DNA surface. The interac-
tion of P3 with DNA also induced a bisignate CD
spectrum with �" near the maximum of the absorption
band of bound P3 [Fig. 6(b)]. The positive band appeared
at 409 nm (�"¼ 77 M


�1 cm�1) and the negative band at
435 nm (�"¼�114 M


�1 cm�1). The porphyrin moiety is
planar and symmetrical and does not possess natural
optical activity, hence the induced chirality is due only
to binding of P3 to DNA, a right-handed template. Such
strong exciton coupling in the porphyrin Soret region is
generally taken as evidence of groove binding or external
stacking.35 The intensity of the bisignate signal increased
considerably at high ionic strength with a positive band at
412 nm (�"¼ 281 M


�1 cm�1) and a negative band at
436 nm (�"¼�430 M


�1 cm�1) [Fig. 6(c)]. The intensity
was further increased in solutions with a large porphyrin
loading (R< 10). The presented dependence of the UV–
visible, RLS and induced CD spectra on ionic strength
and R indicates that P3 forms highly ordered extended
assemblies on the DNA surface. Porphyrin–porphyrin
interactions give rise to conservative signals, attributed
to self-stacked porphyrin units oriented roughly perpen-
dicular to the helix axis as originally proposed by Carvlin


et al.38 The DNA exterior acts as a template, which
imposes structural packing of the porphyrin molecules
to chiral assemblies. In addition, the UV–visible spectra
indicate that P3 is bound also as a monomer; however,
this form is not clearly resolved in the CD spectra
because of strong overlapping features, making the re-
solution into the respective contributions impossible.


Surprisingly, at small R the contribution of aggregates
was increased, as evidenced by decreasing absorbance of
P3 monomer at 414 nm and increasing absorbance at
438 nm [Fig. 7(a)]. This effect was evident at low ionic
strength and R< 10, where concentration of P3 is com-
parable to that of DNA base pairs. The DNA-induced
assembling was also observed by adding DNA to a
solution of exclusively monomeric P3, i.e. at low ionic
strength (cf. Fig. 8(a) and (b)] or at increased temperature
(37 �C). These observations confirm the importance of
cationic porphyrin–anionic matrix electrostatic interac-
tions. The repulsion forces between positively charged
substituents of P3 are compensated by attraction of the
porphyrin units to the negatively charged DNA backbone.
This effect is similar to that observed in solutions with
high ionic strength where ions shield the positive charge
of the pyridinium substituents resulting in the formation
of aggregates.


Porphyrin P2 is more hydrophobic than P3. As P2 was
extensively aggregated in aqueous solutions, P2 formed
predominantly extended assemblies on the DNA surface
whereas the formation of bound monomer occurred very
slowly.


The effects of deposited porphyrins on thermal dena-
turation of calf thymus DNA were studied by UV melting
experiments (Fig. 8, inset). Whereas bound P3 was
monomerized at temperatures near Tm [Fig. 8(c)], P2


remained predominantly self-assembled, as indicated by


Figure 7. Changes in the Soret region of 1.0 mM P3 with
increasing concentration of DNA: (a) formation of J-aggre-
gates, R¼ 0 (dashed line), 2, 7 and 13; (b) binding to DNA at
R¼ 13, 43 and 182 (R¼ 182, 120 min standing: dashed
line). Arrows designate spectral changes due to increasing
concentration of DNA. Experiments were carried out in
20 mM phosphate buffer (pH 7.0), 0.1 M NaCl, 22 �C


Figure 8. Absorption spectra of P3 (2mM) in 20 mM phos-
phate buffer (pH 7.0), 50 mM NaCl, 25 �C (a), after addition
of DNA (107 mM) at 25 �C (b) and after heating to 88 �C (c).
Inset: Temperature dependent absorbance changes moni-
tored at 258 nm: (d) 58 mM calf thymus DNA; (e) 58 mM calf
thymus DNA, 2mM P3; (f) 56 mM calf thymus DNA, 3.4 mM


TMPyP
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spectral features of the porphyrin Soret bands. The
spectra also indicated that both porphyrins were still
bound to DNA [Fig. 8(c)]. We found that neither por-
phyrin influenced the melting profiles of DNA and the
melting temperatures Tm. The Tm values in the presence
(R¼ 18–29) and absence of porphyrins varied from 81 to
82 �C [Fig. 8(d) and (e)]. Under the same conditions,
TMPyP, which intercalates between G–C base pairs,
increased Tm to 83 �C [Fig. 8(f)]. The increase in Tm


reflects stabilization of the double helix due to intercala-
tion of the porphyrin moiety, which is in accordance with
previous results.1,37 Evidently, the outside binding and
outside binding with self-stacking modes do not contri-
bute to the thermal stability of double helical DNA.


In air-saturated aqueous solutions, the triplet states of
P2–P4 monomers were quenched by oxygen according to
first-order kinetics (monoexponential) with a lifetime of
�2 ms (Table 1). In contrast, after binding to DNA, the
triplet states decayed with biexponential kinetics char-
acterized by two lifetimes. The lifetime of the faster
process was coincident with oxygen quenching of free
(unbound) porphyrin. The slower process was attributed
to quenching of the triplet states of bound monomers
(Table 1). The contribution of the respective processes
varied according to the equilibrium molar ratio of free to
DNA-bound monomer. The binding to DNA caused a
marked increase in the triplet state lifetime, indicating the
localization of the porphyrin molecules in a region with
lower oxygen accessibility than in solution. The lifetimes
of 17.1ms (P3) and 12.2ms (P4) in aerated solutions are
comparable to those recorded for externally bound ca-
tionic porphyrins.23,39,40 For comparison, the triplet state
lifetimes of intercalated porphyrins are extended to 60 ms
owing to the protection of excited porphyrin molecules
by the nucleic acid duplex. Because bound P2 exists
predominantly in the form of highly extended assemblies
the formation of the triplet states was completely sup-
pressed (see earlier).


As pointed out earlier, collisional quenching of the
triplet states of porphyrin monomers by dissolved oxygen
leads to 1O2. The rise in the local concentration of 1O2 is
governed by the rate of triplet state quenching by oxygen.
Because the triplet states of bound P3 and P4 are
quenched more slowly than excited porphyrins in solu-
tion, the rates of formation and decay of 1O2 became
comparable, as follows from time-resolved luminescence
experiments. Evidently, both P3 and P4 produced 1O2


effectively also after external binding to DNA. This is in
accordance with the fact that �� is usually little affected
by binding sensitizers to nucleic acids.39,40


CONCLUSION


Porphyrins P2 and P3 aggregate considerably in aqueous
solutions whereas P4 remains monomeric and produces
1O2 even at high ionic strength. Both H- and J-aggregates


were resolved and characterized. The most hydrophilic
porphyrin P4 is bound externally to the DNA backbone
predominantly as a monomer. On the other hand, P2 and
P3 form extended chiral assemblies on the DNA exterior.
Nucleic acids with negatively charged phosphate groups
shield repulsion forces between the porphyrin units that
spontaneously assemble into helical assemblies depo-
sited on the DNA surface. The helicity of the DNA
backbone is imparted to the porphyrin assembly, resulting
in induced chirality. Nucleic acids also facilitate the
formation of J-aggregates when the concentrations of
DNA in base pairs and porphyrin are comparable. The
lifetimes of the triplet states of monomeric P3 and P4


increase after binding, however, this does not prevent the
formation of 1O2.


Acknowledgements


This research was supported by the Grant Agency of
the Czech Republic (Grants 203/01/0634, 203/02/0420
and 203/04/0426). The authors thank Professor
P. Anzenbacher, Jr, of the Center for Photochemical
Studies, Bowling Green State University, for the synth-
esis of porphyrins, and Dr P. Maloň of the Institute of
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12. Králová J, Dvořák M, Král V. J. Med. Chem. 2003; 46: 2049–
2056.


13. Kasha M, Rawls HR, El-Bayoumi MA. Pure. Appl. Chem. 1965;
11: 371–392.


14. Scholes GD. Chem. Phys. 2002; 275: 373–386.
15. Ohno O, Kaizu Y, Kobayashi H. J. Chem. Phys. 1993; 99:


4128–4139.
16. Akins DL, Zhu H, Guo Ch. J. Phys. Chem. 1996; 100: 5420–


5425.
17. Kano K, Minamizono H, Kitae T, Negi S. J. Phys. Chem. 1997;


101: 6118–6124.
18. Kano K, Fukuda K, Wakami H, Nishiyabu R, Pasternack RF.


J. Am. Chem. Soc. 2000; 122: 7494–7502.
19. Kubát P, Lang K, Procházková K, Anzenbacher P Jr. Langmuir
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epoc ABSTRACT: Along with the metastable 2-(20,40-dinitrophenylmethylidene)-1,2-dihydropyridine (NH) and the
unstable 6-aci-nitro-2-nitro-5-(20-pyridylmethylene)-1,3-cyclohexadiene (OH), the stable form of 2-(20,40-dinitro-
benzyl)pyridine (DNBP), CH, is photochemically converted into small amounts of 1,2-bis(20,40-dinitrophenyl)-1,2-
bis(20-pyridyl)ethane, trans-bis[5-nitro-2-(pyridine-2-carbonyl)phenyl]diazene N-oxide, 6-nitro-3-(20-pyridyl)-2,1-
benzisoxazole and 3-nitropyrido[1,2-b]quinolin-6-ium-11-olate. The latent photochromism of DNBP, as shown by
x-ray analysis of the structures of the side-products and ESR/IR measurements, is attributed to open-shell reactions
that are initiated by hydrogen photoabstraction and subsequent creation of two monoradicals, NH. and OH.. Large
amounts of the radicals (ca 50% NH. and 70% OH.) confined in the crystalline interior are persistent under ambient
conditions. Through quasi-periodic reactions, the remaining radicals partially recover the ground-state isomers CH,
NH and OH, or decay to the side-products, which results in crystalline photofatigue. Together with proton tunneling
from the excited CH, the radical reactions represent dominant mechanism for the creation of NH and OH in the low-
temperature regimes, but are successfully competed by the closed-shell reactions at higher temperatures. The
precursor state, whose existence was assumed previously from transient absorption spectroscopy, may be identified as
the radical OH.. The present work represents the first study of the photofatigue of a 2-(20,40-dinitrobenzyl)pyridine
compound and extends the ‘classical’ mechanism of the photochromic reactions of nitrobenzylpyridines with a set of
open-shell radical reaction routes. Copyright # 2004 John Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience
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INTRODUCTION


The scientific interest in photochromic compounds is
driven by their potential application as phototriggers for
electrical nano-circuits, photomodulators for non-linear
optical materials and materials for photo-optical memory
storage and switching devices.1 Necessary requirements
for the compounds in such applications are small struc-
tural perturbation during the photoreactions, preservation
of the crystal integrity, stability of the colored forms,
tunability of the yields and high resistance to undesirable
side-reactions (photofatigue). A promising class of com-
pounds that meet the first four of the above conditions are
those similar to the photochromic 2-(20,40-dinitrobenzyl)-
pyridines (DNBPs). The DNBPs have been used as
phototrigger units in the caged compounds (for reviews,


all Ref. 2) and have also been proposed as efficient
second-harmonic generation photomodulators.3


The collection of earlier studies has generally agreed
upon a nitro-assisted proton transfer mechanism of the
photochromic reactions, outlined in Scheme 1. When
photoexcited, the otherwise stable CH forms isomerize
to metastable blue–violet quinones/azamerocyanines
NH, mainly via unstable aci-nitro tautomers OH.4,5


Surprisingly, apart from the application relevance of
this photochromic system, and a few reports concerning
residual yellow coloration,4,6 very little is known about
its photofatigue. Long-term and/or intense irradiation of
powdered or crystalline DNBP with UV–visible light at
any temperature results in residual, unbleachable yellow–
brownish coloration. The cyclability (the number of
cycles needed for the blue absorbance to drop to 50%
of the initial value) of powdered DNBP switched between
the colorless and the blue form is Z50� 20 (Fig. 1). The
fatigue is accompanied by a decrease in several absorp-
tions in the 1300–600 cm�1 region, disappearance of a
weak band at 980 cm�1 and evolution of a single, un-
bleachable, weak band at 1020 cm�1. A similar decrease
in the photochromic efficiency is known for alkylnitro-
benzenes in solution.7
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Spectroscopic investigations have indicated that the
actual mechanism of the photoreactions of DNBP is more
complex than that shown in Scheme 1. First, at least two
temperature regimes for the formation of both NH and
OH exist: at higher temperatures (e.g. above �160 K for
OH and �230 K for NH in the case of the parent
compound DNBP) the photoproducts are created through
thermally activated proton transfer. At lower tempera-
tures, where the thermal proton transfer is forbidden, low-
yield and nearly temperature-independent processes
(probably proton tunneling from excited state) prevail.8,9


Second, the OH isomer in the solid DNBP evolves (on a
microsecond time-scale) with delay relative to NH, which
indicates a long-lived triplet state or an additional inter-
mediate.8 Third, if DNBP dispersed in polymer matrices is
flashed with UV radiation at cryogenic temperatures, it
remains colorless, but develops the characteristic 600 nm
NH band on warming in the dark. To explain the phenom-
enon, for which we propose here one of the terms latent
photochromism or pseudothermochromism, Sousa and
Loconti10 assumed the existence of a colorless ‘dark
intermediate’ that decays to NH. Recently, Casalegno
and co-workers11,12 characterized this precursor by tran-
sient absorption spectroscopy. It was found that the
species, with a lifetime of about 10ms at room temperature


in a polycrystalline matrix, absorbs at 335 nm and decays
either to OH and then to NH and CH, or directly to CH.


Our motives for studying the photofatigue of DNBP
were mainly based on the following two facts: (1)
although much is known about the main photochromic
reactions of DNBP, the side-reactions of this system have
hardly been given any attention in the past, and (2)
the several spectroscopic observations pointed out above
could not be satisfactorily explained with Scheme 1. For a
better understanding of the photochemistry of DNBP,
therefore, one needs to look for information obtainable
with other techniques, such as, in this case, structural and
product analyses combined with ESR spectroscopy. In
this work we characterized four side-products responsible
for the photofatigue of DNBP and we show that all of the
above experimental observations can be accounted for by
two photochemically created radical intermediates. The
present study, however, was not intended to give a
complete and final decision on the reaction mechanism;
rather, by obtaining proof for the existence of additional
species, it was aimed to provide a direction in which the
answers for the complicated photochemistry of DNBP
should be sought.


RESULTS AND DISCUSSION


Photolysis of DNBP


The HPLC analysis of DNBP photolyzed with visible
light from Xe lamp (400–800 nm) showed 13 photopro-
ducts (Fig. 2). The composition of the photolyzates
obtained from powdered bulk DNBP samples under
various conditions was analyzed by preparative-scale
TLC (for details on the irradiation conditions, see Ex-
perimental). From DNBP photolyzed at ambient tem-
perature and at 275–278 K in air, nine and seven products
were isolated, respectively, in addition to a dark, highly
intractable material. Cryogenically irradiated DNBP
samples, warmed to ambient temperature and then kept
in the dark for several days, showed the same composi-
tion as the samples irradiated at ambient temperature.
DNBP irradiated anaerobically at 275 K yielded smaller
amounts of the yellow side-products and a higher con-
centration of the NH isomer than at other temperatures,
which resulted in unusually dark blue coloration. Except
for two components, DNBP irradiated in acetonitrile and
in the solid state at 275 K afforded the same products, but
greater amounts decomposed in the solution (73.2 vs
55.3%). In the presence of a triplet-quenching diene in
acetonitrile, DNBP was largely consumed and decayed to
as many as 18 products.


Photochemical effects on the crystal structure


In order to investigate the structural changes during
the prolonged irradiation more directly, the effects of


Scheme 1. The three-species mechanism of the photochro-
mic proton transfer reactions in dinitrobenzylpyridines


Figure 1. Time profile of the integrated absorbance of the
600 nm NH band upon switching between the colorless and
the colored DNBP (coloration, 0.1 s flashes from Hg lamp,
l<440nm; bleaching, 1min irradiation with Y-51-filtered
output from Xe arc lamp, l¼500--800 nm)
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photoirradiation on the structure of DNBP were followed
in situ by single-crystal x-ray structure analysis of the
lattice constants and the thermal parameters of the o-nitro
group at 250 K (Fig. 3). As expected from their conforma-
tional similarity,4,5 switching among CH, OH and NH
resulted in small, albeit significant, changes but did not
affect the long-range structural order of DNBP. However,
prolonged irradiation of about 40 h resulted in notable
structural changes: initial abrupt contraction of the cell
(the cell volume decreased by 2.3% and the residual factor
increased by 0.55%) and large expansion with increased
mosaicisity afterwards. Interestingly, standing in the dark
led to partial recovery of the structural order of the brown
crystal (the residual factor decreased by 3.99%). Similar
changes were observed under argon. With the use of
single-photon excitation, no secondary structure could be
clearly discerned during the single-crystal measurements.


Characterization and crystal structures
of the side-products


The time profile of the products of DNBP that was
irradiated constantly during 10 days is presented in


Fig. 4. The plot shows an induction period, which was
estimated from the change of the concentrations to about
25–50 h (�93% DNBP remained), in agreement with the
value obtained from the single-crystal study (�40 h).
After the induction period, the concentrations of the
products increased and decreased twice until the end of
the irradiation, first within about 50–140 h and then
within 140–240 h from the onset of irradiation. This
indicated quasi-periodic reactions that repeat after about
each 90–100 h of exposure. During each cycle DNBP
decayed and was partially recovered from one product
with a weight ratio of �12% (peak 5 in Fig. 4) and four
products with weight ratios varying between 0 and 4%


Figure 2. HPLC traces of DNBP (a) before and (b) after 296 h
of irradiation with Xe arc lamp (400--800 nm). The retention
times (in minutes) are given in parentheses


Figure 3. Change of the cell parameters (a) and the aniso-
tropic displacement parameters (b) of a single crystal of
DNBP irradiated in air. Before t¼ 0, the colorless crystal
was irradiated 0.25 h with l< 440nm (Hg lamp, filter UV-
D33S) and the data were collected; the respective data are
plotted at t¼ 0. From t¼ 0 the blue crystal was colored
yellow by irradiation with 600 nm (l3) pulses for 0.67 h while
collecting the data for 4 h; the resulting parameters are
plotted at t¼4 h. From t¼4 h the yellow crystal was
bleached with 400--440 nm radiation (l2) (Hg lamp, O-56
filter and Xe lamp, UV-D33S filter) and left in the dark. The
data collected from the colorless crystal are plotted at
t¼ 13.2 h. Further irradiation was carried out with unfiltered
output from an Xe lamp at l¼540--800nm. Each point
corresponds to the end of the data collection relative to t¼0
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(peaks 1–4), while a small amount was converted
into several photoinactive products with relatively
constant ratios of less than 1% (peaks 7–14). A
thorough physico-chemical characterization of the pro-
ducts proved to be difficult owing to the small
isolable quantities and their photoreactivity. Repeated
recrystallizations afforded crystals from four stable
products, namely 1,2-bis(20,40-dinitrophenyl)-1,2-bis
(20-pyridyl)ethane (1), trans-bis[5-nitro-2-(pyridine-
2-carbonyl)phenyl]diazene N-oxide (2), 6-nitro-3-(20-
pyridyl)-2,1-benzisoxazole (3) and 3-nitropyrido[1,2-b]
quinolin-6-ium-11-olate (4). An additional amine product,
2-(40-amino-20-nitrobenzyl)pyridine, was obtained in the
presence of triplet-quenching diene; the structure was
identical with that of the same compound prepared
chemically.13 The molecular structures of 1–4 as deter-
mined by x-ray diffraction are shown in Fig. 5; the
relevant crystallographic data are listed in Table 1.


The molecule of 1 exists in the solid state in a gauche
staggered conformation around the central C6—C18
bond with anti-oriented pyridyl and dinitrophenyl rings,
which minimizes the steric repulsion. The central C6—
C18 bond of 1.603(5) Å is very long to avoid the short
contact within the molecule. However, the C17—C18—
C19 [109.4(3)�] and C5—C6—C7 [109.8(3)�] angles are
normal. The torsion angles of the two dinitrophenyl rings
(C12—C7—C6—C18 and C24—C19—C18—C6) are
59.1(4)� and 62.0(5)�, respectively, whereas those of
the two pyridyl rings (N1—C5—C6—C18 and N4—
C17—C18—C6) are 42.1(5)� and 41.8(4)�, respectively.


The molecule of the dimer 2 is centrosymmetric with
respect to the center of the azoxy bridge. The central N——
N distance [1.241(5) Å] compares well with the mean
value (1.24 Å) for uncoordinated dimeric N-unsubstituted
trans-azobenzenes retrieved from the Cambridge Struc-


tural Database.14 The molecule of 3 is nearly planar. The
angle between the pyridyl and benzisoxazole functions is
4.2(1)� and the nitro group rotates by 8.7(2)� around the
C—N bond. The three condensed rings of 4 are coplanar,
with slight deviation of the nitro group by 6.1(6)� from
the common plane. The C—O and N——N bond lengths,
1.246(4) and 1.360(4) Å, are very similar to the values of
the bromo derivative, 1.244(5) and 1.361(5) Å, respec-
tively.15 The long C—O distance indicates single-bond
character of the carbonyl bond and thus a significant
contribution of the enolate form to the resonant structure
of the molecule.


Possible intermediates and pathways to produce
the side-products


The presence of the induction period (Fig. 4), the large
number of side-products and their structures imply the
existence of photoinduced radical species. The structure
of the stable dimer 1, the only characterized side-product
with unoxidized benzylic carbons, clearly suggests the
existence of a precursor monomer radical denoted OH. in
Scheme 2. The most probable way for creation of OH. is
abstraction of a single hydrogen atom from DNBP. A
second radical denoted NH., whose existence was con-
firmed by ESR spectroscopy (see below), could be
obtained either by transfer of the remaining benzylic
proton in OH. to the pyridyl nitrogen or by hydrogen
abstraction from NH (Scheme 3). The present results thus
support the assumptions of Kuindzhi et al.18 based on
ESR measurements.


Products 1 and 2 indicate dimerization of OH. and
NH., while 3 and 4 suggest intramolecular cyclization.
The quasi-periodic course of the photofatigue and the


Figure 4. Time dependence of the composition of solid DNBP photolyzed with Xe lamp (400--800 nm) and analyzed by HPLC.
The inset shows the variation of the remaining DNBP (the axes units are the same on both plots). Peaks identified with the
standard addition method: peak 2, side product 2; peak 4, side product 1; peak 6, DNBP; peak 7, side product 3; peak 12, side
product 4
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anaerobic photolysis experiments indicate that eventual
peroxide-mediated reactions are not the main source of
the oxidized side-products 2–4. It seems unlikely that the
product 4 is created from 3 pyrolytically, since such
reaction requires very high temperatures.15 From the
structures of the photoproducts and the literature data
on photodecay of other nitro compounds,16,17 various
mechanisms for the photofatigue of DNBP can be
assumed (e.g. including diradicals or charged radical
species). Elucidation of the exact reaction mechanism,
however, would need further experimental and theoretical
work. Extensive theoretical investigation of the potential
energy surface for the main and the side reactions in
DNBP is in progress and will be published elsewhere.


ESR spectra


To confirm the existence of the radical intermediates and
to supplement the existing scarce data,18 the ESR spectra
of DNBP were investigated. Powdered DNBP irradiated
at 5 K (Fig. 6) developed weak, sharp resonance
(324.351 mT, g¼ 2.0046) immediately after the irradia-
tion with visible light from Xe lamp. As a result of the
very small amount of long-lived radicals produced by the
diffuse room light during sample preparation, the reso-
nance at 324.351 mT is observable as a very weak signal


even in the non-irradiated sample. The additional broad,
asymmetric signal that initially appears at 312.834 mT
(g¼ 2.0784) remains unaffected by further irradiation
and is probably due to a small amount of thermally
unstable radicals of very short relaxation time produced
at defects. Accordingly, it disappears immediately upon
annealing at 20 K and can not be recovered by irradiation.
Prolonged irradiation increased the resonance at
324.351 mT revealing overlapped singlet (fitted:
324.454 mT, g¼ 2.0040, �Hpp¼ 1.9 mT) and doublet
(322.596 and 326.697 mT, gav¼ 2.0029, D¼ 2.2 mT)
signals. The two signals intensified simultaneously with
irradiation time and were stable indefinitely at 5 K. Upon
warming to 300 K, 30% of the singlet and 50% of the
doublet decayed with different rates (Fig. 7). The remain-
ing radicals were stable in the dark for weeks, even in the
presence of air.


Scattered reports on photoreactions of nitro aromatics
were summarized by Ramamurthy and Venkatesan.19 The
products, 2-nitrosobenzyl alcohols, were assumed to
form through a diradical obtained by abstraction of the
�-hydrogen by the o-nitro group. Nitrosobenzyl alcohol
is also obtained by partial decay of 2-nitrotoluene irra-
diated in solution.7 Instead, a structure of benzyl alcohol
with an o-N(H)O. group was assigned to the radical
species formed from several photoirradiated o-nitroben-
zyl compounds.20 In basic solutions, nitro aromatics


Figure 5. ORTEP diagrams (50% probability level) of the molecular structures of the photoproducts: (1) 1,2-bis(20,40-dinitro-
phenyl)-1,2-bis(20-pyridyl)ethane; (2) trans-bis[5-nitro-2-(pyridine-2-carbonyl)phenyl]diazene N-oxide (1:1 disordered over the
center of the N------N bond); (3) 6-nitro-3-(20-pyridyl)-2,1-benzisoxazole; (4) 3-nitropyrido[1,2-b]quinolin-6-ium-11-olate
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spontaneously produce radical anions.21 Consistent with
the former assignment18 and the above ESR data on nitro
aromatic compounds, the ESR spectra of photoirradiated
DNBP confirm the creation of the OH. and NH. radicals
that were assumed from the product analyses. The con-
formational similarity of the optimized radical structures
[UB3LYP/6–31G(d) level, supplementary material, Table
S1] with the molecular structure of CH in the crystal
suggests that they can be produced and preserved in the
crystalline lattice of CH without significant structural
perturbation (Fig. 8). The spin isodensity surfaces calcu-
lated on the theoretical radical structures show that in
both radicals the unpaired electrons are localized on the
benzylic carbon atom.


Implications for the reaction mechanism


The above results confirm that the photofatigue of DNBP
in the solid state (and probably in solution) is triggered by


Table 1. Crystallographic data and experimental details for four side-products produced by the photolysis of 2-(20,40-
dinitrobenzyl)pyridine


Parameter 1 2a 3 4


Empirical formula C24H16N6O8 C24H14N6O7 C12H7N3O3 C12H9N3O3


Color Colorless Orange–red Yellow Red
Formula weight 516.43 498.42 241.21 259.22
Temperature (K) 296(2) 95(2) 95(2) 223(2)
Wavelength (Å) 0.71073 0.71073 0.71073 0.71073
Crystal system Triclinic Triclinic Monoclinic Monoclinic
Space group P�1 P�1 P21/n P21/n
Diffractometer SMART-CCD SMART-CCD SMART-CCD R-AXIS RAPID
Unit cell dimensions a¼ 9.1260(4) Å a¼ 6.1113(4) Å a¼ 10.7816(2) Å a¼ 4.2493(1) Å


b¼ 10.9272(4) Å b¼ 9.8060(4) Å b¼ 3.7660(4) Å b¼ 13.6055(7) Å
c¼ 13.8930(8) Å c¼ 10.1754(7) Å c¼ 25.2394(6) Å c¼ 17.5911(1) Å
�¼ 101.437(2)� �¼ 63.007(2)� �¼ 98.728(1)� �¼ 95.267(1)�


�¼ 107.156(3)� �¼ 87.333(2)�


�¼ 106.639(2)� �¼ 74.221(1)�


Volume (Å3) 1206.35(10) 520.77(5) 1013.02(3) 1012.71(6)
Z 2 2 4 4
Density (calc.) (Mg m�3) 1.422 1.589 1.582 1.596
Absorption coefficient (mm�1) 0.110 0.118 0.118 0.119
F(000) 532 256 496 504
Crystal size (mm3) 0.55� 0.45� 0.03 0.20� 0.05� 0.05 0.20� 0.10� 0.10 0.50� 0.10� 0.10
Theta range for data 1.61 to 25.00 2.26 to 27.57 1.63 to 27.52 2.33 to 25.00
collection (�)
Index ranges �7 h 10, �7 h 7 �13 l 13 �4 h 5


�12 k 12 �12 k 12 �4 k 4 �15 k 16
�16 l 16 �13 h 13 �32 l 32 �20 l 20


Reflections collected 6909 5219 9255 7367
Independent reflections 4155 2359 2303 1751


[R(int)¼ 0.0486] [R(int)¼ 0.0501] [R(int)¼ 0.0633] [R(int)¼ 0.0825]
Refinement method Full-matrix least- Full-matrix least- Full-matrix least- Full-matrix least-


squares on F2 squares on F2 squares on F2 squares on F2


Data/restraints/parameters 4155/0/345 2359/0/173 2303/0/163 1751/0/159
Goodness-of-fit on F2 1.004 1.269 1.022 1.196
Final R indices R1¼ 0.0681 R1¼ 0.0630 R1¼ 0.0467 R1¼ 0.0728


wR2¼ 0.1462 wR2¼ 0.1115 wR2¼ 0.1102 wR2¼ 0.1768
R indices (all data) R1¼ 0.1420, R1¼ 0.1446 R1¼ 0.0755 R1¼ 0.1123


wR2¼ 0.1844 wR2¼ 0.1610 wR2¼ 0.1248 wR2¼ 0.2014
Largest diff. peak and 0.412/�0.249 0.579/�0.547 0.322/�0.317 0.315/�0.249
hole (e Å�3)


a The molecule is centrosymmetric with respect to the center of the N——N bond.


Scheme 2. Dimerization of OH. to the side-product 1,2-
bis(20,40-dinitrophenyl)-1,2-bis(20-pyridyl)ethane (1)


Scheme 3. Possible routes for formation ofNH. fromOH. or
NH
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the creation of two radicals, ascribed to the structures
NH. and OH.. To investigate the reaction pathways that
include the radicals, we monitored the evolution of NH
and OH through the rapid-scan FTIR spectra of DNBP


that was flashed with UV radiation at 80 K and then
heated to room temperature in the dark (Fig. 9) (similar
latent photochromism was also observed in the UV–
visible–NIR spectra of single crystals of the p-azoxy
dimer of DNBP). The temperature effects on the IR
spectra were correlated with the respective ESR spectra
(Fig. 7).


The difference IR bands, empirically assigned to the
n(CH) (weak negative bands around 3010 cm�1), n(NH)
(complex band with submaxima at ca 3385, 3238 and
3175 cm�1) and n(OH) (3450 cm�1) modes, respectively,
were used as probes. The n(NH) mode of small amounts
of NH in crystalline DNBP is usually observed as a very
weak band at 3385 cm�1 and the n(ND) and n(OD) bands
appear at 2507 and 2606 cm�1, respectively. The appear-
ance of two more components (3238 and 3175 cm�1)
besides the 3385 cm�1 n(NH) band (some of which may
be due to NH.) remains unclear. A possible explanation
may be that different conformer of NH is obtained by
the radical thermal decay from that resulted by the
proton transfer. The effects on the band intensities in
Fig. 7 of concentration variations of NH and OH due to
their decay during the experiment, the temperature
effects and the ‘negative’ band at 3213 cm�1 were not
accounted for.


After the sample had been flashed at 80 K with UV
radiation, n(CH) modes appeared as weak negative bands,
while only a very weak n(NH) band and no n(OH) bands
could be observed. This indicated photodecay of CH,
creation of a very small amount of NH and practically no
significant amounts of OH. The ESR spectra, on the
other hand, clearly suggest the creation of the radicals at
any temperature within the range 5–300 K. It can be
concluded, therefore, that at low temperature, photoex-
cited CH decays mainly to the radicals and small
amounts of NH, probably through reaction(s) from its
excited state.


The FTIR spectra indicate that upon warming in
the dark the amount of NH initially increases and


Figure 6. ESR spectra recorded from powdered DNBP. (a)
Unirradiated, 5 K; (b) irradiated for 5min with Xe lamp
(400--800nm), (c) irradiated for 15min; (d) dark, heated to
20K; (e) dark, cooled to 5K; (f) irradiated for 60min at 5 K;
(g) irradiated for 75--195min at 5 K; (h) dark, retained for 1 h
at 5K; (i) dark, heated from 5 to 250K; (j) dark, room
temperature; the spectrum remains unchanged for a long
time in air


Figure 7. Thermal decay of the fitted intensities of the two ESR signals (left) and of the characteristic difference n(NH) and
n(OH) bands (right) of photoirradiated DNBP. Irradiation conditions: Xe lamp through quartz windows (ESR) and high-pressure
Hg lamp through quartz windows (IR). The intensity of the lowest points in the right-hand plot equals zero. The band intensities
were not corrected for temperature effects
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subsequently decreases (Fig. 7, right plot). The tempera-
ture of the maximum integrated absorption of the NH
band (190 K) corresponds well with the range 150–200 K
where the doublet signal (OH.) reaches a local maximum
and the singlet signal (NH.) is at a local minimum (Fig. 7,
left plot). This supports the assumption that the NH form
is created from the radical species. At 220 K, most of the
NH produced thermally from the radicals decayed to CH,
which is reflected in the disappearance of the n(NH) band
(Fig. 7). Upon warming above 240 K, the n(OH) band
appears, increases and subsequently decreases. This in-
dicates that OH is thermally produced from the remain-
ing radicals. The OH isomer reaches maximum
concentration at 260 K. At higher temperatures it decays
thermally to the metastable isomer NH (presence of an


overlapped shoulder around 3380 cm�1) and the stable
isomer CH (disappearance of the weak negative bands
around 3010 cm�1). On the basis of the above discussion,
the NH. and OH. radicals can be identified as the long-
lived (>16 h at 77 K) intermediate whose existence was
assumed previously10 and the extended reaction mechan-
ism in Scheme 4 for the photoreactions in DNBP can be
proposed.


Are the radicals identical with the
precursor state?


The recent spectroscopic measurements of Casalegno and
co-workers on DNBP in the crystalline state11 and


Figure 8. Theoretical [UB3LYP/6--31G(d)] structures of the radicalsOH. and NH. and the respective spin isodensity surfaces co-
plotted with the experimental cavities of CH molecules in crystalline DNBP. The cavities are represented as intersected surfaces
of overlapping spheres at 1.2 Å from the respective van der Waals radii (C, 1.700; H, 1.200; N, 1.550; O, 1.520 Å). The contour
lines represent steps of 0.2 Å. (For definition of the reaction cavity, see Refs 28 and 29) (This figure is available in colour online)


Figure 9. Difference rapid-scan FTIR spectra of DNBP irradiated (1min) through the quartz windows of a low-temperature cell
at 80 K and then warmed in the dark to ambient temperature. The spectra were recorded by heating at 10K intervals; the
temperature increases from the top spectrum downwards. The difference spectra were obtained by subtraction of the spectrum
of the unirradiated sample from the respective spectra after irradiation at each temperature
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dispersed in polymer matrices12 showed the creation of a
colorless precursor (lmax¼ 335 nm in benzene) that is
stable for several hours at temperatures lower than 50 K
in polymers. Since the precursor is considerably stable
and, within the experimental uncertainties, could not be
quenched with oxygen and naphthalene, it was assigned
to an additional ground-state OH conformer rather than
to a diradical or a long-lived triplet state.


The present results confirm undoubtedly that radical
species are created in photoirradiated DNBP. Moreover,
the structure of the dimer 1 made it clear that one of the
radicals is OH., which is only weakly conjugated over the
methylene bridge and should not absorb in the visible
region. Since the behavior (the stability and the reactions)
of OH. conforms with the characteristics reported for the
precursor state, we assume that they might be identical or,
at least, very similar. However, it should be borne in mind
that the previous data have indicated that the reaction
course in DNBP depends strongly on experimental fac-
tors such as the physical state of the sample and the
irradiation conditions. Any generalizations of the reac-
tion mechanism over different reaction conditions, there-
fore, would need further experimental evidence.


CONCLUSIONS


This work revealed that the mechanism of the nitro-
assisted proton transfer in dinitrobenzylpyridine (and
probably in similar compounds) is more complex than
the three-species reaction scheme adopted previously and
involves a set of open-shell reactions initiated by homo-
lytic cleavage of the benzylic C—H bonds. Two radical
intermediates, simultaneously created in the temperature
range 5–300 K, are persistent in the crystalline interior of
DNBP for weeks in air at ambient temperature. Upon
warming, the radicals partially decay initially to NH and


OH and subsequently to CH, which accounts for the
latent photochromism (pseudothermochromism). Since
the radical reactions may have small energy barriers,
they represent the dominant mechanism for creation of
NH and OH in the low-temperature regimes. The set of
closed-shell proton transfer pathways is thermally acti-
vated and successfully competes at higher temperatures.
Prolonged irradiation causes quasi-periodic reactions
resulting in partial recovery of DNBP, creation of
cyclized/dimerized side-products and decrease of the
overall photochromic efficiency.


EXPERIMENTAL


Synthesis. Commercial DNBP was purified by column
chromatography (Al2O3, CH2Cl2–hexane) and recrystal-
lized twice from ethanol.


Aerobic solid-state photolyses and product analyses.
DNBP photolyzed in solid state/acetonitrile solution, at
room/low temperature, in air/under argon during various
irradiation times was thoroughly analyzed. Equal por-
tions of multiply recrystallized and finely powdered
DNBP crystals were irradiated with Pyrex-filtered Xe
lamp output (400–800 nm) for 10 days at 275–278 K in
air. The sample gradually turned yellow, brown and
finally into a dark semi-solid mass. At 1-day intervals,
samples from the photolysate were quickly dissolved in
acetone–EtOH in equal concentrations and analyzed by
HPLC. The HPLC analysis of irradiated DNBP was
performed with Hitachi LaChrom HPLC systems, on
analytical [pump, L-7100; UV–visible detector, L-7420,
l¼ 250 nm; column, Chiralpak AD, 0.46 cm� 25 cm;
sample, 5 ml; elution, EtOH–hexane (7:3), 0.2 mL/
min�1 (0–38 min), EtOH–hexane (7:3), 1 mL/min�1


Scheme 4. Proposed extended reaction mechanism of the proton and hydrogen transfer reactions in photoirradiated solid
DNBP including the closed-shell species characterized previously and the radicals NH. and OH. characterized in this study. The
reactions including the open-shell species are based on the present data and are written in tentative form. The reactions shown
with broken arrows are characteristic for fluid state. The conversion of CH into NH. (homolytic N---H and heterolytic C---H
cleavage) probably proceeds in two consecutive steps through NH or OH..
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(38–70 min), 100% EtOH, 1 mL/min�1 (70–80 min)] and
preparative [pump, L-6250; column, Chiralpak AD (Dai-
sel Chem), sample, 5 mL] scales. After 296 h of irradia-
tion, a total of 14 peaks were observed (denoted peaks 1–
14 from lower retention times upwards in Fig. 2). The
following peaks were identified with the products isolated
by TLC: peak 2, B5 (side-product 2); peak 3, B7; peak 4,
side-product 1; peak 7, A9 (side-product 3); peak 11, A3;
peak 12, A4 (side-product 4). Bulk samples were irra-
diated under a similar regime at 275–278 and 298 K and
analyzed by preparative HPLC and TLC. In addition to
the highly intractable dark brown material at Rf¼ 0.0
(A0, 8.7%), nine components were isolated by TLC, A1–
A9 (Rf, w): A1 (0.02, 12.3%); A2 (0.05, 3.3%); A3 (0.08,
5.4%, red on TLC); A4 (0.11, 6.4%, yellow on TLC);
A5þA6, not separated (0.23, 8.4%); A7 (0.35, 5.1%);
A8 (0.47, 44.7%, DNBP); A9 (0.60, 5.6%, yellow on
TLC). A7 was identified from the analytical data as
unreacted DNBP. A5 and A6 could not be separated
satisfactorily; the structure of the azoxybenzene dimer
was determined from a crystal obtained from their
mixture. These two products gave the only result that
was not readily reproducible: in several TLC experi-
ments, either one or two components with very close Rf


formed owing to secondary chemical reactions. The
colorless A5, isolated by preparative HPLC, always
yielded complex mixtures, which also contained A6
and A3. The dimer 1,2-bis(20,40-dinitrophenyl)-1,2-
bis(20-pyridyl)ethane (side product 1) was isolated as
the first fraction with column chromatography (Al2O3,
gradual elution with CH2Cl2 in hexane) from the DNBP
photolyzate that was kept in air. Secondary reactions
proceeded in several other photoproducts. For the experi-
ment at 275–278 K, DNBP powder (0.134 g) was placed
on a cold plate and irradiated with filtered (Y-43) output
from an Xe lamp for 11 days. At least seven components
could be identified, with Rf values of 0.00, 0.01, 0.03
(yellowish), 0.06 (yellow), 0.40 (DNBP), 0.62 and 0.77.
The products were extracted as described above.


Anaerobic solid-state photolysis. DNBP (44 mg) was
sealed in a glass ampule under argon, attached to a cold
plate (275 K) and irradiated with unfiltered output from
Xe lamp for 10 days. Whereas on the upper side the
substrate turned dark, the lower side turned intense blue.
After exposure to air, the residue afforded at least seven
products that were separated by TLC [Al2O3/hexane–
EtOAc (7:3)] with Rf¼ 0.00 (dark), 0.05 (red), 0.09
(yellow), 0.20, 0.41 (DNBP) and 0.64.


Aerobic solution-state photolysis. DNBP (29 mg) dis-
solved in anhydrous undegassed acetonitrile (6 mL,
99.8%; Aldrich SureSeal) was placed in quartz cuvettes
on a cold plate at 275 K. During irradiation for 9 days,
4.8 mL of acetonitrile were added to refill the evaporated
solvent. The acetonitrile was then evaporated at room
temperature and the residue was analyzed by TLC


[Al2O3/hexaneEtOAc (7:3)] as described for the solid
DNBP. In addition to the dark residue at Rf¼ 0.00 (9.3%),
nine components were isolated from the mixture (Rf, w):
B1 (0.01, 6.2%);, B2 (0.05, 8.2%); B3 (0.11, 11.3%,
yellow); B4 (0.18, 9.3%);, B5 (0.22, 8.2%); B6 (0.33,
4.1%); B7 (0.37, 6.2%, yellow); B8 (0.50, 26.8%,
DNBP); B9 (0.91, 10.3%).


Aerobic solution-state photolysis in presence of a triplet
quencher. DNBP (7.4 mg) in anhydrous acetonitrile
(6 mL, 99.8%; Aldrich SureSeal) with five drops of 2,5-
dimethyl-2,4-hexadiene was placed in a quartz cuvette on
a cold plate at 275 K. The solution when irradiated with
unfiltered Xe lamp light turned yellow and then dark. The
solvent was then evaporated and the residue was analyzed
by TLC as described above. As many as 18 components,
C0–C17, were isolated by preparative TLC with Rf


values [Al2O3/hexane–EtOAc (7:3)] of 0.00 (dark),
0.03, 0.06, 0.11 (yellow), 0.15, 0.21, 0.24 (red), 0.30
(yellow), 0.37 (yellowish), 0.41, 0.44 (yellow), 0.48
(yellow), 0.56 (yellow), 0.65 (yellow), 0.75, 0.78, 0.84
and 0.92.


Single-crystal photocrystallographic study. A Quanta-Ray
MOPO-SL optical parametric oscillator pumped with a
pulsed Quanta-Ray Nd:YAG laser was used as mono-
chromatic source. High-pressure Hg and Xe arc lamps
were used as polychromatic sources. The combined
optical outputs were all focused on a single crystal of
DNBP affixed on the goniometer head of the CCD
diffractometer and data were collected at each stage of
irradiation. The colorless crystal was irradiated during
0.25 h with l< 440 nm (Hg lamp, UV-D33S filter) (l1)
and the data were collected from the blue crystal. The
respective data are represented as the point t¼ 0 in Fig. 3.
At t¼ 0 the data collection was started together with the
irradiation with 600 nm (l3) laser pulses for 0.67 h,
whereupon the crystal turned yellow. After about 4 h
the data collection was over; the respective data are
plotted as the point t¼ 4 h. The yellow crystal was then
bleached with 400–440 nm light (l2) (Hg lamp, O-56
filter and Xe lamp, UV-D33S filter), left in the dark for
some time and the data were collected again; the respec-
tive parameters are plotted as the point t¼ 13.2 h. Further
irradiation was carried out with unfiltered output from an
Xe lamp at l¼ 540–800 nm. Each remaining point in Fig.
3 corresponds to the end of each data collection in respect
to t¼ 0.


X-ray diffraction. X-ray data were collected either with a
SMART-CCD diffractometer,22 equipped with the Ri-
gaku liquid nitrogen cooling system, or with a Rigaku
R-AXIS RAPID IP diffractometer.23 The choice of the
crystal size was limited by the small amount of the
products available. The structures were solved by direct
methods24 and refined25 on F2 (Table 1). The non-H
atoms were refined anisotropically and the aromatic
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hydrogen atoms were included as riding bodies.
The crystallographic data have been deposited with the
Cambridge Crystallographic Data Centre (CCDC) as
supplementary publication No. CCDC 213691–213694.


ESR spectra. The ESR spectra from powdered DNBP
were recorded on a JES-TE2000 spectrometer (Jeol)
equipped with liquid He cryostat. The sample was irra-
diated with an Xe arc lamp through the quartz window.


IR spectra. The FTIR spectra were recorded in the rapid-
scan mode from KBr pellets with an Excalibur FTS 3000
instrument (Bio-Rad). The samples were irradiated for
1 min with an unfiltered high-pressure Hg lamp through
the double quartz windows of a temperature-controlled
cell (Oxford Instruments) with double KSR5 windows for
the probe beam. Conditions for spectral recording were
sample/background 32/16, resolution 4 cm�1, and inter-
val 4000–400 cm�1.


Theoretical calculations. All theoretical calculations were
performed with the Gaussian 98 program suite26 running
on an SGI Origin2000 supercomputer. Ground-state
models of isolated monomers geometrically close to the
crystal CH structure were analytically optimized at the
UB3LYP/6–31G(d) level.27 The Cartesian coordinates of
the optimized radical structures are deposited (Table S1).
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ABSTRACT: Quantum chemical methods for the calculation of molecular properties to chemical accuracy are
reviewed. We begin by reviewing wave-function based electronic structure theory, with emphasis on coupled-cluster
theory and the description of electron correlation in terms of virtual excitations from occupied to virtual molecular
orbitals. Next, we discuss the expansion of molecular orbitals in atomic orbitals and the design of one-electron basis
sets for correlated calculations at the coupled-cluster level of theory. In particular, we discuss the convergence of the
electronic energy in the principal expansion as realized in the correlation-consistent basis sets. Following this
theoretical introduction, we consider the accurate calculation of atomization energies, reaction enthalpies, dipole
moments and spectroscopic constants such as bond distances and harmonic and anharmonic force constants. For each
property, we identify what levels of theory in terms of basis set (the one-electron description) and virtual excitation
level (the N-electron description) are needed for agreement with experiment to chemical accuracy, that is, about
1 kcal mol�1 (1 kcal¼ 4.184 kJ) for atomization energies and reaction enthalpies, about 0.1 pm for bond distances and
about 1 cm�1 for vibrational frequencies. In each case, we consider in detail the direction and magnitude of the
changes in the calculated properties with improvements in the one- and N-electron descriptions of the electronic
system, paying particular attention to the cancellation of errors arising from the simultaneous truncations of the
coupled-cluster expansion and the one-electron basis set. We emphasize that agreement with experiment, even with
chemical accuracy, for a few selected properties is by itself no guarantee of quality and should never be taken as
indicative of an accurate description of the electronic system. To ensure such a description, the errors arising from the
truncations of the one- and N-electron expansions must be controlled by carrying out sequences of calculations, where
the different levels of theory are systematically varied and where convergence is carefully monitored. Copyright #
2004 John Wiley & Sons, Ltd.


KEYWORDS: quantum chemistry; accurate calculations; electron correlation; coupled-cluster theory; basis-set


convergence; molecular properties


INTRODUCTION


The field of molecular electronic-structure theory has
developed rapidly during the last few decades, allowing
chemists to study theoretically systems of increasing size


and complexity, often with an accuracy that rivals or even
surpasses that of experimental measurements.1–4 This
situation has come about partly as a result of new
developments in computational techniques and partly as
a result of spectacular advances in computer technology.
Consequently, the practicing chemist now has at his or
her disposal a wide range of powerful techniques of
varying cost and accuracy, all of which can be applied
to solve problems at the microscopic and molecular levels.


In this paper, we discuss those particular methods of
quantum chemistry that are capable of very high accuracy.
Our purpose is not only to demonstrate what accuracy
these methods are capable of in the hands of an experi-
enced quantum chemist, but also to provide guidelines for
the practicing chemist on how to carry out accurate
calculations and, in particular, to show what pitfalls
should be avoided when applying quantum- chemical
methods in situations where high accuracy is mandatory.
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It should be noted immediately that not all methods of
quantum chemistry are appropriate in situations where
high accuracy is essential. In particular, the popular and
versatile methods of density-functional theory (DFT)5


cannot be applied when a strict control of accuracy is
necessary. In such situations, we must instead turn to the
hierarchical methods of quantum chemistry, in particular,
to the coupled-cluster hierarchy of wave functions.4,6–10


In this hierarchy of computational methods, it is possible
to approach, in a systematic manner, the ‘exact’ solution
to a given chemical problem, in a manner we shall discuss
more precisely later.6


As a caveat, we note that not all problems of molecular
systems and their reactions and interactions can be
treated in a simple manner by coupled-cluster theory.
There are problems, in particular, related to chemical
reactions and to the breaking and making of chemical
bonds, that are not easily treated by standard coupled-
cluster theory.11 Nevertheless, most of the chemistry
related to stable molecular systems can be treated to a
very high accuracy by these methods.1 In the present
review, we restrict ourselves to such systems. More
specifically, we shall concentrate our attention on small
(mostly organic) systems and to systems containing light
atoms, where the effects of relativity are small. Coupled-
cluster theory is in principle not restricted to small
systems and important recent developments have ex-
tended its application range dramatically, to include
molecules containing a large number of atoms.12–18 At
present, however, highly accurate applications of
coupled-cluster theory are restricted to systems contain-
ing no more than 10 to 20 atoms.


THEORY


Molecular many-body problem


A stationary state of a molecular electronic system is
described by an electronic wave function, a mathematical
function that depends on the spatial and spin coordinates
of each electron in the system [Eqn (1)]:


� ¼ �ðx1; y1; z1; s1; x2; y2; z2; s2; . . . ; xN ; yN ; zN ; sNÞ
ð1Þ


The wave function corresponds to the solution of the
time-independent Schrödinger equation [Eqn (2)]:19


ĤH� ¼ E� ð2Þ
where E is the associated electronic energy and ĤH is the
electronic Hamiltonian. In atomic units, the nonrelativis-
tic spin- and field-free electronic Hamiltonian operator is
given by Eqn (3):


ĤH ¼ � 1


2


X
i


r2
i �


X
iK


ZK


jri � RK j
þ
X
i>j


1


rij
þ
X
K>L


ZKZL


RKL


ð3Þ


where ZK are the nuclear charges and where the summa-
tions are over all electrons i and all nuclei K. Because of
boundary conditions, valid solutions � do not exist for all
energies E. In this paper, we are concerned with the
ground-state wave function, associated with the lowest
eigenvalue E.


All information about the electronic system is con-
tained in the electronic wave function, obtained by
solving the Schrödinger equation Eqn (2). Unfortunately,
the Schrödinger equation represents a difficult many-
body problem that cannot be solved exactly, see Plate 1.
We are thus forced to make approximations in its solu-
tion, that is, to provide simplified descriptions that
incorporate the most important features of the electronic
system. This should preferably be done in an orderly
fashion, so that the exact solution can be approached in a
systematic manner. This particular approach to the
molecular electronic many-body problem is discussed
in this paper.


In passing, we note that a very different route to the
many-body problem is provided by DFT.5 In DFT, all
information about the electronic system is extracted from
the electron density (and possibly from the spin density)
rather than from the wave function. Since, for any system,
the electron density is a function of only three spatial
coordinates, it is a much simpler function to approximate
than the full electronic wave function, making DFT a
highly attractive approach to the molecular many-body
problem. Unfortunately, even though the electronic en-
ergy is a function of the electron density, in practice, this
function is only known in a rather crude, approximate
manner.20 Moreover, no procedure has yet been devel-
oped for improving the approximate function in a sys-
tematic manner, making it impossible to refine our
description of the molecular system towards the exact
solution. The approach described here, in which we
approximate the exact solution in a systematic manner,
can therefore only be taken by resorting to wave-function
theory and by attempting the difficult solution of the
many-particle Schrödinger equation.


N-particle space and coupled-cluster theory


Hartree–Fock model and mean-field descrip-
tion. For a fictitious system of N non-interacting elec-
trons, the exact wave function takes the form of a Slater
determinant, that is, an antisymmetric product of N spin
molecular orbitals (MOs) [Eqn (4)]:


� ¼ ÂA
YN
I¼1


�IðxIÞ; h�I j�Ji ¼ �IJ ð4Þ


In this expression, ÂA is an antisymmetrizer (introduced to
comply with the Pauli antisymmetry principle) and the
�IðxÞ are a set of orthonormal one-electron functions
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Plate 1. The molecular many-body problem. The nuclei and electrons are represented by large and small dots, respectively, and
their interactions by straight lines


Plate 2. The two-electron density in H2 with both electrons on the molecular axis. To the left, we have plotted the two-electron
density of the uncorrelated Hartree–Fock state j1�2gi; to the right, we have plotted the density for the correlated state
j1�2


gi � 0:11j1�2
ui (atomic units). The red lines represent situations with both electrons at the same nucleus; the blue lines


represent situations with the two electrons on opposite nuclei


Plate 3. Errors in the calculated harmonic constants (cm�1), bond distances (pm) and atomization energies (kJmol�1) of HF
(red), CO (black), N2 (green) and F2 (blue), plotted on a logarithmic scale as functions of the highest included connected
excitations in the coupled-cluster treatment. The straight lines represent the relativistic corrections
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(spin orbitals) of three spatial coordinates and one spin
coordinate. In practice, each spin orbital is a product of a
spatial, orbital part and one of the two possible spin
functions � or �. For a closed-shell state, such as those
considered here, the spin orbitals in the Hartree–Fock
state Eqn (4) occur in pairs, with the same orbital part but
different spin parts.


For a real system of interacting electrons, the exact wave
function cannot be written in the product form Eqn (4).
Still, we may take this particularly simple mathematical
form as a useful ansatz for an approximate description of
the electronic system. To make the most of this ansatz and
generate the best possible ground-state determinantal
wave function, we invoke the variation principle19 and
minimize the expectation value of the Hamiltonian with
respect to the form of the MOs [Eqn (5)]:


E ¼ min
�I


h� j ĤH j�i
h� j�i � Eexact ð5Þ


subject to the constraint that the MOs remain orthonor-
mal. This particular approach to the molecular many-
body problem constitutes the Hartree–Fock model.21


In the Hartree–Fock description, each electron is de-
scribed by taking into account only the mean effect of all
other electrons, being affected by the average rather than
instantaneous positions of the remaining electrons. Typi-
cal errors of the Hartree–Fock independent-particle
model are 0.5% in the total energy, 1% in bond distances
and 5–10% in many other molecular properties such as
force constants and dipole moments.1,22 However, for
certain properties such as atomization energies and in-
direct nuclear spin–spin coupling constants, it may fail
completely and give very large errors, see, for instance,
Refs. 9 and 23.


The Hartree–Fock model is the cornerstone of mole-
cular wave-function theory. It constitutes a useful, qua-
litative model on its own, applicable to large systems.
More importantly, it forms the starting point for more
accurate descriptions of molecular electronic systems, to
which we now turn our attention.


Electron correlation and virtual excitations. Apart
from obeying the Pauli antisymmetry principle, the
mean-field Hartree–Fock description is uncorrelated. To
improve upon this simple description, we must take into
account the instantaneous interactions among the elec-
trons. Thus, in real space, the electrons are constantly
being scattered by collisions. In the orbital picture
adopted by us, such collisions manifest themselves as
virtual excitations from occupied spin orbitals �IðxÞ to
virtual (unoccupied) spin orbitals �AðxÞ.


The most important collisions are those between two
electrons, corresponding to virtual excitations from two
occupied to two virtual spin orbitals, known as pair
excitations or double excitations. Let us represent the
optimized Hartree–Fock state of Eqn (4) by jHFi and let


jIJ ! ABi denote the doubly-excited state generated
from jHFi by replacing spin orbitals I and J by spin
orbitals A and B, respectively. Consider next the double-
excitation operator X̂XAB


IJ that generates, from the Hartree–
Fock state, this excited state, Eqn (6):


X̂XAB
IJ jHFi ¼ tABIJ jIJ ! ABi ð6Þ


The amplitude tABIJ that appears in this expression repre-
sents the probability that the two electrons in spin orbitals
�I and �J will interact and as a result be excited to �A and
�B. By applying 1 þ X̂XAB


IJ to the Hartree–Fock state, we
generate an improved description of the electronic system
[Eqn (7)]:


jHFi ! ð1 þ X̂XAB
IJ ÞjHFi ð7Þ


Our description of the electronic system is now said to be
correlated, as opposed to the simple, uncorrelated de-
scription afforded by the mean-field Hartree–Fock model.


To illustrate the description of electron correlation by
means of virtual excitations, consider the H2 system in
the basis of two Slater-type functions, one centered on
each atomic nucleus [Eqn (8)]:


1sA ¼ 1ffiffiffi
�


p expð�rAÞ; 1sB ¼ 1ffiffiffi
�


p expð�rBÞ ð8Þ


The two nuclei are located on the z axis at �0:7 and
0:7 a0, respectively. From these atomic orbitals (AOs), we
may generate two MOs [Eqn (9)]:


1�g ¼ Ngð1sA þ 1sBÞ; 1�u ¼ Nuð1sA � 1sBÞ ð9Þ


where Ng and Nu are normalization constants. In the
Hartree–Fock ground-state description, the bonding 1�g


orbital is doubly occupied and the antibonding 1�u orbital
is unoccupied. By applying the operator X̂Xuu


gg, we obtain an
improved description, where the electrons have a ten-
dency to occupy the antibonding as well as the bonding
orbital [Eqn (10)]:


j1�2
gi ! ð1 þ X̂Xuu


ggÞj1�2
gi ¼ j1�2


gi � 0:11j1�2
ui ð10Þ


The amplitude �0:11 that occurs in this state has been
obtained by a variational minimization of the expectation
value of the electronic Hamiltonian.


As seen from Fig. 1, the one-electron density along the
z axis �ðzÞ is hardly affected by correlation. By contrast,
the two-electron density �ðz1; z2Þ along the same axis
changes dramatically upon correlation, see Plate 2. In
particular, along the diagonal z1 ¼ z2, where the two
electrons coincide, the two-electron density is strongly
reduced. At the same time, there is an enhanced prob-
ability of finding the electrons on opposite sides of the
system z1 ¼ �z2, for example, on the two different
nuclei.
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Coupled-cluster model. For an accurate description
of the two-electron system, we must have a large set of
AOs into which virtual excitations can occur, only in this
manner will we be able to describe accurately the
correlated motion between the two electrons as they
approach each other in space. In addition, for systems
containing more than two electrons, we cannot restrict
ourselves to collisions between pairs of electrons and
their representation in terms of double excitations. For


high accuracy, we must also take into account processes
that involve three or more electrons simultaneously. By a
straightforward generalization of the approach for two
electrons, we therefore introduce operators that carry out
triple, quadruple and higher virtual excitations, with
associated amplitudes [Eqns (11) and (12)]:


X̂XABC
IJK jHFi ¼ tABCIJK jIJK ! ABCi ð11Þ


X̂X
ABCD


IJKL jHFi ¼ tABCDIJKL jIJKL ! ABCDi ð12Þ


The final description is then obtained by applying, to the
uncorrelated Hartree–Fock state, all possible combina-
tions of such operators. The resulting wave function, in
which there are no restrictions on the excitation operators
that have been included, is the coupled-cluster represen-
tation of the full configuration–interaction (FCI) wave
function [Eqn (13)]:10


jFCIi ¼
Y
AI


1 þ X̂XA
I


� �" # Y
ABIJ


1 þ X̂XAB
IJ


� �" #


�
Y


ABCIJK


1 þ X̂XABC
IJK


� �" #
� � � jHFi


ð13Þ


Because of the very large number of parameters involved
in the construction of the FCI wave function, this


approach can only be applied to small systems with small
virtual excitation spaces.


For larger systems, we proceed by truncating the wave
function, leaving out all excitation operators in Eqn (13)
that involve more than a given number of electrons. For
example, omitting all excitation operators that involve
more than two electrons, we arrive at the coupled-cluster
singles-and-doubles (CCSD) wave function [Eqn (14)]:24


jCCSDi ¼
Y
AI


1 þ X̂XA
I


� �" # Y
ABIJ


1 þ X̂XAB
IJ


� �" #
jHFi ð14Þ


Note carefully that, in the CCSD description, double
excitations occur not only as a result of applying
double-excitation operators to the Hartree–Fock state
but also as a result of applying pairs of single-excitation
operators. More generally, by expanding the CCSD state
in Eqn (14), we obtain Eqn (15):


where, for example, X̂XAB
IJ jHFi is known as a connected


cluster and X̂XA
I X̂X


B
J jHFi as a disconnected one. Clearly, in


the CCSD state, all clusters involving three or more
electrons are disconnected, representing two or more
independent virtual excitations in the electronic system,
for example, two separate, independent double excita-
tions X̂XAB


IJ X̂XCD
KL jHFi. In real space, such disconnected


quadruple excitations correspond to two separate colli-
sions, each involving two electrons. It is the compact
description of such disconnected processes (as products)
that constitutes the key to the success of coupled-cluster
theory in quantum chemistry and that distinguishes it
from the much less successful truncated configuration–
interaction (CI) theory,25 where all virtual excitations are
either described totally in terms of connected clusters or
else not described at all. For example, in the CI singles-
and-doubles (CISD) model, we ignore all virtual excita-
tions higher than the double excitations, arriving at the
following wave function [Eqn (16)]:


jCISDi ¼ jHFi þ
X
AI


CA
I jI ! Ai þ


X
ABIJ


CAB
IJ jIJ ! ABi


ð16Þ


Since the CISD model ignores all excitations involving
more than two electrons (even the dominant disconnected
excitations), it works much better for small electronic


jCCSDi ¼ jHFi þ
X
AI


X̂XA
I jHFi þ


X
ABIJ


ðX̂XAB
IJ þ X̂XA


I X̂X
B
J ÞjHFi


þ
X


ABCIJK


ðX̂XA
I X̂X


BC
IJ þ X̂XA


I X̂X
B
J X̂X


C
KÞjHFi


þ
X


ABCDIJKL


ðX̂XAB
IJ X̂XCD


KL þ X̂XA
I X̂X


B
J X̂X


CD
KL þ X̂XA


I X̂X
B
J X̂X


C
KX̂X


D
L ÞjHFi þ � � �


ð15Þ


Figure 1. The one-electron density in H2 on the molecular
axis, plotted for the uncorrelated state j1�2


gi to the left and
for the correlated state j1�2


gi � 0:11j1�2
ui to the right


(atomic units)
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systems, where disconnected excitations are less impor-
tant, than in larger systems. By contrast, the truncated
coupled-cluster model in Eqs (14) and (15) works equally
well for small and large systems, owing to its ability to
describe simultaneous but independent virtual excitations
as products of connected clusters.


At the limit of no truncation, the coupled-cluster
wave function Eqn (13) becomes equivalent to the CI
wave function without truncation, that is, to the FCI wave
function [Eqn (17)]:


jFCIi ¼ jHFi þ
X
AI


CA
I jI ! Ai þ


X
ABIJ


CAB
IJ jIJ ! ABi


þ
X


ABCIJK


CABC
IJK jIJK ! ABCi þ � � � ð17Þ


At this limit, the coupled-cluster and CI wave functions
differ only in their parameterization and, in this special
case, the simple linear CI parameterization Eqn (17) is
preferable to the more complicated nonlinear coupled-
cluster parameterization Eqn (13).


Coupled-cluster hierarchy of wave functions. By
truncating the FCI expansion in the coupled-cluster
representation Eqn (13) at different excitation levels,
we arrive at the standard coupled-cluster hierarchy of
wave functions. At the lowest level of this hierarchy, we
have the uncorrelated Hartree–Fock model, with no
virtual excitations. Next, by allowing all single excita-
tions to occur out of the Hartree–Fock state, we obtain the
coupled-cluster singles (CCS) description. However, be-
cause of the variational property of the Hartree–Fock
state Eqn (5), the singles amplitudes in the CCS wave
function are all zero, making this level of theory of no
interest to us here1 (although it does play a role in the
calculation of some molecular properties26). Therefore,
the first nontrivial coupled-cluster model is the CCSD
model Eqn (14), in which all possible single and double
excitation operators are included. We note that, because
of the presence of the double excitations, the single-
excitation amplitudes are non-zero in the CCSD wave
function, unlike in the CCS wave function.


At the CCSD level of theory, we describe the most
important virtual processes in the electronic system, that
is, all virtual double excitations and all products of such
excitations. At this level of theory, the errors in the
electronic energy and in other molecular properties are
typically reduced by a factor of three or four relative to
the Hartree–Fock description. This is obviously a sig-
nificant improvement on our original description but it is
rarely sufficient for a quantitative description of the
molecular system.


At the next level of approximation, we introduce
connected triple excitations, thereby arriving at the
coupled-cluster singles-doubles-and-triples (CCSDT)
model.27,28 At this level of theory, the errors are reduced
by a further factor of three or four, which means that the


CCSDT model is about an order of magnitude more
accurate than the Hartree–Fock model. Indeed, this
accuracy is often but by no means always sufficient for
a full agreement with measurements (within experimen-
tal error bars).29 If not, further improvements are possi-
ble, in principle, at least, if not always in practice, by
including in our description the connected quadruple
excitations at the CCSDTQ level of theory,30 the con-
nected quintuple excitations at the CCSDTQ5 level of
theory,31 and so on.


Because of the complexity of the coupled-cluster wave
function, it is usually not determined variationally (i.e. by
minimizing the expectation value of the Hamiltonian) but
rather by a related nonvariational projection technique,1


which we do not describe here except to note that the
energy does become variational in the FCI limit. As a
result, the truncated coupled-cluster energy does not
constitute a strict upper bound to the exact energy. In
practice, this does not matter much since the coupled-
cluster energy is anyway a rather accurate, small correc-
tion to the Hartree–Fock electronic energy (which does
represent an upper bound) and since the coupled-cluster
energy does approach the variational FCI energy as
progressively higher-order excitations are included in
the description.


Although the coupled-cluster hierarchy converges
fairly rapidly with the increasing excitation level (with
about an order of magnitude higher accuracy gained at
every second level), it rapidly becomes expensive.10


Formally, the cost of the coupled-cluster model is propor-
tional to K2mþ2, where K is the number of atoms (as a
measure of the size of the system) and m is the order of
the highest connected clusters included in the description
(m ¼ 2 for CCSD, m ¼ 3 for CCSDT, etc.). In practice,
this means that we can apply the CCSD model to rather
large systems, containing tens of atoms, but that the
CCSDT model is too expensive for systems containing
more than a few atoms. We note, however, that with the
recent developments in linear-scaling techniques,12–18


the cost is dramatically reduced for large systems, mak-
ing it possible to carry out coupled-cluster calculations on
large molecules.17


Perturbative treatments of the coupled-cluster
amplitudes. To reduce the cost and thereby extend
the application range of coupled-cluster theory, the am-
plitudes of the cluster operators are sometimes deter-
mined not by projection (which is an iterative process)
but by a non-iterative perturbation technique. At the
lowest level of approximation, this approach leads to
the second-order Møller–Plesset (MP2) model,1 which
could be viewed as a perturbative alternative to the CCSD
model. However, a fundamental problem with the
Møller–Plesset perturbation expansion is that, taken to
sufficiently high orders, it usually diverges, that is, unlike
the pure coupled-cluster method, it does not approach the
FCI limit as the description is refined.32,33
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In general, therefore, perturbation theory does not
constitute a useful alternative to coupled-cluster theory
when high accuracy is essential. Still, it is sometimes a
good idea to determine not all coupled-cluster amplitudes
but only those that characterize the highest connected
virtual excitations by perturbation theory. Thus, at the
CCSD(T) level of theory, we generate the connected
single and double amplitudes in the usual projective
manner of coupled-cluster theory but determine the
more expensive connected triple amplitudes by perturba-
tion theory.34 In this manner, the overall cost is reduced
from K8 for CCSDT to K7 for CCSD(T).10 Moreover,
whereas the CCSD(T) single and double amplitudes are
determined iteratively at cost K6, the K7 cost of the
perturbative triples is non-iterative. As we shall see,
this technique expands the application range of calcula-
tions with connected triples significantly, introducing an
error of about 10% in the triples description. However,
since the connected triples represent a rather small
correction to the CCSD description, this error is of little
significance. Moreover, the error incurred by the pertur-
bation treatment of the triples (as opposed to the full
coupled-cluster treatment) is usually such that it cancels,
to some extent, the error incurred by omitting the con-
nected quadruples and higher excitations from our de-
scription. In fact, as a result of this error cancellation, the
CCSD(T) model often performs better than the more
expensive CCSDT model; see, for instance, Ref. 35.


In a similar manner, we may view the inexpensive
MP2 model (cost K5) as an approximation to the CCSD
model (cost K6) where the highest-order amplitudes are
determined by perturbation theory. Again, there is an
element of error cancellation in the MP2 model that often
compensates for its cruder description of the electronic
structure, making it an inexpensive and useful but some-
what erratic alternative to the CCSD model.1


Example: the coupled-cluster calculation of the
atomization energy of CO. To illustrate the conver-
gence of the coupled-cluster hierarchy, we consider the
calculation of the atomization energy of CO. In Table 1,
we have listed the contributions to the atomization
energy at different levels of coupled-cluster theory. The


atomization energy is obtained by subtracting the energy
of CO from the sum of the energies of the constituent
atoms; in the table, the molecular and atomic energies are
listed separately.


We first note that the atomization energy constitutes
less than 1% of the total electronic energy. Clearly,
for chemical accuracy in the calculated atomization
energy [i.e. error less than about 1 kcal mol�1 (1 kcal¼
4.184 kJ)], the separate atomic and molecular contribu-
tions must be calculated to a high precision. Moreover,
upon atomization, the electronic structure changes dra-
matically from a strongly correlated closed-shell mole-
cular system consisting of paired valence electrons to a
weakly correlated open-shell atomic system containing
unpaired valence electrons. Therefore, for a quantitative
treatment of such processes, electron correlation must be
described accurately. Thus, whereas the Hartree–Fock
model contributes 99.5% of the total electronic energy of
CO, it contributes only 67% to the atomization energy.
Similarly, the doubles contribute only 0.5% to the energy
of CO but 30% to the atomization energy, whereas the
triples contribute a minute 0.01% to the total energy but
as much as 3% to the atomization energy of CO.


Nevertheless, the coupled-cluster convergence is rapid,
the error being reduced by an order of magnitude with
each new excitation level. Indeed, at the CCSD(T) level
of theory, the contributions from molecular vibrations
and from relativity appear to be more important than the
contributions from the neglected higher-order excitation
levels. We shall return to this point later, when we exa-
mine the calculation of atomization energies more closely
under the section on Atomization energies. At present, we
are content to observe that the coupled-cluster hierarchy
does seem to work and turn our attention instead to an
important point that we have so far glossed over: the
basis-set requirements of coupled-cluster theory. We note
that the results in Table 1 are definite in the sense that
they correspond to those obtained in an infinitely large
basis set (i.e. in a complete virtual excitation space). In a
finite basis, very different values are obtained, as we shall
see shortly.


One-particle space and correlation-consistent
basis sets


Gaussian basis functions. The many-electron wave
functions discussed in this paper are expanded in a set of
orthonormal one-electron functions or molecular orbitals
(MOs): the occupied MOs and the virtual MOs. The
occupied MOs are those from which the Hartree–Fock
wave function Eqn (4) is constructed; the virtual MOs
are those into which electrons are excited in the coupled-
cluster wave function Eqn (14). Each of these MOs
is constructed from a set of atomic orbitals (AOs),
which are usually taken to be a finite set of simple
analytical functions, centered on the atomic nuclei,1


Table 1. Calculation of the atomization energy of the CO
molecule (kJmol�1). All calculations have been carried out at
the optimized CCSD(T)/cc-pCVQZ bond distance of
112.9 pm.8 The experimental atomization energy is
1071.8 kJmol�1 (see Table 7)


EC þ EO � ECO ¼ DCO Error


HF �98964:9 � 196437.1 þ 296132.2 ¼ 730:1 �341:7
SD �388:4 � 639.6 þ 1350.2 ¼ 322:1 �19:6
(T) �7:7 � 11.9 þ 54.2 ¼ 34:6 15:0
Vib. 0:0 þ 0.0 � 12.9 ¼ �12:9 2:1
Rel. �40:1 � 139.0 þ 177.1 ¼ �2:0 �0:1
Total �99401:1 � 197227.6 þ 297700.8 ¼1071:9
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typically fixed combinations of Gaussian orbitals of the
form in Eqn (18):36


GijkðrA; �Þ ¼ xiAy
j
Az


k
Aexpð��r2


AÞ ð18Þ


where i, j and k are non-negative integers, � is a positive
real number, and rA is the position of the electron
relative to nucleus A. Letting �pðrÞ be the spatial
part of the spin orbital �PðxÞ, we expand this MO as
Eqn (19):


�pðrÞ ¼
X
�


C�p	�ðrÞ ð19Þ


where the 	�ðrÞ are the AOs. For an accurate description
of the electronic system, we must have a large set of such
AOs to ensure an accurate representation of the occupied
MOs and also to create a large virtual space so as to
recover a large proportion of the correlation energy,
which is here taken to be the difference between the
exact non-relativistic energy in a complete one-electron
basis and the Hartree–Fock energy in the same basis.


In molecular calculations, the wave function is con-
structed from standard collections or sets of atom-
centered AOs, obtained from atomic calculations.37,38


The question then arises as to what AOs should be
included in the basis set so as to provide an optimal
description of the electronic system for a given number of
AOs. It turns out that the basic principles underlying the
construction of basis sets for correlation energies can be
learned from studies of the ground-state two-electron
helium atom.


Principal expansion and explicitly correlated
methods. From calculations on the helium atom, it is
known that each atomic orbital makes a contribution to
the correlation energy that, to a good approximation,
depends only on its principal quantum number n and is
proportional to n�6 [Eqn (20)]:39,40


"nlm / n�6 ð20Þ


In other words, all orbitals that belong to the same shell
contribute the same amount of correlation energy. This
observation leads us to the concept of the principal
expansion, according to which we include in our descrip-
tion all AOs belonging to the same shell simultaneously,
in order of increasing quantum number n.1 Since each
added shell contains n2 orbitals, it contributes the amount
of correlation energy shown in Eqn (21):


"n / n2n�6 ¼ n�4 ð21Þ


thereby ensuring the fastest possible convergence to the
basis-set limit of the correlation energy (i.e. to the
correlation energy in the limit of a complete set of
orbitals).


Let us now assume that we have carried out a calcula-
tion on the helium atom where we have included all
shells n � X, where X is known as the cardinal number of
the basis set. We first note that the number of AOs in the
basis set is proportional to the cardinal number cubed
[Eqn (22)]:


NX ¼
XX
n¼1


n2 / X3 ð22Þ


Next, we estimate the error in the correlation energy by
adding together the contributions from all omitted shells
[Eqn (23)]:


�EX /
X1


n¼Xþ1


n�4 / X�3 ð23Þ


This result shows that the error in the correlation energy
is inversely proportional to the cardinal number cubed
and inversely proportional to the total number of AOs
�EX / N�1


X .41 This convergence is slow indeed, as illu-
strated in Fig. 2, where we have plotted the error in
the energy (on a logarithmic scale) as a function of the
number of determinants in the FCI expansion of the
wave function. As this plot shows, it is exceedingly
difficult to calculate the energy to an accuracy of
1 m Eh ¼ 2:625 kJ mol�1 (chemical accuracy) by
coupled-cluster theory, when the wave function is ex-
panded in products of orbitals as in Eqn (13).


The slow convergence of the correlation energy in
helium arises from a poor description of short-range
(dynamic) correlation in the orbital approximation.1


This deficiency of the orbital expansion is illustrated in
Fig. 3, where we have plotted the wave function on a
circle of radius 0.5 a0 about the nucleus, with one
electron fixed at the origin of the plot. Whereas the first
derivative of the exact wave function changes sign dis-
continuously at the point of coalescence, the app-
roximate orbital-based wave function changes smoothly


Figure 2. Error in the energy of the ground-state helium
atom ðEhÞ on a logarithmic scale as a function of the number
of included terms in the standard CI expansion, in the CI–
R12 expansion, and in the Hylleraas expansion
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and overestimates the probability of coalescence, for all
cardinal numbers.


To improve basis-set convergence and provide a cor-
rect description of the wave function at small interelec-
tronic distances, we can use explicitly correlated wave
functions, where the interelectronic distances rij are used
as variables.1 In Fig. 2, we have plotted the error in the
energy for wave functions where the r12 term is included
linearly (CI–R12) and to arbitrary powers (the Hylleraas
function). Clearly, the explicitly correlated methods, in
particular, the Hylleraas expansion,42 converge much
more rapidly to the basis-set limit than does the orbital-
based expansion. Whereas the generalization of the
Hylleraas wave function to molecular systems has proved
very difficult, the linear R12 method has been generalized
to such systems in the form of MP2-R1243 and CCSD-
R1244 theories and is used on several occasions in this
paper for benchmarking of the standard orbital-based
coupled-cluster method.


Correlation-consistent basis sets. A practical reali-
zation of the principal expansion for many-electron sys-
tems are the correlation-consistent basis sets.45–48 In these
basis sets, atomic energy-optimized orbitals are added to
the basis, one shell at a time in the sense of the principal
expansion, so as to ensure the fastest possible convergence
of the correlation energy to the basis-set limit. The series
begins with the correlation-consistent valence double-zeta
basis set cc-pVDZ, of cardinal number X ¼ 2 and with 14
AOs of composition 3s2p1d for first-row atoms such as
carbon. Increasing the cardinal number, we have the
triple-zeta cc-pVTZ basis set with 30 AOs of composition
4s3p2d1f, the quadruple-zeta cc-pVQZ basis sets with 55
AOs of composition 5s4p3d2f1g, and so on. In general,
the cc-pVXZ basis of cardinal number X contains
1
3
ðX þ 1ÞðX þ 3


2
ÞðX þ 2Þ AOs.


The correlation-consistent cc-pVXZ basis sets are de-
signed for correlation of the valence electrons, which is
often sufficient for a qualitative description of the electro-
nic system (noting that most chemical processes involve
mainly rearrangements of the electronic structure in the
valence region). However, for an accurate description of
chemical processes, it is usually necessary to correlate all
the electrons, even those in the core. For such calculations,
the correlation-consistent core–valence cc-pCVXZ basis
sets have been developed,49,50 in which the cc-pVXZ basis
sets are augmented with compact Gaussians (i.e. Gaus-
sians with large exponents). Likewise, for a flexible
description of the outer valence region, we can use the
aug-cc-pVXZ or aug-cc-pCVXZ basis sets,47,51 where
diffuse functions (i.e. Gaussians with small exponents)
have been added. For an overview over the correlation-
consistent basis sets, see Table 2.


To illustrate the convergence of the correlation energy
with the cardinal number, we have, in Table 3, listed the
contributions to the atomization energy of CO for differ-
ent core–valence basis sets. As expected, the correlation
energy converges very slowly, in particular, for the domi-
nant double excitations. In fact, chemical accuracy (i.e. an
error of the order of 1 kcal mol�1) requires a total of 230
AOs on each atom. We note, however, that the Hartree–
Fock and triple-excitation contributions are less of a
problem, converging to chemical accuracy much earlier.


Basis-set extrapolation. Although the convergence
of the correlation energy with respect to the cardinal
number is excruciatingly slow, it is at the same time
smooth. In particular, from our discussion of the principal
expansion, we expect the correlation energy calculated
with cardinal number X to be related to the correlation
energy in the basis-set limit as in Eqn (24):


E1 ¼ EX þ AX�3 ð24Þ


Figure 3. The ground-state helium wave function plotted on a circle of radius 0.5a0 about the nucleus with one electron fixed
at the origin of the plot. The dotted and full black lines represent the Hartree–Fock and Hylleraas wave functions, respectively.
The full grey lines represent the FCI wave functions generated using the correlation-consistent basis sets cc-pVXZ


Table 2. Composition of the correlation-consistent valence cc-pVXZ basis sets with NV AOs for first-row atoms, the core–
valence cc-pCVXZ basis sets with NCV AOs, and the augmented basis sets aug-cc-pVXZ basis sets with Naug AOs


X cc-pVXZ NV cc-pCVXZ NCV aug-cc-pVXZ Naug


D 3s2p1d 14 þ 1s1p 18 þ 1s1p1d 23
T 4s3p2d1f 30 þ 2s2p1d 43 þ 1s1p1d1f 46
Q 5s4p3d2f1g 55 þ 3s3p2d1f 84 þ 1s1p1d1f1g 80
5 6s5p4d3f2g1h 91 þ 4s4p3d2f1g 145 þ 1s1p1d1f1g1h 127
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Carrying out two different calculations with cardinal
numbers X and X � 1, we can eliminate A from this
equation to obtain the two-point extrapolation formula in
Eqn (25) for the correlation energy in the basis-set
limit:52,53


E1 ¼ X3EX � ðX � 1Þ3
EX�1


X3 � ðX � 1Þ3
ð25Þ


To illustrate the usefulness of this formula, in Table 4 we
have listed the errors in the electronic energy with and
without extrapolation. At the triple-zeta level, extrapola-
tion reduces the error in the energy by a factor of three;
for higher cardinal numbers, the error is reduced by an
order of magnitude. Applied to the atomization energy of
CO, we now find that chemical accuracy is achieved with
just 168 AOs at the cc-pCV(TQ)Z level of theory, at a
fraction of the cost, see Table 5. The notation cc-
pCV(TQ)Z is used here for results obtained by applying
the two-point extrapolation formula Eqn (25) to the
results obtained separately with the cc-pCVTZ and cc-
pCVQZ basis sets.


Two-dimensional chart of orbital-based
quantum chemistry


We have seen that the quality of quantum-chemical
calculations are determined by, on the one hand, the
description of the N-electron space (the wave-function


model) and, on the other hand, the quality of the one-
electron space (basis set). More specifically, in orbital-
based coupled-cluster theory, the accuracy is determined
by the excitation level of the calculation, which deter-
mines the highest connected excitations included in the
wave function, and by the cardinal number, which deter-
mines the flexibility of the virtual excitation space. To
approach the exact solution, we must increase, in some
systematic manner, both the excitation level and the
cardinal number, see Fig. 4, which constitutes the two-
dimensional chart of orbital-based quantum chemistry.
Moreover, such extensions should be carried out in a
balanced manner. Thus, for high accuracy, it is useless to
increase the excitation level to include all electrons if the
cardinal number is kept equal to two. Conversely, high
accuracy cannot be achieved by increasing the cardinal
number to achieve basis-set convergence if no higher
than connected double excitations are allowed in our
description. In the next section, we shall explore the
two-dimensional chart of Fig. 4, so as to develop an
understanding of what levels of theory are necessary to
achieve a given level of accuracy in non-relativistic
orbital-based quantum chemistry.


Table 4. Mean absolute errors ðmEhÞ in the calculated
CCSD(T)/cc-pCVXZ electronic energiesa of CH2, H2O, HF,
N2, CO, Ne and F2 relative to experimental energies.b The
extrapolated energies have been obtained from the plain
energies by using Eqn (25)


DZ TZ QZ 5Z 6Z R12


Plain 194.8 62.2 23.1 10.6 6.6 1.4
Extr. 21.4 1.4 0.4 0.5


a All calculations have been carried out at the optimized all-electron
CCSD(T)/cc-pCVQZ geometry.
b The experimental energies have been obtained from experimental
dissociation energies and estimated total atomic energies as discussed in
Ref. 54.


Table 5. Basis-set errors in the atomization energy of CO
(kJmol�1), calculated at the CCSD(T)/cc-pCVXZ level of
theory relative to the R12 method. The extrapolated
CCSD(T) energies have been obtained from the plain en-
ergies by using Eqn (25)


DZ TZ QZ 5Z 6Z


Plain �73:5 �28:3 �11:4 �6:0 �3:5
Extr. �18:5 �0:7 0:0 0:0


Table 3. Basis-set convergence of the different CCSD(T)
contributions to the electronic part of the atomization
energy of CO (kJmol�1), calculated at the CCSD(T)/cc-
pCVQZ bond distance of 112.9 pm


Nbas HF SD (T) CCSD(T) Error


cc-pCVDZ 36 710.2 þ 277.4 þ 24.5 ¼ 1012.1 �74:8
cc-pCVTZ 86 727.1 þ 297.3 þ 32.6 ¼ 1057.0 �29:9
cc-pCVQZ 168 730.3 þ 311.0 þ 33.8 ¼ 1075.1 �11:8
cc-pCV5Z 290 730.1 þ 316.4 þ 34.2 ¼ 1080.7 �6:2
cc-pcV6Z 460 730.1 þ 318.8 þ 34.4 ¼ 1083.3 �3:6
Limit 1 730.1 þ 322.1 þ 34.6 ¼ 1086.9 0:0


Figure 4. Two-dimensional chart of quantum chemistry
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APPLICATIONS


Having outlined the theory of orbital-based coupled-
cluster theory in the previous section, we now go on to
apply this theory to the calculation of some properties of
molecular systems and their reactions, such as atomiza-
tion energies, reaction enthalpies, bond distances and
vibrational spectroscopic constants. For all properties,
our emphasis is on what level of theory in the two
dimensional chart of Fig. 4 is needed to achieve an
accuracy in the calculations comparable to that of experi-
mental measurements (chemical accuracy). We shall pay
special attention to one particularly troublesome aspect of
quantum-chemical calculations: namely, cancellation of
errors, which often leads to a fortuitous agreement with
experimental measurements. Whenever possible, we
shall aim to avoid such (often erratic) cancellations,
thereby arriving at the ‘right answer for the right reason’.


Atomization energies


In this section, we consider the equilibrium atomization
energy, which, for a given molecule, represents the
difference between the energy of its constituent atoms
in their electronic ground-state level EAð2Sþ1LÞ and the
molecular equilibrium ground-state electronic energy
EðReÞ [Eqn (26)]:


De ¼
X
A


EAð2Sþ1LÞ � EðReÞ ð26Þ


We carried out comparisons with experiment (corrected
for vibrations and relativity) at various levels of theory
for the 17 closed-shell organic molecules listed in Table 7
(except HOF, which has been omitted for reasons ex-
plained later).8 All calculations were carried out at the
optimized all-electron CCSD(T)/cc-pCVQZ equilibrium
geometry.


Since electron pairs are broken upon atomization, the
atomization energy is a difficult property to calculate
precisely, requiring an accurate treatment of electron
correlation as noted in our discussion of the atomization


energy of CO. The Hartree–Fock model, which ignores
the effects of electron correlation, therefore performs
very poorly, underestimating atomization energies by
typically 40%. In Fig. 5, where we have plotted the
mean errors and standard deviations in the atomization
energies relative to experiment, the Hartree–Fock values
have therefore been omitted so that the details in the
performance of the more accurate MP2, CCSD and
CCSD(T) models are not lost.


From Fig. 5, we note that the atomization energies
increase with the cardinal number, for all N-electron
models. This systematic behavior can be understood
from the more general observation that, with an increase
in the basis set, the energy is always lowered most for
systems of low electronic energy,1 that is, the difference
in the energy between two systems (such as a molecule
and its constituent atoms) always increases upon basis-set
extension.


Next, concerning the N-electron description, we note
that atomization energies in general increase with in-
creasing excitation level in the coupled-cluster hierarchy:
HF<CCSD<CCSD(T)<MP2. The failure of the MP2
model to fit this simple scheme follows from the fact that
its double excitation amplitudes are determined perturba-
tively, which typically leads to an overestimation of the
amplitudes relative to a full CCSD treatment.


In passing, we note the error cancellation at the MP2/
cc-pCVTZ level of theory in Fig. 5. In general, such error
cancellations, which are ubiquitous in quantum chemis-
try, occur since the errors arising from a poor N-electron
description (here the approximate treatment of the dou-
bles) and from the use of a too small basis set (here a
triple-zeta basis) are often of opposite signs. Conse-
quently, any improvement either in the N-electron de-
scription or in the one-electron description will typically
result in a poorer agreement with experiment. Computa-
tional models with large error cancellations should there-
fore either be avoided or at least be treated with caution.


Concerning the agreement with experiment, we note
that the mean absolute cc-pcV6Z errors are 423.0, 36.2,
37.2 and 4.6 kJ mol�1, respectively, at the Hartree–Fock,
MP2, CCSD and CCSD(T) levels of theory.8 (The cc-
pcV6Z results were obtained from the valence-electron


Figure 5. Mean errors and standard deviations relative to experiment in all-electron calculations of atomization energies
(kJmol�1) in the cc-pCVXZ basis sets with 2 � X � 6
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cc-pV6Z results, with core corrections calculated in the
cc-pCV5Z basis.) Clearly, the CCSD(T) model is the only
model capable of chemical accuracy, although we note
that the double- and triple-zeta basis sets are too small,
the CCSD(T)/cc-pCVXZ mean errors being �103:3,
�34:9, �14:3, �7:4 and �4:6 kJ mol�1, respectively,
for 2 � X � 6.8 These relationships are visualized in
Fig. 6, where we have plotted the normal distributions
of the errors in the calculated atomization energies
relative to experiment. Clearly, to take full advantage of
the CCSD(T) model, basis sets of at least cc-pCVQZ
quality should be used, CCSD(T)/cc-pCVDZ calcula-
tions being meaningless except for comparison with
models that include higher excitation levels.


In the section on the one-particle space and correlation-
consistent basis sets, we saw that the calculated atomiza-
tion energies converge very slowly to the basis-set limit
because of errors in the description of short-range inter-
actions. To accelerate convergence, we may apply the
two-point extrapolation formula Eqn (25). As seen from
Table 6, chemical accuracy is now achieved with the cc-
pCVQZ basis. In Fig. 7, we plotted the normal distribu-
tions with and without such extrapolations, illustrating
the dramatic improvement in the accuracy of the calcu-
lated atomization energies observed upon extrapolation.
The two-point extrapolation is used in the W1 method of
Martin and co-workers55,56 and included in Gaussian 03.57


In Table 7, calculated and experimental atomization
energies, corrected for the effects of relativity and vibra-
tional motion, are listed. In the largest basis set, the errors
in the calculated atomization energies are larger than
2.2 kJ mol�1 only for O3 and HOF. While the discrepancy
for O3 arises from an inadequate treatment of the multi-
configurational electronic structure of this molecule at the
CCSD(T) level of theory, the discrepancy for HOF is
related to an error in the NIST–JANAF tables.58 Because
of this error, HOF was omitted from our statistical analysis.


Since most of the changes in the electronic structure
of a molecular system upon atomization occur in the
valence region, it is tempting to calculate the atomization
energies by ignoring core correlation. Still, for agreement
with experiment to within chemical accuracy, core corre-
lation cannot be neglected, contributing as much as
4.8 kJ mol�1 for CO and 10.8 kJ mol�1 for C2H2.


1 These
core contributions were estimated in the cc-pCV5Z basis,
by comparing the atomization energies obtained with and
without core correlation.


To some extent, the excellent performance of the
CCSD(T) model observed in Table 7 arises from error
cancellation.29 As seen from Table 8, relaxation of
the triples contribution from the perturbative treatment
at the CCSD(T) level to the full coupled-cluster treatment
at the CCSDT level reduces the atomization energies,
making the agreement with experiment poorer.35 How-
ever, inclusion of the quadruples in the CCSDTQ model
increases the atomization energies again, making the
agreement even better than at the CCSD(T) level of
theory.29 We conclude that the rigorous calculation of
atomization energies to chemical accuracy requires a
treatment of the electronic structure at the CCSDTQ/cc-
pCV6Z level of theory.


The error in the CCSD(T) triples contribution incurred
by treating the connected triples by perturbation theory is
fairly large (about 10% of the full triples contribution) but


Figure 6. Normal distributions of errors in atomization energies (kJmol�1), calculated with all electrons correlated


Table 6. Mean errors in the CCSD(T)/cc-pCVXZ atomization
energies (kJmol�1) relative to experiment. The extrapolated
atomization energies were obtained from the plain energies
by using Eqn (25)


DZ TZ QZ 5Z 6Z


Plain �103:3 �34:9 �14:3 �7:4 �4:7
Extr. �16:2 �1:1 �0:6 �0:9
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is partly cancelled by the neglect of quadruples. Indeed,
this situation is rather similar to that of the perturbative
treatment of the connected doubles at the MP2 level of
theory relative to the full CCSD treatment.


Reaction enthalpies


A property closely related to atomization energies are
reaction enthalpies. In this section, we consider


�rH
�
e ð0 KÞ, which represents the difference between


the molecular equilibrium ground-state electronic ener-
gies of the products and of the reactants [Eqn (27)]:


�rH
�
e ð0 KÞ ¼


X
P


EPðReÞ �
X
R


ERðReÞ ð27Þ


We restrict ourselves to isogyric reactions, in which the
number of paired electrons is conserved. For such reac-
tions, we expect the coupled-cluster hierarchy to perform


Figure 7. Normal distributions of the errors in the calculated all-electron CCSD(T)/cc-pCVXZ atomization energies (kJmol�1)
without extrapolation (full line) and with two-point extrapolation (dotted line)


Table 7. Non-relativistic calculated and experimental electronic atomization energies with calculated vibrational and relativistic
correctionsa (kJmol�1). The Hartree–Fock atomization energies were calculated in the cc-pV6Z basis; the correlated atomization
energies were calculated with two-point extrapolation, at the all-electron cc-pcV(56)Z level. All calculations were carried out at
the optimized all-electron CCSD(T)/cc-pCVQZ geometry


Non-relativistic electronic atomization energy
Vib. Rel.


Molecule HF MP2 CCSD CCSD(T) Exp. corr. corr.


F2 �155.3 185.4 128.0 161.1 163.4(06) �5:5 �3:3
H2 350.8 440.7 458.1 458.1 458.0(00) �26:0 0:0
HF 405.7 613.8 583.9 593.3 593.2(09) �24:5 �2:5
O3 �238.2 726.6 496.1 605.5 616.2(17) �17:4 �3:9
HOF 230.4 695.0 627.5 662.9 674.9(42) �35:9 �3:5
CH2ð1A1Þ 531.1 740.8 749.4 757.9 757.1(22) �43:2 �0:7
HNO 331.6 897.2 816.8 860.4 861.5(03) �35:8 �2:1
N2 482.9 1010.6 913.9 954.9 956.3(02) �14:1 �0:6
H2O 652.3 996.1 960.2 975.5 975.3(01) �55:4 �2:1
CO 730.1 1145.8 1052.3 1086.9 1086.7(05) �12:9 �2:0
NH3 841.2 1248.6 1230.7 1247.4 1247.9(04) �89:0 �1:1
HCN 833.5 1363.5 1271.3 1311.0 1312.8(26) �40:6 �1:4
CH2O 1078.2 1611.5 1533.8 1568.0 1566.6(07) �69:1 �2:7
CO2 1033.4 1745.2 1573.6 1633.2 1632.5(05) �30:3 �4:2
C2H2 1229.1 1742.5 1661.0 1697.1 1697.8(10) �68:8 �1:9
CH4 1374.1 1753.1 1747.0 1759.4 1759.3(06) �115:9 �1:2
C2H4 1793.9 2379.3 2328.9 2360.8 2359.8(10) �132:2 �2:1


a For vibrational and electronic corrections, see Ref. 1.


Table 8. Coupled-cluster atomization energies (kJmol�1)


CCSD(T) CCSDT CCSDTQ Experiment


cc-pCV(56)Z cc-pCV(Q5)Z cc-pVTZa De D0


CH2 757.9 �0.9 758.9 0:1 759.3 0.5 758.8 714.8 � 1.8
H2O 975.3 0.1 974.9 �0:3 975.7 0.5 975.2 917.8 � 0.2
HF 593.2 0.0 593.0 �0:2 593.6 0.4 593.2 566.2 � 0.7
N2 954.7 �1.6 951.3 �5:0 955.2 �1.1 956.3 941.6 � 0.2
F2 161.0 �2.4 159.6 �3:8 162.9 �0.5 163.4 154.6 � 0.6
CO 1086.7 0.0 1084.4 �2:3 1086.7 0.0 1086.7 1071.8 � 0.5


a The CCSDTQ values have been obtained from the CCSDT/cc-pCV(Q5) results by adding quadruples corrections calculated in the cc-pVTZ basis.
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better than for atomization energies,8 where the number
of paired electrons changes. Indeed, for the isogyric
reactions in Table 9, the mean absolute errors in the
calculated reaction enthalpies are 43.0, 13.5, 14.5 and
1.9 kJ mol�1,8 respectively, for the Hartree–Fock, MP2,
CCSD and CCSD(T) models, significantly smaller than
the corresponding atomization-energy errors of 423.0,
36.2, 37.2 and 4.6 kJ mol�1, respectively. The improve-
ment in performance is particularly striking for the
Hartree–Fock model, which for reaction enthalpies gives
errors that are only three times larger than those obtained
with the MP2 and CCSD models. Nevertheless, for
chemical accuracy, we still need to take into account
the effect of connected triples.


Also the basis-set convergence is faster for isogyric
reaction enthalpies than for atomization energies.8 From
the mean absolute CCSD(T) errors in Tables 6 and 10, we
note that whereas a quadruple-zeta basis with extrapola-
tion is needed for convergence of the atomization en-
ergies to chemical accuracy, the reaction enthalpies are
converged already in the triple-zeta basis without extra-
polation. In Fig. 8, the normal distribution of errors in the
calculated reaction enthalpies are plotted, illustrating the
errors that arise at different levels of theory.


Hydrogen-bonding interaction energies


Having discussed the large energy changes associated
with the breaking and making of covalent bonds, let us
now consider briefly the much smaller changes that occur
as a result of hydrogen bonding. Listed in Table 11 are
the mean errors in the interaction energies of ðH2OÞ2,
ðHFÞ2, ðHClÞ2, HF � H2O and HF � HCN, calculated at the
MP2/aug-pVXZ levels of theory relative to MP2-R12
theory.59 All calculations were carried out at the
CCSD(T)/aug-cc-pVTZ optimized geometries of the di-
mers, using the experimental geometries for the mono-
mers. For comparison, we note that the total MP2-R12
interaction energies are �7:0, �3:6, �13:5, �12:0 and
�7:8 mEh, respectively, for ðH2OÞ2, ðHFÞ2, ðHClÞ2,
HF � H2O and HF � HCN.


A common problem with the calculation of interaction
energies, in particular small interaction energies, is the
basis-set superposition error.1 Naively, we would calcu-
late the interaction energy by subtracting the energies
calculated for the monomers (separately, in the basis of
each monomer) from the energy calculated for the dimer.
However, in such a calculation, the dimer is represented
in a larger basis than are the monomers, increasing the
interaction energy beyond what would be obtained if all
calculations had been carried out in the same basis. A
better strategy is therefore to calculate the energy of each
monomer in the full dimer basis, thereby ensuring a more
uniform description of the constituent atoms in the dimer
and in the separate monomers.60,61 An interaction energy
obtained in this manner is said to be counterpoise (CP)
corrected. The CP correction to the interaction energy,
that is the difference between the corrected and plain
interaction energies, is always positive for variational wave
functions (and in practice also for non-variational ones).


Table 9. Non-relativistic calculated and experimental electronic reaction enthalpies with calculated vibrational and relativistic
correctionsa (kJmol�1). The Hartree–Fock reaction enthalpies were calculated in the cc-pV6Z basis; the correlated reaction
enthalpies were calculated with two-point extrapolation, at the all-electron cc-pcV(56)Z level. All calculations were carried out
at the optimized all-electron CCSD(T)/cc-pCVQZ geometry


Non-relativistic electronic reaction enthalpy
Vib. Rel.


Reaction HF MP2 CCSD CCSD(T) Exp. corr. corr.


CO þ H2 ! CH2O 2:7 �25:0 �23:4 �23:0 �21:8ð08Þ 30.2 0.7
N2 þ 3H2 ! 2NH2 �147:1 �164:4 �173:1 �165:5 �165:4(06) 86.1 1.6
C2H2 þ H2 ! C2H4 �214:1 �196:1 �209:7 �205:6 �203:9(12) 37.4 0.2
CO2 þ 4H2 ! CH4 þ 2H2O �242:0 �237:3 �261:3 �244:7 �245:3(08) 92.7 1.0
CH2O þ 2H2 ! CH4 þ H2O �246:5 �256:3 �257:2 �250:6 �251:9(09) 50.3 0.5
CO þ 3H2 ! CH4 þ H2O �243:8 �281:3 �280:5 �273:7 �273:8(08) 80.5 1.2
HCN þ 3H2 ! CH4 þ NH2 �329:3 �316:0 �332:0 �321:5 �320:3(27) 85.4 0.9
HNO þ 2H2 ! H2O þ NH2 �460:3 �466:0 �457:8 �446:3 �445:6(06) 56.7 1.0
C2H2 þ 3H2 ! 2CH4 �466:6 �441:6 �458:6 �447:4 �446:7(13) 85.2 0.4
CH2 þ H2 ! CH4 �492:2 �571:6 �539:5 �543:4 �544:2(22) 46.8 0.4
F2 þ H2 ! 2HF �616:0 �601:4 �581:7 �567:3 �564:9(12) 17.6 1.6
2CH2 ! C2H4 �731:8 �897:7 �830:1 �844:9 �845:7(31) 45.8 0.6
O3 þ 3H2 ! 3H2O �1142:7 �939:7 �1010:1 �946:6 �935:5(17) 72.5 2.3


a For vibrational and electronic corrections, see Ref. 1.


Table 10. Mean errors in the CCSD(T)/cc-pCVXZ reaction
enthalpies (kJmol�1) relative to experiment. The extrapo-
lated reaction enthalpies were obtained from the plain
energies by using Eqn (25)


DZ TZ QZ 5Z 6Z


plain 36:9 12:0 2:7 �0:3 �0:7
extr. �2:0 �2:1 �1:7 �1:2
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From Table 11, we see that the interaction energy
converges from below without the CP correction applied
but from above with this correction applied. Moreover,
for small basis sets, the CP correction increases the error
relative to the basis-set limit; for large basis sets, the CP
correction reduces the error. More importantly, the CP
correction makes the convergence smoother, as seen from
the large improvement upon extrapolation of the CP
corrected energies. By contrast, the uncorrected energies
are hardly improved by extrapolation.


To understand this behavior, we recall that the two-
point extrapolation formula Eqn (25) is designed to work
only for basis-set errors that arise from a poor description
of dynamic correlation. In the plain interaction energies,
the error is dominated by the superposition error, which is
not reduced by the extrapolation formula.59 By contrast,
in the CP corrected interaction energies, the basis-set
superposition error has been removed and the remaining
error arises from a poor description of dynamic cor-
relation. Application of Eqn (25) removes most of this
error, thereby accelerating convergence towards the
basis-set limit.


Two-electron Darwin term


In the previous sections, we have seen that atomization
energies and reaction enthalpies both converge as X�3.
Not all molecular properties converge in the same manner
with respect to the basis set, however. Consider, for
example, the expectation value of the two-electron
Darwin operator, Eqn (28):


V2D ¼ � 1


2
�2�


X
i6¼j


�ðrijÞ ð28Þ


which constitutes a part of the first-order relativistic
correction to the electronic energy. From Fig. 3, we recall
that the electronic wave function is particularly poorly
represented at points of electron coalescence, suggesting
a very slow convergence of the expectation value of this
operator. Indeed, in the principal expansion, the error in
the expectation value of the two-electron Darwin operator
is inversely proportional to the cardinal number
[Eqn (29)]:62,63


D2D
X ¼ D2D


1 þ CX�1 ð29Þ


In Table 12, we compare the convergence of the expecta-
tion value of the two-electron Darwin operator with and
without the use of the two-point extrapolation formula
Eqn (30),


D2D
1 ¼ XD2D


X � ðX � 1ÞD2D
X�1 ð30Þ


obtained by elimination of C from Eqn (29).62


Without extrapolation, convergence to the basis-set
limit is extremely slow, with errors as large as 28% in


Figure 8. Normal distributions of errors in reaction enthalpies (kJmol�1), calculated with all electrons correlated


Table 11. Mean errors in the hydrogen-bonding interaction
energies of ðH2OÞ2, ðHFÞ2, ðHClÞ2, HF � H2O and HF � HCN
calculated at the MP2/aug-pVXZ levels of theory ð�EhÞ, with
and without the CP correction and with and without extra-
polation using Eqn (25)


DZ TZ QZ 5Z


No-CP plain �26 �247 �222 �160
extr. �340 �263 �95


CP plain 988 420 188 104
extr. 181 19 15
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the cc-pV6Z basis; with extrapolation, the errors are
dramatically reduced to less than 5% in the cc-pVQZ
basis. These calculations nicely illustrate, on the one
hand, the very poor description of short-range interelec-
tronic interactions by determinantal wave functions and,
on the other, the very smooth convergence of these
interactions afforded by the principal expansion.


Dipole moments


Many properties of molecular systems can conveniently
be expressed in terms of derivatives of the electronic
energy with respect to some external parameter. The
dipole moment, for example, is obtained by differentiat-
ing the total energy with respect to the negative electric
field strength. If we assume that Eqn (24) and therefore
Eqn (25) is valid at all field strengths, we can differentiate
Eqn (25) with respect to the field strength to yield the
following formula for the dipole moment � in the limit of
an infinite basis [Eqn (31)]:64


�1 ¼ X3�X � ðX � 1Þ3�X�1


X3 � ðX � 1Þ3
ð31Þ


In Table 13, we used this formula to extrapolate to the
basis-set limit of the dipole moments of BH and HF,
calculated at the MP2, CCSD and CCSD(T) levels of
theory, comparing with the corresponding R12 values.64


The calculations in Table 13 indicate that dipole
moments converge in much the same manner as energies
and that two-point extrapolation at the quadruple-zeta
level reduces the error by about an order of magnitude. It
is worth noting, however, that extrapolation works best


when the basis set has been augmented with diffuse
functions.64 Without such functions added, the basis-set
errors are not dominated by dynamic correlation and
extrapolation is less effective. (In passing, we note that
diffuse functions are also needed for the R12 method.)
This situation is analogous to that of the interaction
energies of hydrogen-bonded systems, for which extra-
polation works well only when the calculated energies
have been CP corrected.


Bond distances


An important class of properties are the molecular
spectroscopic constants, related to nuclear displacements.
We begin the discussion of such properties by consider-
ing molecular equilibrium bond lengths in this subsection
and continue with force constants in the next subsection.


The mean errors for the 27 bond distances in Table 14,
calculated at the all-electron cc-pVXZ level of theory, are
illustrated in Fig. 9. In general, molecular equilibrium
bond lengths shorten with increasing cardinal number.1,9


This behavior can be understood from the general ob-
servation that basis-set extension always favors the sys-
tem with the lowest electronic energy. Since the pure
electronic energy (which does not include the nuclear–
nuclear repulsion energy) decreases as the internuclear


Table 12. Errors in the CCSD/cc-pVXZ expectation value of
the two-electron Darwin operator Eqn (28) relative to the
corresponding R12 values ð�EhÞ. The extrapolated values
were obtained by the two-point extrapolation formula
Eqn (30)


DZ TZ QZ 5Z 6Z R12


He plain �7:1 �9:8 �11:0 �11:7 �12:1 �14:1
extr. �15:1 �14:7 �14:5 �14:3


H2 plain �2:8 �3:5 �3:7 �3:9 �4:0 �4:4
extr. �4:9 �4:5 �4:5 �4:5


HF plain �28:2 �38:1 �48:3 �53:7 �57:3 �74:8
extr. �57:9 �78:9 �75:5 �75:3


Table 13. Mean MP2, CCSD and CCSD(T) errors (mea0)
relative to R12 theory for BH and HF. The extrapolated values
were obtained using Eqn (31)


DZ TZ QZ 5Z 6Z


cc-p(C)VXZ plain �14:7 �6:2 �2:3 �1:0 �0:8
extr. �2:7 0:6 0:4 �0:5


aug-cc-p(C)VXZ plain �15:8 �6:5 �2:7 �1:5 �0:9
extr. �2:7 0:1 �0:1 0:1


Table 14. Calculated and experimental bond distances
(pm).1,9 The calculations have been carried out in the cc-
pCVQZ basis with all electrons correlated


Molecule Bond HF MP2 CCSD CCSD(T) Exp.
distance


H2 RHH 73.4 73.6 74.2 74.2 74.1
HF RFH 89.7 91.7 91.3 91.6 91.7
H2O ROH 94.0 95.7 95.4 95.7 95.7
HOF ROH 94.5 96.6 96.2 96.6 96.6
H2O2 ROH 94.1 96.2 95.8 96.2 96.7
HNC RNH 98.2 99.5 99.3 99.5 99.4
NH3 RNH 99.8 100.8 100.9 101.1 101.1
N2H2 RNH 101.1 102.6 102.5 102.8 102.9
C2H2 RCH 105.4 106.0 106.0 106.2 106.2
HCN RCH 105.7 106.3 106.3 106.6 106.5
C2H4 RCH 107.4 107.8 107.9 108.1 108.1
CH4 RCH 108.2 108.3 108.5 108.6 108.6
N2 RNN 106.6 110.8 109.1 109.8 109.8
CH2O RCH 109.3 109.8 109.9 110.1 110.1
CH2 RCH 109.5 110.1 110.5 110.7 110.7
CO RCO 110.2 113.2 112.2 112.9 112.8
HCN RCN 112.3 116.0 114.6 115.4 115.3
CO2 RCO 113.4 116.4 115.3 116.0 116.0
HNC RCN 114.4 117.0 116.2 116.9 116.9
C2H2 RCC 117.9 120.5 119.7 120.4 120.3
CH2O RCO 117.6 120.6 119.7 120.4 120.3
N2H2 RNN 120.8 124.9 123.6 124.7 124.7
O3 ROO 119.2 127.6 124.1 126.6 127.2
C2H4 RCC 131.3 132.6 132.5 133.1 133.1
F2 RFF 132.7 139.5 138.8 141.1 141.2
HOF ROF 136.2 142.0 141.2 143.3 143.4
H2O2 ROO 138.4 144.3 143.1 145.0 145.6
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separation tends to zero, we conclude that bonds become
shorter with increasing cardinal number.


As expected, the bond-length shortening upon basis-set
extension is less pronounced for the Hartree–Fock model
(e.g. 0.8 pm from cc-pVDZ to cc-pVTZ) than for the
correlated models (1.6 pm for the same extension).1,65


This difference between the Hartree–Fock and correlated
models can be understood from the fact that, in the
Hartree–Fock model, the added orbitals only contribute
to charge polarization; in the correlated models, they also
improve the virtual excitation space.


From Fig. 9, we also note that bonds lengthen with
improvements in the N-electron model, being shortest at
the Hartree–Fock level. This behavior, which can be
understood from the fact that the correlated electrons
occupy antibonding as well as bonding orbitals, creates a
considerable scope for cancellation of basis-set and N-
electron errors. In the small cc-pVDZ basis, for example,
the simple CISD model and the third-order Møller–
Plesset (MP3) model have the smallest mean errors of
all methods, while the most elaborate models such as the
CCSD(T) and fourth-order Møller–Plesset (MP4) models
have the largest errors. However, as we increase the basis
set, the situation reverses as the CCSD(T) and MP4
models improve their performance while the CISD and
MP3 models do not. Figure 9 also illustrates the typical
oscillations of the Møller–Plesset series: bond lengths
shorten from MP2 to MP3 but lengthen from MP3 to
MP4.1


As seen from Fig. 9, the more accurate models should
always be used with basis sets of at least triple-zeta
quality, see also Table 15, where the mean absolute errors
in the bond distances of the Hartree–Fock, MP2, CCSD
and CCSD(T) models are listed. In the cc-pVDZ basis,
the CCSD(T) error is almost as large as the Hartree–Fock
error; by contrast, in the cc-pVQZ basis, the CCSD(T)
error is more than an order of magnitude smaller than the
Hartree–Fock error.


In Table 14, we listed the calculated and experimental
bond distances for a few selected systems. We note in


particular the high accuracy of the CCSD(T) model,1,9,65


with mean errors of 1.68, 0.01 and �0:12 pm in the cc-
pVDZ, cc-pVTZ and cc-pVQZ basis sets, respectively;
the corresponding mean absolute errors are 1.68, 0.20 and
0.16 pm. However, even this high accuracy arises in part
from error cancellation, the bond distances are further
shortened by about 0.1 pm upon basis-set extension from


cc-pVQZ to cc-pV6Z46,66–68 and by 0.02 pm upon triples


relaxation from CCSD(T) to CCSDT.69,70 We conclude
that the intrinsic error of the CCSDT model is about
�0:2 pm. Indeed, calculations with the CCSDTQ model
confirm that the introduction of connected quadruples
increases bond lengths by 0.1 to 0.2 pm.


Spectroscopic constants


The frequency of a diatomic fundamental transition is
given by 
 ¼ !e � 2!exe, where the harmonic constant
!e can be calculated from second derivatives of the
potential-energy surface, whereas the calculation of the
anharmonic constant !exe also requires third and fourth
derivatives (see for instance Ref. 71). In the present
section, we consider the accuracy of the calculated
spectroscopic constants of the diatomics BH, HF, CO,
N2 and F2; for comparison, we include their bond lengths
in this discussion.


In Figs. 10–12, normal distributions of errors in the
equilibrium bond lengths, harmonic constants and anhar-
monic constants, respectively, are plotted for the five
diatomics.67 These figures also contain the mean absolute
errors, printed next to the normal distribution plots. All
calculations have been carried out in the core–valence cc-
pCVXZ basis sets, with all electrons correlated and at the
optimized geometry of the given computational model.


Although the performance of the different models is
similar for the three spectroscopic constants, some differ-
ences are apparent. In general, there is a significant
improvement in the performance in the sequence
Hartree–Fock, CCSD and CCSD(T). The uncorrelated
Hartree–Fock model performs particularly poorly for the
harmonic constants, with mean absolute errors of almost
300 cm�1, that is, 30 times larger than the errors of the
CCSD(T) model; for the anharmonic constants, by con-
trast, the Hartree–Fock performance is fairly decent, with
mean absolute errors of only 4 cm�1.


Figure 9. Mean errors relative to experiment in calculated
bond distances (pm). The bond distances have been calcu-
lated in the cc-pVXZ basis sets with all electrons correlated


Table 15. Mean absolute errors relative to experiment in
calculated bond distances (pm)


j ���j cc-pVDZ cc-pVTZ cc-pVQZ


HF 1.94 2.63 2.74
MP2 1.35 0.56 0.51
CCSD 1.19 0.64 0.80
CCSD(T) 1.68 0.20 0.16
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The CCSD description is for all spectroscopic con-
stants a definite improvement on the Hartree–Fock
description, with an error reduction of about a factor
of four (in the largest basis). For the anharmonic
constants, we note a rather sharp but off-center normal
distribution in the triple-zeta basis, indicating a very
systematic underestimation by about 2 cm�1. However,


since our statistics are based on only five constants, it
could be that this behavior is not typical of the CCSD
model.


Next, introducing connected triple excitations at the
CCSD(T) level, we note a further significant reduction in
errors, by about an order of magnitude relative to the
CCSD model. It is worth noting that this improvement is


Figure 10. Normal distributions of the errors in the bond distances of BH, HF, CO, N2 and F2 relative to experiment, calculated
in the cc-pCVXZ basis sets with all electrons correlated (pm). Next to each normal-distribution plot, the corresponding mean
absolute error has been printed


Figure 11. Normal distributions of the errors in the harmonic constants !e of BH, HF, CO, N2 and F2 relative to experiment,
calculated in the cc-pCVXZ basis sets with all electrons correlated (cm�1). Next to each normal-distribution plot, the
corresponding mean absolute error has been printed
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observed only in the cc-pCVQZ and cc-pCV5Z basis sets.
While some improvement on the CCSD model is also
observed in the cc-pCVTZ basis, the cc-pCVDZ basis is
too small for use with the CCSD(T) model.


The MP2 model differs from the CCSD model only in
that the doubles amplitudes have been determined by
perturbation theory rather than from the coupled-cluster
equations. However, this difference has an enormous
impact on the harmonic and anharmonic constants, lead-
ing to much broader distributions of errors than those of
the CCSD model. By contrast, for bond distances (and
indeed for the other properties discussed in this paper),
the MP2 model performs as well as the CCSD model.
Apparently, the MP2 scheme is less well suited than the
more expensive CCSD model to the calculation of
properties related to bond stretching and more generally
to bond-breaking processes.


The plots in Figs. 10–12 also nicely illustrate the
general observation that a perturbative treatment of the
cluster amplitudes usually leads to an overestimation of
the amplitudes. Thus, the MP2 normal distributions are
not just broader than the corresponding CCSD distribu-
tions but are also displaced relative to these distributions,
always away from the Hartree–Fock distributions.


Concerning the direction of change in the calculated
spectroscopic constants, we first note that the harmonic
and anharmonic constants decrease with improvements in
the N-electron treatment, as we would expect from the
fact that such improvements are particularly important at
large distances, lowering this part of the potential-energy
curve relative to the inner part. For the same reason, the


equilibrium bond distances lengthen with improvements
in the N-electron treatment.


With respect to basis-set improvements, the situation
is more complicated because of two competing effects.
At a fixed geometry (e.g. the experimental equilibrium
geometry), the harmonic and anharmonic force con-
stants are always reduced by basis-set improvements
since, upon basis-set extension, the inner part of the
potential-energy curve is lowered more than the outer
part, thereby reducing all even-order geometry deriva-
tives. If instead these force constants are evaluated at
the optimized geometry (which changes with the basis
set), then there is a competing effect from the purely
nuclear contributions to the constants. Since basis-set
extension leads to bond contraction and thus to larger
nuclear derivative contributions, it increases the calcu-
lated force constants. In most cases, these purely
nuclear contributions dominate, resulting in an overall
increase in the calculated force constant upon basis-set
extension. Exceptions are common for small basis sets
at the Hartree–Fock level.


From the above discussion, we have seen that the
intrinsic error in the CCSD(T) harmonic constants are
fairly large (about 10 cm�1),67 making the accurate
calculation of fundamental vibrational transitions to
within say 1 cm�1 a very difficult business indeed. In
the following, we will use the N2 molecule to illustrate
how such an accuracy can nevertheless be achieved.
Before we begin, we recall that the anharmonic contribu-
tion to the fundamentals constitutes much less of a
problem (at least for semi-rigid molecules), since


Figure 12. Normal distributions of the errors in the anharmonic constants !exe of BH, HF, CO, N2 and F2 relative to experiment,
calculated in the cc-pCVXZ basis sets with all electrons correlated (cm�1). Next to each normal-distribution plot, the
corresponding mean absolute error has been printed
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convergence to within 1 cm�1 is achieved already at the
CCSD(T)/cc-pCVTZ level of theory. In our discussion,
we therefore consider only the difficult harmonic con-
tribution to the vibrational transitions.


In Fig. 13, we have illustrated the different contribu-
tions to the harmonic vibrational frequency of N2. At the
Hartree–Fock level of theory, the error is 371.9 cm�1 in
the basis-set limit.67 Unlike at the correlated levels of
theory, the harmonic frequency decreases as we go from
cc-pVDZ to cc-pVTZ (by almost 30 cm�1) and also from
cc-pVTZ to cc-pVQZ (by 2 cm�1), after which it in-
creases by less than 1 cm�1 as the basis set is further
extended.


Next in Fig. 13, we carried out a series of CCSD/cc-
pVXZ calculations, with only the valence electrons cor-
related.67 The calculated harmonic frequency now in-
creases rather than decreases with increasing cardinal
number; moreover, the basis-set differences are
larger than at the uncorrelated Hartree–Fock level. In
the basis-set limit, we are still off by as much as 85 cm�1


from the experimental harmonic frequency, which is
typical of descriptions based on the use of connected
doubles only.


Introducing connected triples at the valence-electron
CCSD(T)/cc-pVXZ level of theory, we arrive at a rather
small error of 4 cm�1 in the basis-set limit; see Fig. 13.67


The good agreement with experiment is fortuitous, how-
ever, and occurs as a result of a near cancellation of the
errors arising from the neglect of core correlation, from


the approximate (perturbative) treatment of the triples
and from the neglect of quadruple and higher-order
connected excitations.67,68 Indeed, as we introduce core
correlation at the all-electron CCSD(T)/cc-pCVXZ level
of theory, the error increases by almost 10 cm�1. A
similar large increase in the error occurs as we replace
the perturbative triples by fully relaxed triples at the all-
electron CCSDT level of theory.


The surprisingly large CCSDT error of 24 cm�1 in
Fig. 13 indicates that quadruples and higher connected
excitations are important for the accurate calculation
of harmonic frequencies. Indeed, at the CCSDTQ level
of theory, the error in the N2 harmonic frequency is
reduced to 5 cm�1.72,73 Finally, at the CCSDTQ5 level
of theory, we are within 1 cm�1 of the exact non-relativis-
tic limit. Adding a relativistic correction of �1:4 cm�1,75


we finally obtain a frequency of 2358.0 cm�1, just below
the experimental harmonic frequency of 2358.6 cm�1.


Coupled-cluster excitation-level convergence


Having examined the coupled-cluster convergence of
a variety of molecular properties in the previous
subsections, let us now summarize by comparing the
convergence for some of these properties. In Plate 3, we
have plotted, on a logarithmic scale, the errors in the
calculated harmonic force constants, equilibrium bond
distances and atomization energies as functions of the


Figure 13. Errors in the calculated harmonic vibrational constant !e of N2 relative to experiment (cm�1), calculated at different
levels of coupled-cluster theory. At each level of theory, the horizontal lines represent calculations in different basis sets
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highest included virtual excitation level in coupled-
cluster theory. The errors relative to experiment are
reduced by several factors with each new level, the
CCSDT errors being an order of magnitude smaller
than the Hartree–Fock errors. The CCSD(T) errors have
not been included in these plots but are usually smaller
than the CCSDT errors because of cancellation of the
errors arising from an approximate treatment of the
triples and the neglect of quadruples.


The coupled-cluster hierarchy clearly provides us with
a well-defined path towards the exact solution of the
Schrödinger equation, at least for single-configurational
systems dominated by the Hartree–Fock configuration.
Indeed, at the CCSDTQ or CCSDTQ5 levels of theory,
we have exhausted the Schrödinger equation in the sense
that relativistic corrections henceforth become as impor-
tant as further correlation corrections, see Plate 3. We
note, however, that for systems containing heavier atoms,
this cross-over could occur at a lower level of coupled-
cluster theory. Indeed, for very heavy atoms, the relati-
vistic corrections are sometimes more important than
those of electron correlation.74–77


CONCLUSIONS


We have reviewed the accurate calculation of molecular
properties by coupled-cluster theory. In particular, we
have demonstrated that, for a rigorous calculation of such
properties to some prescribed accuracy, it is necessary to
carry out sequences of electronic-structure calculations
where we systematically explore the flexibility in the one-
and N-electron descriptions of the electronic system,
carefully monitoring the convergence in the calculated
properties. In the N-electron hierarchy, we improve the
description by including higher and higher virtual excita-
tions in the wave function, providing an increasingly
more detailed description of the virtual electronic pro-
cesses. In the one-electron hierarchy, our description of
the electronic system is improved by extending the virtual
excitation space, as required for an accurate representa-
tion of the included virtual excitations. In particular, we
have discussed the calculation of molecular properties at
the Hartree–Fock, CCS, CCSD, CCSDT, CCSDTQ and
CCSDTQ5 levels of theory, including up to quintuple
connected virtual excitations in the calculations. To
expand the virtual excitation spaces in an optimal man-
ner, we have made use of the correlation-consistent
valence and core–valence cc-p(C)VXZ one-electron basis
sets, with cardinal numbers 2 � X � 6.


We have demonstrated that, in correlation-consistent
coupled-cluster theory, calculated molecular properties
converge in a predictable manner. In particular, as we
increase the virtual excitation level, errors are reduced
linearly, typically by a factor of three or four at each new
level. In this way, convergence to chemical accuracy is
sometimes achieved with the inclusion of triple excita-


tions but more often quadruple or even quintuple excita-
tions are needed. In the one-electron correlation-
consistent hierarchy, convergence is much slower, with
an error in many properties proportional to X�3. However,
because of the very smooth convergence with the cardinal
number, it is often possible to extrapolate the results
obtained with finite cardinal numbers to the limit of an
infinite basis set, making it possible to estimate the basis-
set limit at each level of coupled-cluster theory.


Because of the very high cost of coupled-cluster
theory, the highest included virtual excitation level is
sometimes determined in an approximate manner, using
perturbation theory. Particularly important are the MP2
and CCSD(T) models, which can be taken as approx-
imations to the CCSD and CCSDT models where the
doubles and triples, respectively, are determined by
perturbation theory rather than by coupled-cluster the-
ory. These approximations are very useful, reducing
the computational cost significantly at little loss of
accuracy. Indeed, because of systematic error cancella-
tion, the CCSD(T) model is for many properties such as
atomization energies, equilibrium bond distances and
force constants more accurate (but less flexible and
robust) than the more expensive CCSDT model, in part
explaining the great success of CCSD(T) theory in high-
accuracy computational quantum chemistry.


Because of the separate expansions of the one- and N-
electron hierarchies in coupled-cluster theory, cancella-
tions frequently occur between the errors arising from the
one- and N-electron truncations, leading to a fortuitously
good agreement with experiment. We emphasize, how-
ever, that agreement with experiment for a few selected
properties is not in itself a guarantee of quality and should
never be taken as indicative of an accurate description of
the electronic system. To ensure such a description, the
errors arising from the one- and N-electron truncations
must be controlled by carrying out sequences of calcula-
tions, where the different levels of theory are system-
atically varied and where convergence is carefully
monitored. Only when carried out in this manner does
coupled-cluster theory constitute a truly predictive tool in
quantum chemistry.
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ABSTRACT: Gemini or dimeric surfactants can in principle be viewed as two conventional surfactants connected via
a spacer at the level of the polar headgroups. A novel class of sugar-based gemini surfactants with rich and intriguing
aggregation behavior in aqueous solution is the focus of this mini-review. The headgroup of the geminis consists of
reduced sugars (glucose or mannose) connected to tertiary amines or amides. The alkyl tails have been varied in terms
of tail length and degree of unsaturation. The spacers used are aliphatic [—(CH2)n—] spacers of varying length or
short ethylene oxide (EO) spacers [—(CH2)2—(EO)2—]. By manipulating the molecular architecture and the solution
conditions, a variety of supramolecular aggregates, such as vesicles and micelles, are formed from these sugar-based
surfactants. In particular, the sugar-based gemini surfactants containing tertiary amines in the headgroup respond to
the solution pH by forming vesicles in the monoprotonated state and micellar structures in the diprotonated (full
protonation) state. The overall aggregation behavior is described well by conventional theories on surfactant
aggregation, however, a surprising vesicle surface charge reversal as a function of pH will be described and
discussed. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: pH-dependent aggregation behavior; vesicle-to-micelle transition; dimeric surfactants; cylindrical micelles;


vesicles; vesicle zeta-potential; colloidal stability; aggregate morphology


INTRODUCTION


The term gemini surfactant was coined by Menger and
Littau1 in 1991 describing a novel type of surfactant
consisting of two identical conventional surfactants con-
nected via a spacer at the level of the headgroups (Plate 1).
Several other names have been suggested for this class of
surfactant, including dimeric surfactants2 and even sia-
mese surfactants3 alluding to the nature of their connec-
tions. The semantic issues aside, these surfactants have
opened a new field of research within surface and colloid
chemistry because of their unique properties when dis-
persed in water. Combined with an often trivial synthesis,
a large-scale production of the geminis seems likely in the
near future. In this respect it must be emphasized that
more intricate structural variations on the ‘gemini-theme’
require the input of physical-organic and synthetic


chemists, and there is clearly a huge potential for tailor-
making of geminis exhibiting specific aggregation and/or
biological properties. The multidisciplinary nature of the
gemini surfactant community is exciting and will most
likely lead to applications of these surfactants within the
fields of biotechnology and biomedicine.


The aim of this review is to cover the aggregation
behavior of sugar-based gemini surfactants of the type
shown in Figs 1 and 2. These surfactants have been
synthesized and characterized in terms of their aggrega-
tion behavior in dilute aqueous solution in the research
group of one of the authors (J.B.F.N.E.) between 1997
and 2003. The studies have been published in Refs 4–11.
For the reader interested in a broader range of gemini
surfactants, a number of extensive reviews have recently
appeared that cover most aspects of gemini chemistry,
including aggregation properties,2,12–14 synthesis14 and
application within gene therapy.11


SUGAR-BASED GEMINI SURFACTANTS


The structure of the sugar-based gemini surfactants is
shown in Figs 1 and 2. The synthesis of these surfactants
is not the focus of this review and the interested reader
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may consult some of the original papers for more
information on that issue.4–6,8,9 Instead, we would like
to start by highlighting the most important features of the
compounds that will ultimately dictate their aggregation
behavior. Let us begin with the polar headgroup region
and emphasize that the identity of the sugar used in the
synthesis can be varied to meet specific requirements.
Glucose or mannose have been used in all cases discussed
here; however, several other sugars are under considera-
tion and a library of gemini surfactants with different
sugar headgroups is therefore under construction. The
difference between glucose and mannose is the stereo-
chemistry at the carbon atom indicated with an asterix in
Fig. 1. The stereochemistry of the sugar may be important
when it comes to a possible targeting of the compounds to


cell surface receptors in vivo.15 Furthermore, different
sugars may hydrate differently and this could in turn
influence the aggregation behavior in terms of aggregate
structure or preferred mean curvature of the surfactant film.


The second feature to be noted is the presence of the
two tertiary nitrogens that can be protonated (Fig. 1).
Thus, a pH-dependent aggregation behavior is expected.
As will be shown and discussed later, protonation of the
amines is the decisive parameter as to whether the gemini
surfactants will form vesicles or micelles and whether
cylindrical or spherical micelles are formed.


The nature of the spacer connecting the two parts of the
gemini can, in principle, be varied infinitely and the
spacers are usually distinguished by their length, relative
polarity and flexibility.2,12,14 In our case, two different
types of spacers have been used, an aliphatic chain of
varying length [—(CH2)n—] or a short ethylene oxide
(EO¼—OCH2CH2—) spacer [—(CH2)2—(EO)2—]
(Figs 1 and 2). Both spacers are flexible but it was
expected that the EO spacer would be more hydrophilic
than the aliphatic spacer.


Finally, the aliphatic chains or tails have been varied in
terms of length, degree of unsaturation and the type of
chemical linkage to the headgroup. The nature of the tails
has several effects on the physical-chemical behavior of
the compounds. The most obvious effect is the modula-
tion of the gel-to-liquid crystalline phase transition
temperature of the bilayer in the vesicles formed from
the compounds. As with ordinary bilayer-forming phos-
pholipids, the longer the tail the higher the transition
temperature.6 Replacing the saturated tails by unsaturated
oleyl tails (C18:1) decreases the phase transition tempera-
ture considerably and for normal working conditions, i.e.
ca 25 �C, the bilayers formed from the oleyl surfactants
are in the liquid crystalline phase. The chemical linkage
of the tails to the headgroup is also very important. For
example, if an amide is present instead of an amine (see
Fig. 2), protonation is no longer an issue and the com-
pound in Fig. 2 does not undergo the protonation-driven
vesicle-to-micelle transition that is characteristic of the
compounds shown in Fig. 1.9 Several other gemini
surfactants of the type shown in Fig. 2 with saturated
and shorter hydrocarbon tails and with aliphatic spacers
have been prepared and their aggregation properties in
aqueous solution characterized.4,5 Herein we will focus
our attention on the type of sugar-based gemini surfac-
tants shown in Fig. 1 and make reference to the type of
compounds exemplified in Fig. 2 when appropriate.


AGGREGATION BEHAVIOR: THEORETICAL
CONSIDERATIONS


Before reviewing the experimental results for the aggre-
gation behavior of the sugar-based gemini surfactants it is
useful to consider briefly some predictions from conven-
tional theory on surfactant aggregation. A popular


Figure 1. Structure of the sugar-based gemini surfactants
containing tertiary amines in the headgroup. The difference
between glucose (glu) and mannose (man) is the stereo-
chemistry at the carbon atom indicated by the asterix (glu is
shown)


Figure 2. Example of an amide-containing sugar-based
gemini surfactant (referred to in the text as ‘amide-gemini’).
Several other amide-geminis with saturated tails [C(O)—
CmH2mþ1, m¼ 4–9, 11, 13, 15] and with aliphatic spacers
[—(CH2)n—, n¼ 2, 4, 6–10, 12] have also been prepared4,5
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approach used to predict the aggregate structure is based
on a knowledge of the molecular geometry or shape of the
surfactant molecule.16 The basic idea is that for every
type of surfactant, there exists an optimal interfacial
headgroup area, a0, at which the Gibbs energy of the
surfactant in the aggregate is minimized.16 A shape factor
or packing parameter, P, is defined as:


P ¼ V=ða0 � lcÞ ð1Þ


where V is the hydrophobic chain volume and lc is the
critical length of the hydrophobic chain (or chains). Based
on the magnitude of this simple packing parameter, the
structure of the aggregates that are formed can be pre-
dicted. Thus, the following aggregate morphologies are
expected as P is varied from �1/3 to >1 (Table 1).


Some of the aggregates indicated in Table 1 are
schematically depicted in Plate 2.


It is worth mentioning that the packing parameter does
not furnish a unique description of surfactant aggregation
because there are several types of aggregates other than
those indicated in Table 1 that may occur in surfactant
systems. For example, dispersed mesh-like as well as
disk-like structures have been detected in several lipid–
surfactant–water systems17,18 where the individual values
of the lipid and surfactant packing parameters are of little
guidance. Furthermore, the interfacial headgroup area
often depends strongly on the solution conditions, mean-
ing that parameters such as pH, ionic strength and
temperature have to be specified for a given packing
parameter for it to be useful. It is also important to note
that the packing parameter is not as easily applied for
gemini surfactants as it is for most single-tailed conven-
tional surfactants or double-tailed conventional phospho-
lipids. The reason is that the headgroup of the geminis is
not free to find its equilibrium area in a thermodynamic
sense, because of the constraints of the spacer connection
between the two surfactant parts. In fact, it has been
found that the distribution of distances between gemini
headgroups is bimodal, with a maximum at the thermo-
dynamic equilibrium distance and another maximum that
corresponds to the ‘spacer-induced’ distance, which is
characterized by the length and rigidity of the spacer.2 On
the other hand, the two maxima tend to coincide for
flexible spacers of sufficient length and in these cases the
packing parameter concept then becomes more useful.


We now proceed to the consideration of what the
possible values of the packing parameter would be for
our sugar-based gemini surfactants. Let us take a closer
look at the compounds shown in Fig. 1. First of all, the
surfactants have two hydrocarbon tails and V is therefore
rather large. It is also possible that the spacer will
contribute to the hydrophobic volume. A large V will
tend to increase P. On the other hand, V and lc are not
independent and a large V means a large lc which will
tend to lower P. The decisive parameter will be the
optimal interfacial headgroup area and because the sur-
factants have titratable tertiary amines in the headgroup,
the pH will be very important. Let us assume that the
molecular shape of the monoprotonated surfactant, in-
dependent of the values of m, x, y and Y and the degree of
unsaturation (Fig. 1), can be approximated as a truncated
cone or cylinder, characterized by 1/2<P� 1. This is
reasonable if one compares the monoprotonated gemini
with typical double-tailed bilayer-forming phospholipids,
such as egg lecithin (egg phosphatidyl choline) or phos-
phatidyl glycerols.19 With this assumption we expect the
formation of lamellar aggregates, such as vesicles for the
monoprotonated geminis dispersed in aqueous solution.
As the pH is lowered, more of the geminis will become
doubly protonated and a0 will increase due to increased
electrostatic repulsion between the headgroups. Accord-
ingly, P will decrease, predicting the formation of mi-
cellar aggregates (Table 1, Plate 2). If the ideal sequence
indicated in Table 1 is followed, we expect that the first
micellar aggregates to appear will be cylindrical micelles.
Finally, at full protonation (low pH), we expect the
formation of spherical micelles in analogy with compar-
able ammonium gemini surfactants.2 It should be noted
that the spacers used are comparably long and always of
the flexible type (Fig. 1). Therefore, the use of the
packing parameter concept seems valid, although it
does not predict the exact pH at which the structural
transition takes place. Furthermore, structures other than
those given in Table 1 may well occur and only experi-
ment can tell the full story.


Finally, the ‘amide-gemini’ shown in Fig. 2 does not
possess any obvious titratable sites (at least not for
pH< 11) and being a double-tailed C18:1-surfactant
with a relatively large headgroup, we may approximate
the molecular shape as a truncated cone or cylinder.
Accordingly, over a large pH interval, this surfactant is
expected to form bilayer structures such as vesicles.


AGGREGATION BEHAVIOR: EXPERIMENTAL
RESULTS


The following sections deal with experimental results
obtained from dilute aqueous solutions of the compounds
shown in Figs 1 and 2.4–9 The amphiphile concentration
has in general been� 1 wt% and the compounds have
been dispersed in pure water or in a 15 mM electrolyte


Table 1. Relationship between molecular shape, packing
parameter and preferred aggregate structure


Molecular shape P Aggregate structure


Cone � 1/3 Spherical micelles
Truncated cone 1/3<P� 1/2 Cylindrical micelles
Truncated cone 1/2<P< 1 Flexible bilayers, vesicles
Cylinder � 1 Planar bilayers
Inverted truncated cone >1 Inverted micelles
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Plate 1. Schematic drawing of a conventional (left) and
gemini surfactant (right)


Plate 2. Schematic cross-sectional views of a spherical
micelle (top, left), cylindrical micelle (top, right), vesicle
containing an aqueous core (blue color) (bottom, left) and
an inverted spherical micelle containing an aqueous core
(blue color) (bottom, right)


Plate 3. Scattering intensity measured at an angle of 90� as
a function of solution pH. The surfactant concentration was
0.5 mM and the results displayed pertain to gemini surfac-
tants with R¼C18:1 and (&) x¼ y¼2, Y¼ (CH2)2, man; (&)
x¼2, y¼ 0, Y¼ (OCH2CH2)2, man. Gray area indicates the
pH region of colloidal instability (flocculation). Reprinted
with permission from Ref. 9 Copyright (2003) American
Chemical Society


Plate 4. Schematic representation of the location of the
shear plane where the �-potential is estimated from electro-
phoretic mobility measurements. The distance d is generally
around a few Ångströms. �s is the surface potential


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17







(buffer or NaCl) solution. The preparation of the samples
has, however, varied somewhat, depending on the pur-
pose and type of gemini; the procedure typically involves
brief ultrasound treatment (sonication) to obtain coarsely
dispersed mixtures, followed by further refinements such
as freeze–thaw treatment and extrusion through polycar-
bonate filters of well-defined pore size. The majority of
the samples have been prepared at pH ca 7 and the pH is
then adjusted as required with small aliquots of aqueous
HCl or NaOH. Most of the measurements were con-
ducted at 25 �C.


Aggregate size triggered by changes
in solution pH


A simple and straightforward way to obtain an overview
of the aggregation behavior of the compounds shown in
Fig. 1 is to measure the scattered light intensity of the
aqueous dispersions as a function of the solution pH.8,9


Vesicular dispersions appear turbid or bluish due to light
scattering whereas micellar samples are transparent and
thus scatter much less light. Accordingly, it is possible to
identify the approximate pH values where micelle for-
mation or other structural transitions take place by
measuring the scattered light intensity.


Plate 3 displays a typical result of a light scattering
experiment from dispersions containing 0.5 mM of ge-
mini surfactant (Fig. 1). The compounds were dispersed
in a 15 mM buffer solution at pH ca 7 using brief
sonication followed by repeated freeze–thaw (liquid N2


$ waterbath, 50 �C) cycles and the samples were finally
extruded through 200 nm pore-sized polycarbonate fil-
ters.9 This procedure produced turbid to bluish disper-
sions indicating the presence of large aggregates in the
samples. Indeed, as shown in Plate 3, the scattered light
intensity reached maximum values above pH 6.5. As will
be shown later, large unilamellar vesicles are the reason
for this observation. When the pH is lowered below pH 6,
the intensity drops considerably indicating the disappear-
ance of the vesicles and the formation of other aggre-
gates. Below pH 5.5, the scattered light intensity is low in
both the displayed cases and the solutions appear
optically clear. The transparent solutions indicate the
transition from vesicular to micellar aggregates. It should
be emphasized that very similar results have been
obtained for all of the compounds indicated in Fig. 1,
the only differences being the exact pH values at which
the intensity (or turbidity) starts to drop.6–9 We may
also add that another way of following changes of the
aggregation/protonation state of the geminis is to mea-
sure the surface tension of the dispersions as a function of
pH.6,7 As the pH is lowered, the monomer activity
increases due to the formation of divalent (doubly proto-
nated) surfactants and the surface tension versus pH
profiles correlate well with the intensity or turbidity
versus pH profiles.


Another very interesting observation in these systems
is the colloidal instability of the vesicles in a certain pH
interval. For the geminis investigated in Plate 3, this
instability is observed around pH 7.5 (� 0.3) and is
indicated by the shaded region.9 Around pH 7.5, the
vesicles flocculate (aggregate) rapidly (within seconds)
and a sedimentation of large particles can be visually
observed after a few minutes. Somewhat surprisingly, the
sedimented large particles could be easily redispersed by
raising the pH slightly and with gentle magnetic stirring
of the solutions. As shown in Plate 3, the scattered light
intensity remains essentially at the same value after
redispersal indicating that there is no aggregate growth
that would otherwise have resulted in higher intensity
readings. Again it should be noted that similar results
have been obtained for most of the compounds shown in
Fig. 1. We will discuss the observed phenomena in more
detail in the sections to come.


Finally, for the compound shown in Fig. 2, there was
very little change of the scattered light intensity with pH.9


The dispersion of the ‘amide-gemini’ appeared turbid to
bluish indicating the presence of large particles (vesicles)
over the whole pH interval. However, also in this case we
observed a colloidal instability of the vesicles when the
pH was lowered to pH ca 5.9 Extensive flocculation was
observed but as discussed above, the large sedimented
aggregates could easily be redispersed by titrating the
sample back to higher pH with concomitant magnetic
stirring. In this respect it should be noted that ‘amide-
geminis’ with shorter hydrocarbon tails [C(O)—C13H27]
display a more complex aggregation behavior than is
apparent for the compound in Fig. 2.4 In fact, depending
on the spacer length [—(CH2)n—, n¼ 6, 8, 10] and on the
temperature, these surfactants form either cylindrical
micelles or vesicles.4 In relation to the packing parameter
(Table 1), this indicates that small variations in the gemini
structure or temperature ‘push’ P in either direction of the
vesicle/cylindrical micelle ‘boundary’, that is, the P value
is close to 0.5. It is worth noting that the compound with
n¼ 10 formed vesicles at all temperatures investigated4


supporting the idea that the spacer volume should be
taken into account in the estimation of the hydrophobic
volume (V) [Eqn (1)].


Vesicle-to-micelle transition followed by dynamic
light scattering (DLS) and cryo-transmission
electron microscopy (cryo-TEM)


The data presented in Plate 3 support the protonation-
driven vesicle-to-micelle transition. However, to gain
more quantitative insights we require more sophisticated
methods to study the process. In Fig. 3, we present
dynamic light scattering (DLS) data obtained from sam-
ples containing the gemini surfactant with R¼C18:1,
x¼ 2, y¼ 0, Y¼ (OCH2CH2)2 and reduced mannose as
the polar headgroup (Fig. 1).9 It is clear that the mean
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apparent diameter of the aggregates decreases from ca
180 nm at pH 6.7 to ca 5 nm at pH 2. Furthermore, in the
pH interval between these values, relatively broad size
distributions are obtained and the mean intensity-
averaged diameter decreases in a continuous fashion as
the pH is lowered. Interestingly, the pH of ca 5.7, where
the aggregates give rise to the broad size distribution,
appears to correlate with the dramatic drop in the in-
tensity readings (Plate 3) and also with a significant
viscosity increase. The latter effect is especially pro-
nounced at surfactant concentrations � 5 mM (� 0.5
wt%). These results can be rationalized if we take into
account that samples containing cylindrical or worm-like
micelles are often more viscous than vesicle dispersions.


Thus, the picture that emerges for this particular sugar-
based gemini surfactant is of a vesicle-to-micelle transi-
tion at pH � 5.7 and the first micellar structures to appear
in the samples are cylindrical micelles. Whereas similar
results have been obtained for all the sugar-based geminis
in the unsaturated series8,9 (Fig. 1), the process remains to
be studied in detail for the saturated series (Fig. 1). We
would also like to add that angle-dependent intensity
light scattering measurements support the DLS-data
on the vesicle-to-cylindrical micelle transition (not
shown).8,9 Note also that the hydrodynamic diameter at
pH 2 is only about 5 nm, consistent with the formation of
small spherical or globular micelles for the divalent
cationic amphiphiles.


Cryo-transmission electron microscopy (cryo-TEM)
provides a unique means of studying self-assembled
aggregates in dilute aqueous solution.20,21 A thin film
of the surfactant–water dispersion is formed by a blotting
procedure where excess solution is removed from the
electron microscopy grid (EM-grid) by means of a filter
paper. The resulting film, approximately 0.5mm thick, is
then rapidly plunged into liquid ethane for vitrification.


The film is vitrified in � 0.1 ms which assures a mini-
mum of sample perturbation and the vitrification enables
visualization of the surfactant aggregates present in the
sample.20,21 Combined with techniques that give better
statistics, such as DLS, a very good picture of the samples
can be obtained. The cryo-TEM micrographs displayed in
Fig. 4 were obtained from samples containing the gemini
surfactant with R¼C18:1, x¼ 2, y¼ 2, Y¼ (CH2)2 and
reduced mannose as polar headgroup (Fig. 1).9 Clearly,
the cryo-TEM results support the picture obtained from
DLS, that is, vesicles are formed close to neutral pH
whereas cylindrical micelles are formed at intermediate
pH. Note that the bilayer structure of the vesicles is
resolved and that the estimated bilayer thickness is
� 4 nm, a value that is reasonable for a bilayer consisting
of surfactants with oleyl (C18:1) tails.22 Note also that
coexistence between relatively short cylindrical micelles
and small spherical micelles can be observed at pH 4.7.
The small globular micelles are observed as small dark
dots in the cryo-TEM micrograph. This coexistence was
not resolved in the DLS measurements (Fig. 3) since a
bimodal size distribution should have been observed,
whereas a broad monomodal distribution was obtained.
Nevertheless, the agreement between DLS and cryo-
TEM is good corroboration for the ‘ideal behavior’ of
these systems according to the packing parameter con-
cept (Table 1). In this context we may also add that the
small micelles (diameter � 5 nm) observed using both
cryo-TEM and DLS were further investigated using
steady-state fluorescence quenching (SSFQ) measure-
ments.9 The micelle aggregation number was found to
be between 15 and 20 at pH 2, in good agreement with
geometric estimations based on the results from cryo-
TEM and DLS.9


Another question that can be resolved using cryo-TEM
is how the cylindrical micelles actually form from the
original vesicle dispersion. Figure 5 is obtained at pH � 6
from the gemini surfactant with R¼C18:1, x¼ 2, y¼ 0,
Y¼ (OCH2CH2)2 and reduced glucose as the polar head-
group (Fig. 1). Clearly, cylinders can be observed to grow
directly from the vesicle bilayers. Accordingly, there is a
narrow pH interval where bilayer structures and cylind-
rical micelles coexist and this coexistence may, at least on
the time-scale investigated (�24 h), occur within one
single aggregate.


Characterization of the gemini vesicles


Having thoroughly established the vesicle-to-micelle
transition with several different techniques, we now
turn our attention to the vesicular pH region. Let us start
by the preparation of the vesicles. In general, vesicles are
formed from all of the compounds in Fig. 1 around
neutral pH.6–9 In addition, the amide-gemini shown in
Fig. 2 forms vesicles at all relevant pH values.9 In several
of the previous publications, the compounds have simply


Figure 3. Size-distributions obtained using DLS from a
sample containing the gemini surfactant with R¼C18:1


and x¼2, y¼ 0, Y¼ (OCH2CH2)2, man. The solution pH
is indicated next to the respective size distribution. Reprinted
with permission from Ref. 9 Copyright (2003) American
Chemical Society
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been dispersed in aqueous solution by sonication.6,7 This
often produced complex multimodal or bimodal size
distributions, as detected by DLS.6 Because it is often
an advantage to work with vesicles of fairly narrow size


distributions and reproducible mean sizes, we have in
later publications8,9 further refined the sonicated disper-
sions by employing freeze–thaw cycles and thereafter
extrusion through polycarbonate filters with pore-sizes of
200 nm. As shown in Fig. 6, this procedure yielded well-
defined vesicle dispersions with the mean vesicle size
being 180� 20 nm.


In the case of the saturated gemini series (Fig. 1), it is
highly relevant to determine the bilayer gel-to-liquid
crystalline phase transition temperature, Tm. This tem-
perature is conveniently determined using differential
scanning calorimetry (DSC). For normal double-tailed
phospholipids, Tm is an increasing function of the tail-
length23 and the saturated geminis displayed the same
trends as shown in Fig. 7.6 The dependence of Tm on
the length of the spacer was found to be less significant.6


The Tm is of great importance when it comes to a possible
application of these gemini surfactants in, for example,
DNA delivery, because it is often required that the bilayer
resides in the liquid crystalline phase for optimal perfor-
mance.10,11 As previously stated, all the geminis in the


Figure 4. Cryo-TEM images of samples containing the ge-
mini surfactant (5 mM) with R¼C18:1, x¼2, y¼2, Y¼ (CH2)2,
man. The solution pH was 7.1 (top), 5.4 (middle) and 4.7
(bottom). Note the small globular micelles, observed as small
dark dots, coexisting with relatively short cylindrical micelles in
the bottom part. Scale bar¼ 100 nm. Reprinted with permis-
sion from Ref. 9 Copyright (2003) American Chemical Society


Figure 5. Cryo-TEM image obtained at pH� 6 from the
gemini surfactant (5 mM) with R¼C18:1, x¼2, y¼0,
Y¼ (OCH2CH2)2, glu. Note cylinders growing out from
defect vesicles. Scale bar¼ 100 nm


Figure 6. Size distributions of extruded vesicles made from
gemini surfactants with R¼C18:1 and (&) x¼2, y¼0,
Y¼ (OCH2CH2)2, glu; (*) x¼2, y¼ 0, Y¼ (OCH2CH2)2,
man and (*) the amide-gemini, glu (Fig. 2)
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unsaturated series (Fig. 1) exhibit a Tm well below room
temperature, most probably below 0 �C.6


We now turn to the intriguing phenomenon displayed
in Plate 3, that is, the flocculation of the vesicles and the
redispersal after a small increase in the hydroxide ion
concentration. First of all it should be emphasized that the
flocculation–redispersal process was found to be com-
pletely reversible and that the mean size of the redis-
persed vesicles was the same as before flocculation.8,9


This led us to believe that the large aggregates (floccs)
observed in the relevant pH regions must consist of
loosely bound but individually intact vesicles. Indeed,
cryo-TEM confirmed our hypothesis as shown in Fig. 8.
This image was recorded from a sample containing
vesicles formed from the gemini with R¼C18:1, x¼ 2,


y¼ 0, Y¼ (OCH2CH2)2 and reduced glucose as the polar
headgroup. The vesicles were made to flocculate by
raising the pH from 6.7 to a pH within the colloidal
instability region, pH� 7.4.9 Clearly, the vesicles are
aggregated in a fashion that supports the view of indivi-
dually intact vesicles. Cryo-TEM images of the sample
after redispersal confirmed the presence of vesicles also
at higher pH (not shown).


Having established that the morphology of the vesicles
was unaffected by the flocculation–redispersal process,
we examined the mechanism behind this phenomenon.
Because colloidal particles, such as vesicles, often owe
their colloidal stability in aqueous solution to repulsive
long-ranged electrostatic interactions,24 a good starting
point for the investigation would be to measure the
surface potential (�s) or rather the more accessible zeta
potential (�-potential) as a function of pH. The �-poten-
tial was determined from electrophoretic mobility mea-
surements and essentially reports the electrostatic
potential of the vesicles at the shear or slipping plane.24,25


The shear plane is located at a small (unknown) distance
(d) from the surface as shown in Plate 4.


Despite being a somewhat vague concept due to the
problem of defining the location of the shear plane, it has
been shown that the �-potential gives a good indication of
the magnitude of the repulsive electrostatic interaction
between the particles.24–26 According to the classical
DLVO-theory on colloidal stability,24 attractive van der
Waals (vdW) interactions and repulsive electrostatic
interactions determine the colloidal stability of the par-
ticles. Accordingly, when the �-potential is small one
expects colloidal instability due to a dominance of the
attractive vdW interactions. In this respect it should be
noted that the DLVO-theory is in general not sufficient to
describe the interactions between fluid amphiphilic bi-
layers or vesicles.27 The reason is that short-range repul-
sive steric entropic interactions as well as so-called
hydration forces usually also confer colloidal stability
to uncharged particles/vesicles.27,28 Nevertheless, we
may, as a starting point, consider the predictions from
the DLVO-theory as a semi-quantitative guideline for the
behavior of the systems.


In Fig. 9 we have plotted typical �-potential versus pH
profiles of vesicles formed from two of the geminis,9


including the amide-gemini (Fig. 2). Several interesting
conclusions may be drawn from these results. Firstly, the
pH region of colloidal instability for the respective
gemini surfactant vesicles correlates very well with low
�-potentials. This is in accordance with the DLVO-theory
as discussed above. Secondly, for the gemini with
R¼C18:1, x¼ 2, y¼ 0, Y¼ (OCH2CH2)2 and glucose as
the polar headgroup, the vesicles exhibit a charge rever-
sal, going from cationic to anionic vesicles above pH 7.1.
Thirdly, despite being a neutral surfactant with no ob-
vious titratable sites in the investigated pH region, the
vesicles formed from the amide-gemini (Fig. 2) exhibit
negative �-potentials above pH ca 5.


Figure 7. Phase transition temperature (Tm) as a function of
alkyl tail length (m) of bilayer vesicles formed from the
saturated series (Fig. 1). (*) x¼ 2, y¼2, Y¼ (CH2)2, glu;
(*) x¼2, y¼ 0, Y¼ (CH2)2, glu. Reprinted with permission
from Ref. 6 Copyright (2001) FEBS


Figure 8. Cryo-TEM image of flocculated vesicles made
from the gemini (5 mM) with x¼2, y¼0, Y¼ (OCH2CH2)2,
glu. The vesicles were flocculated by raising the solution pH
from pH 6.7 to 7.4. The sample was vitrified 1 min after the
onset of flocculation. Scale bar¼100 nm. Reprinted with
permission from Ref. 9 Copyright (2003) American Chemical
Society
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It appears clear from Fig. 9 that the surface charge of
the vesicles can explain the flocculation–redispersal phe-
nomenon displayed in Plate 3, that is, the negative
�-potential at pH >7.4 is high enough to explain the re-
occurring colloidal stability in terms of repulsive electro-
static interactions.8,9 Similarly, for the amide-gemini, the
negative surface charge, or �-potential, is low below pH
5.5 explaining the flocculation of these vesicles in this pH
region. Again we would like to emphasize that this
discussion is based on the predictions of the DLVO-
theory and that short-range attractive or repulsive inter-
actions have been ignored. Attractive short-range inter-
actions may result from inter-vesicular hydrogen bonding
in the present systems, similar to what has been observed
between glycine-based amphiphile bilayers.29


The question that now arises concerns the charging
mechanism. For the compounds shown in Fig. 1 it is
obvious that one should expect cationic vesicles due to
protonation but it is more difficult to understand the
negative surface charge. Similarly, what mechanism is
responsible for the negative surface charge of the vesicles
formed from the compound in Fig. 2? We may consider
two different mechanisms for the negative surface
charge: (i) a deprotonation of the sugar hydroxyl groups
leading to negatively charged sugar headgroups or (ii)
adsorption of negative ions from bulk solution onto the
vesicle surface.


In general, the pKa of sugar hydroxyl groups is in the
order of 12–13,30 which appears to be too high to explain
the negative surface charge in the present cases. On the
other hand, protonation of the amines (Fig. 1) may render
the sugar hydroxyl groups more acidic than what is
normally the case. However, protonation is not an issue
in the case of the amide-gemini and, consequently,


protonated amines cannot explain an abnormally low
sugar hydroxyl pKa.


The second mechanism (ii) requires the adsorption of
negative ions onto the vesicle surface. This charging
mechanism is well-known from a variety of colloidal
systems and it is often found that ion-adsorption follows
the so-called Hofmeister series.31–33 The Hofmeister
series can be illustrated by taking the halide ions as an
example where non-specific adsorption to surfaces in-
creases in the order Cl�<Br�< I�. There is thus a
correlation between ion polarizability and adsorption
propensity. The problem in our case is that we have
used both buffer solutions and NaCl solutions and ob-
tained essentially identical �-potential versus pH pro-
files8,9 and we therefore discarded a ‘Hofmeister-type’ of
mechanism. The only other negative ions, besides Cl� or
buffer species, present in bulk solution are hydroxide ions
(OH�). Hydroxide ions are known to adsorb onto oil-
droplets and onto a variety of surfactant-covered inter-
faces.34–38 Interestingly, it has been argued that OH�


adsorbs onto vesicles formed from glycolipids30,39 result-
ing in negatively charged vesicles. This observation
seems particularly relevant in the case of the sugar-based
gemini surfactants. Moreover, the colloidal stability of
vesicles of plant thylakoid galactolipids, such as digalac-
tosyl-diacylglycerol (DGDG), has been shown to be
extremely sensitive to the electrolyte concentration.40,41


Thus, seemingly neutral glyco- or galactolipid vesicles
behave as though they were composed of charged lipids.


Whatever the true mechanism of the negative charging
of the vesicles, we can set up a number of surface
equilibrium reactions that may occur for the gemini
vesicles (Scheme 1):


In Scheme 1, N(1), N(2), S—OH and S are the
respective binding or dissociation sites on the surfactant
headgroup or at the vesicle surface and K1, K2, Ka and
KOH are the equilibrium constants associated with each
binding/dissociation site. Equations (2)–(5) pertain to the
geminis in Fig. 1 whereas only Eqns (4) and (5) are
relevant for the amide-gemini (Fig. 1). Note that depend-
ing on the mechanism [(i) or (ii)], either Eqn 4 (i) or Eqn 5
(ii) is appropriate. Before outlining the theoretical model
of the �-potential versus pH profiles, it should be noted
that in Refs 8 and 9 we decided on the hydroxide ion


Figure 9. �-potential of vesicles made from the gemini
surfactants with (*) R¼C18:1, x¼ 2, y¼ 0, Y¼
(OCH2CH2)2, glu and (~) the amide-gemini (Fig. 2). The
colloidal instability regions are indicated in the figure and in
both cases the instability was observed when � � j15 mVj.
The ionic strength of the solutions was approximately 15 mM


(15 mM buffer). Reprinted with permission from Ref. 9
Copyright (2003) American Chemical Society


Nð1Þ þ Hþ
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S---OHÐ
Ka


S---O� þ Hþ
surf ð4Þ


S þ OH�
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KOH


SOH� ð5Þ


Scheme 1
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binding-mechanism (ii). Unfortunately, the model that
will be presented does not discriminate between the
mechanisms and identical theoretical results are obtained
employing the dissociation mechanism [(i), Eqn (4)].
This is important to keep in mind during the presentation
of the model below. Thus, the following section is based
on the choice of the binding mechanism (ii) but we will
comment on the possibility of dissociation mechanism (i)
later on.


The degree of binding (f) to the respective binding site
can be determined according to Eqns (6) and (7):


fNðiÞ ¼
Ki Hþ½ �bulkexp �e�s


kBT


� �


1 þ Ki Hþ½ �bulkexp �e�s


kBT


� � ; i ¼ 1; 2 ð6Þ


fs ¼
KOH OH�½ �bulkexp e�s


kBT


� �


1 þ KOH OH�½ �bulkexp e�s


kBT


� � ð7Þ


In Eqns (6) and (7), e is the elementary charge and kBT is
the Boltzmann temperature. From f we can calculate the
vesicle surface charge density � according to Eqns (8)
and (9), where only Eqn (9) is relevant for the amide-
gemini:


� ¼ e


asite


fNð1Þ þ fNð2Þ � fs
� �


ð8Þ


� ¼ �e


asite


fs ð9Þ


Here, asite is the binding site area for protons and
hydroxide ions. To quantify the binding constants, we
need to be able to reproduce theoretically the �-potential
versus pH profiles using a model for the electrostatics in
the systems. Previously8,9 we employed a Poisson–
Boltzmann (PB) model42 for this purpose whereby �s


could be calculated for a given surface charge density.
The surface potential was calculated from the Poisson-
Boltzmann equation in the spherical symmetry using the
computer program PBCell.43 The binding site area was
assumed to be 110 Å2 in the case of the compounds in
Fig. 1 whereas asite was treated as a fitting parameter in
the case of the amide-gemini (Fig. 2). We also assumed
that the shear plane (Plate 4) was located 5 Å out from the
charge plane such that �	�(d¼ 5 Å). With these as-
sumptions we varied the values of the binding constants
until the best agreement between the experimentally and
calculated �-potential versus pH profiles was obtained.


For the interested reader a more detailed description of
the modelling can be found in Refs 8 and 9. Some of the
fitted curves are shown in Fig. 10.


As is evident from Fig. 10, the PB-model successfully
reproduces the experimentally determined �-potential
versus pH profiles indicating that the approach using
surface equilibrium reactions in combination with a
PB-model is appropriate. As an example of the informa-
tion obtained from the fits, the results for the geminis
investigated in Fig. 10 are displayed in Table 2.


It is clear that KOH is very high, corresponding to Gibbs
binding energies (�G0


OH) for OH� binding of around
�18 (�2) RT. The Gibbs binding energies obtained are in
good agreement with previously published values of OH�


adsorption onto oil-droplets34 or glycolipid vesicles.30


However, the OH� binding site area of 110–200 Å2 is
about 10 times smaller than what was found for OH�


adsorption in the case of the oil-droplets34 and the
glycolipid vesicles.30


Clearly it is difficult to pinpoint the exact driving force
that could result in such high levels of hydroxide binding.
The question therefore remains open as to whether the
negative surface charge of these sugar-based gemini
surfactant vesicles is due to dissociation or adsorption
[Eqn (4) versus Eqn (5)]. In this respect it is interesting to
estimate what the pKa of the sugar-hydroxyl groups
[Eqn (4)] must be in order to explain the results shown
in Fig. 10. With pKa values of 6–7, good fits to the


Figure 10. �-potential of vesicles made from the gemini
surfactants with R¼C18:1 and (*), x¼ 2, y¼ 0, Y¼
(OCH2CH2)2, glu, (&) x¼2, y¼2, Y¼ (CH2)2, man and
(~) the amide-gemini (Fig. 2). Fully drawn lines represent
the PB-model calculations (see text). Reprinted with permis-
sion from Ref. 9 Copyright (2003) American Chemical Society


Table 2. Parameters obtained from the PB-model calculations


Entrya Isoelectric point logK1 logK2 logKOH asite/Å
2 �G0


OH/RT


1 pH¼ 7.10 8.1 6.0 8.65 110 �19.9
2 pH¼ 7.65 8.5 5.8 7.30 110 �16.8
3 pH
4.0 7.85 200 �18.1


a 1, R¼C18:1, x¼ 2, y¼ 0, Y¼ (OCH2CH2)2, glu; 2, R¼C18:1, x¼ 2, y¼ 2, Y¼ (CH2)2, man; 3, amide-gemini (Fig. 2).
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experimental data are obtained (not shown). This appears
somewhat unrealistic considering that the pKa of sugar
hydroxyl groups is normally in the range of 12–13.30


Nevertheless, we cannot completely rule out the ‘disso-
ciation-mechanism’ and more experiments are needed to
clarify this issue.


Characterization of gemini protonation state
as a function of pH


A very useful property of the proposed PB-model is that
we can calculate the protonation state of the amine-
containing geminis as a function of pH. An example of
such a calculation is shown in Fig. 11 for the gemini with
R¼C18:1, x¼ 2, y¼ 0, Y¼ (OCH2CH2)2 and glucose as
the polar headgroup.


This gemini surfactant forms cylindrical micelles8


below pH 6 and as can be seen in Fig. 11, the calculated
protonation degree is about 1.1 at this pH. Thus, only
about 10% of the gemini molecules in the vesicle bilayer
are doubly protonated when cylindrical micelle formation
occurs. For comparison, we have estimated the packing
parameter of the monoprotonated (P1þ) and doubly
protonated (P2þ) gemini surfactant to be 0.55 and 0.33,
respectively.9 Using the packing parameter concept
(Table 1) as in Eqn (10) the predicted fraction of doubly
protonated gemini (X2þ ) at the onset of cylindrical
micelle formation becomes 0.23 (23%).


X1þP1þ þ X2þP2þ ¼ ð1 � X2þÞ0:55 þ X2þ0:33 ¼ 0:5


ð10Þ


Thus, the agreement between the PB-model calculations
and the predictions from conventional surfactant aggre-
gation theory is relatively good. In any case it is clear that
only a small fraction of the gemini surfactants needs to be


doubly protonated for the cylindrical geometry (micelles)
to be the preferred aggregate geometry. In addition, as the
pH is lowered further, more of the surfactants will be
doubly protonated changing P in the direction of sphe-
rical micelles (Table 1). This fact is borne out both in
theory and experiment.8,9


CONCLUDING REMARKS


As stated in the introductory sections, a library of sugar-
based gemini surfactants with varying sugar headgroups,
spacer lengths, tail lengths and chemical linkage between
the headgroup and the tails, has been constructed. Work is
in progress to expand this library further with the aim of
fully clarifying the dependence of the aggregation beha-
vior on the molecular structure. In particular, the negative
charge of the vesicles is intriguing and it is of funda-
mental interest to determine the mechanism. Related to
this issue, molecular dynamics (MD) simulations on bare
hydrophobic surfaces in contact with water have been
initiated at the University of Groningen (group of
Professor A. Mark) to investigate the binding of OH�


to such surfaces. Whether or not this binding actually
occurs in the gemini systems is, of course, the crucial
question. However, there are many well-documented
reports in the literature on this phenomenon but an
explanation is still lacking.34–38


Some of the sugar-based gemini surfactants displayed
in Fig. 1 have been shown to possess great potential as
DNA carriers (transfection agents).6,10,11 Thus a possible
application is already at hand within biotechnology.
Furthermore, the vesicle-to-cylindrical micelle transition
within a physiologically relevant pH region may be
useful for constructing acid-triggered vesicle-release
systems. The scientific activities in this area are high at
present and several pH-sensitive lipid vesicle formula-
tions have been constructed aimed at a controlled release
(site-specific) of vesicle-encapsulated pharmaceuticals.44
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ABSTRACT: Some of our recent results concerning the prediction of NMR parameters for van der Waals (vdW)
complexes are reviewed. Through-space coupling constants, in organic molecules stabilized by CH–� interaction, are
calculated to be of the order of 0.3 Hz, therefore above the current experimental resolution. Through-space coupling
constants between hydrocarbons and xenon are also calculated to be relatively large, of the order of a few Hz at the
vdW contact distance. Finally, we present some preliminary data on the dependence of the chemical shift of xenon in
vdW complexes with alkyl chains. These results will serve as a tool in molecular dynamics simulations of xenon
dissolved in membranes. Copyright # 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


The calculation of the molecular properties that deter-
mine the NMR spectrum of molecular species is a
flourishing area of computational chemistry.1 To this
aim, both major quantum-chemical methodological fra-
meworks for the study of molecular properties have been
adopted, i.e. ab initio and Density Functional Theory
(DFT) methods. In this respect, whereas ab initio meth-
ods have proved to be very accurate, and often superior to
DFT,2 the rapid increase in their computational cost with
molecular size in fact prohibits many applications of
interest to practical NMR spectroscopy, which are gen-
erally concerned with molecular systems of substantial
size. On the other hand, DFT has also proved to be a very
accurate method for the calculation of NMR parameters
for molecules containing light atoms.3 Thus, recently, a
complete prediction of the 1H NMR spectrum4 and 13C
heterocorrelated 2D spectra5 of simple molecules has
been reported. A quantitative accuracy is obtained for
molecules composed of first-row atoms at a relatively low
level of theory (B3LYP/cc-pVTZ), while the presence of
heavy atoms requires a more specific treatment of elec-
tron correlation and relativistic effects.1,5–7 Because of


the relatively low computational cost of DFT, the proto-
col presented in Refs 4 and 5 is a very useful tool for
structure elucidation.


As an extension of the protocol, applied therein to
covalent compounds, the prediction of NMR properties in
van der Waals complexes is also of interest due to the
large number of cases, also of biological relevance (e.g.
proteins and DNA), where a given structure is stabilized
by dispersive interactions between two moieties. There-
fore, we selected several simple organic van der Waals
complexes and covalent compounds having a structure
where dispersive interaction plays an important role in
the stabilization of a given conformer.8–10


Another example where NMR properties of van der
Waals systems is of paramount importance is 129Xe NMR
spectroscopy. This technique is widely used to probe
various environments where xenon is dissolved, thanks
to the great sensitivity of the xenon chemical shift to the
chemical environment. Wherever heavy atoms are present,
electron correlation and/or relativistic effects have to be
carefully investigated for a quantitative calculation of
NMR parameters. This indeed applies to the case of
xenon. Thus a relativistic DFT approach was used for
the calculation of NMR properties of xenon in various
covalent compounds as well as model van der Waals
complexes with methane, benzene and a silicate residue.11


In this paper we will firstly review some of the above
results on calculation of NMR parameters for van der
Waals systems, and then we will present new results
obtained for the chemical shift of xenon interacting with
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alkyl chains. The latter data might be used to model, by
means of an empirical function, the dependence of the
chemical shift of xenon when dissolved in polyethylene
membranes. Thus, molecular dynamic (MD) simulations
will be able to simulate the chemical shift of xenon
dissolved in the membrane and to draw microscopic
information on the structure of the membrane itself.


DISCUSSION


Through-space coupling in organic systems


The importance of J-couplings in the structure determi-
nation of covalent compounds is well known: the strength
of the couplings is related to the number of bonds
between the coupled nuclei, depends on cis–trans iso-
merism and is related to the dihedral angle for 3J (Karplus
relationship).


Although through-hydrogen-bond couplings have been
known for some time in few specific systems,12 it is only
recently that such couplings have been observed in wide-
spread and important systems such as proteins and
DNA.13 These are very important since, for example,
the secondary structure of proteins, as well as the struc-
ture of DNA is largely determined by hydrogen bonds.
This observation has spawned a large amount of experi-
mental and theoretical work, e.g. the modeling of 3hJNC’


couplings in amide–carbonyl hydrogen bonds.13,14


The next logical step, following covalent and hydrogen
bonds, is to look for J couplings in even weaker bonds,
such as van der Waals systems. A few such papers have
appeared recently: Salsbury and Harris found a small
(10�3 Hz) coupling in the Xe � � �Xe and Xe � � �H dimers
using DFT,15 and Pecul calculated a relatively large
coupling constant of 1.3 Hz for the He � � �He dimer using
a full Configuration Interaction (CI) ab initio method.16


These seminal theoretical studies indicate that nuclei can
be J-coupled even if no covalent bond exists between
them. However, the systems investigated by these work-
ers are not of general interest in organic chemistry. It is
desirable to extend such studies to organic systems
stabilized by van der Waals interactions. Indeed, several
molecules, ranging from small organic compounds to
large proteins, are stabilized by dispersive interactions.
Among the various types of molecular configurations
giving rise to a van der Waals interaction, the so called
CH–� interaction,17 where a C—H bond points perpen-
dicularly towards a �-system, seems to be of special
interest as far as the through-space coupling is concerned.
Here, in fact, a proton and a carbon atom are located
sufficiently close in space that a spin–spin JCH coupling
between them could be expected. In addition to being
suitable for the search of a through-space coupling in
organic systems, the CH–� interaction is also a very
common one in organic and biological chemistry. As an
example, we will mention the work of Burley and


Petsko18 and Hunter et al.19 on the distribution of
orientations of two phenylalanine rings in proteins:
when they are in close contact the relative orientation is
never face-to-face but it can be either T-shaped or
slipped, the T-shaped corresponding to a CH–� arrange-
ment. Quantum-chemical calculations indicate the latter
two structures to be energy minima and the face-to-face
structure to be a saddle point on the potential energy
surface.20 Several other systems are stabilized by CH–�
interaction and we refer the interested reader to Ref. 17.


We therefore selected small organic van der Waals
complexes to run a series of test calculations, both at the
DFT level as well as at other highly correlated ab initio
levels.8–10 As examples, we mention here the methane–
ethylene and the acetylene dimer vdW complexes. The
DFT calculations were run at the VWN/IGLO-III level of
theory with the software DeMon-NMR,21 which calcu-
lates the three most important contributions to the cou-
pling constant (the Fermi-contact, diamagnetic and
paramagnetic spin-orbit terms), but does not calculate
the spin-dipole term, which is often negligible and very
time-consuming.1 The results for the methane–ethylene
complex, in the CH–� arrangement, are shown in Fig. 1.
We note that, in the region where the interaction is
stabilizing, the through-space JCH between the carbon
atom of the �-system and the hydrogen atom of the CH
bond involved in the CH–� interaction is not negligible,
ca 0.3 Hz. This value, albeit small, lies above the present
limit of NMR resolution.22 In contrast, the JHH coupling
between the ethylenic protons and the proton of the CH
bond is essentially zero around the equilibrium distance.
A very similar result is obtained for the benzene dimer in
the stable CH–� configuration: the through-space JCH


coupling is ca 0.3 Hz, while the through-space JHH


coupling is negligible. Moreover, for the benzene
dimer in the face-to-face configuration no significant


Figure 1. Methane–ethylene dimer. Interaction energy at
the MP2/cc-pVTZ level (BSSE-corrected) (solid circles); JCH,
DFT WVN/IGLO-III level (empty squares); JHH, DFT WVN/
IGLO-III level (empty circles); JCH, ab initio SOPPA/aug-cc-
pVDZ-su1 level (solid squares)
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through-space coupling was calculated. This is mainly
due to the fact that the CH–� interaction brings the atoms
closer together.


However, it is well known that DFT does not describe
adequately the energetics of the dispersive interaction in
van der Waals complexes. As, by the same token, one
might argue that DFT calculations cannot yield reliable
through-space coupling constants, it is sensible to vali-
date the DFT results with those obtained with a highly
correlated ab initio method. For the smaller methane–
ethylene dimer it was possible to calculate the coupling
constant using two different approaches: thus, RASSCF
(Restricted Active Space Self-Consistent Field)23 and
SOPPA (Second Order Polarization Propagator Approx-
imation)24 were used to calculate the JCH coupling using
the software DALTON.25 We used the basis set aug-cc-
pVDZ-su1 previously used by Pecul in a similar study on
the HF–CH4 complex.26 The software package DALTON
allows for the calculation of all four contributions to the
coupling constant. RASSCF and SOPPA results are al-
most coincident, and the value of the SD contribution is
indeed calculated to be very small. A large contribution
comes, instead, from an incomplete cancellation of the
spin–orbit terms. The total JCH coupling constant calcu-
lated at the SOPPA level is also reported in Fig. 1. It is
comforting to see the two curves (DFT and SOPPA
calculations) are almost superimposed. This confirms
the reliability of DFT methods for the calculations of
the through-space coupling constant, at least in these
systems.


We therefore proceeded to calculate the JCH coupling
in a larger molecule,9 by necessity only at the DFT level
(VWN/IGLO-III on the x-ray structure), i.e. the molecu-
lar balance of Wilcox and co-workers27 I (Scheme 1).


The molecule was, in fact, designed to measure the
strength of the CH–� interaction. In fact, in solution there
are two conformers, the folded one and the unfolded
one which interconvert slowly on the NMR time scale.27


The structural difference between the two is that the
folded conformer has a CH–� interaction (indicated by
the explicit hydrogen in I), which is absent in the
unfolded conformer. The results of the calculations
totally agree with the results obtained for the model
dimers: a through-space JCH coupling of 0.3 Hz is calcu-
lated between the proton of the CH bond and the carbons


of the underlying �-system for the folded conformer. The
same JCH coupling constant is calculated to be essentially
zero for the unfolded conformer, where the proton is very
far away from the �-system. An experimental NMR
investigation of this system is currently in progress.


As a second example, in Fig. 2 we report the results,
both at the DFT and the SOPPA levels of theory, for the
acetylene dimer.10b Again we note that, in the region
where the interaction is stabilizing, a non-negligible JCH


coupling constant between the proton of the C—H bond
and the carbon of the acetylenic �-system is calculated,
while the JHH coupling constant is essentially zero. As for
the case of the methane–ethylene dimer, the results of the
ab initio calculations are in good agreement with the DFT
ones. Also in this case, therefore, it is confirmed that DFT
is a useful tool for the prediction of through-space
coupling constants in CH–� interacting complexes.


The acetylene dimer system was investigated as a
model of 4-ethynylphenanthrene II (Scheme 1): here,
an aromatic proton is very close in space (2.3 Å as
obtained by optimization at the B3LYP/6-31G** level)
to the triple bond, and therefore a non-negligible JCH is
expected. In fact, the calculation at the DFT (WVN/
IGLO-III) level predicted a coupling constant JCH


of �0.35 Hz. For this system, an experimental verifica-
tion is also in progress.


Through-space coupling in xenon dimers


In parallel with the study of through-space coupling in
organic systems, we have also investigated the through-
space coupling in van der Waals dimers involving
xenon.11 Very recently, a new NMR technique, based
on SQUID (Superconducting QUantum Interference


Scheme 1. Organic compounds showing a CH–� interac-
tion where a non-negligible JCH through-space coupling
constant has been calculated


Figure 2. Acetylene dimer. Interaction energy at the MP2/
cc-pVTZ level (BSSE-corrected) (solid circles); JCH, DFT WVN/
IGLO-III level (empty squares); JHH, DFT WVN/IGLO-III level
(empty circles); JCH, ab initio SOPPA/aug-cc-pVDZ-su1 level
(solid squares)
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Device) detection of magnetization from laser-hyperpo-
larized xenon, has been developed by Romalis and co-
workers,28 which is not based on the detection of peak
splittings and, quoting the Authors, ‘is promising for the
detection of intermolecular scalar spin–spin couplings’.
This work sheds new light on our recent results of
calculations of through-space J couplings between
129Xe and 1H or 13C nuclei of simple hydrocarbons
such as methane and benzene, or 29Si and 17O in a silicate
residue. In fact, in Ref. 11 we considered the van der
Waals dimers made of Xe and hydrocarbons or silicate to
be useful models of real compounds where Xe is trapped
inside cavities as, for example, in zeolites, membranes,
liquid crystals, cryptands. However, no conventional
technique would be able to measure the through-space
coupling in the dimers themselves, owing to their short
lifetime. In contrast, the new SQUID-NMR technique
can, in principle, detect scalar couplings between atoms
in a van der Waals dimer even in the fast exchange
regime.


As a first step, we ran a set of calculations of shielding
constants and spin–spin coupling constants for an en-
semble of simple xenon covalent molecules, for which
the chemical shift and the J couplings were known. These
were mainly xenon fluorides and oxides [XeF2, XeF4,
XeOF4, XeO3, XeO2F2, FXeOSO2F, FXeN(SO2F)2,
XeF6, XeFþ, XeClþ]. Apart from XeF6, XeFþ and
XeClþ, whose the structure is unknown or questionable,
a good correlation of chemical shifts and coupling con-
stants was found at the relativistic scalar ZORA/TZ2P
level of theory, both for the 129Xe chemical shift and for
the spin–spin coupling constants, using the software code
ADF.29 We therefore proceeded to calculate the through-
space coupling constants of xenon with protons and
carbon atoms in simple van der Waals complexes such
as xenon–methane, xenon–benzene and xenon with a
silicate residue. The results are encouraging: as an
example, in the Xe—CH4 complex the JXeH coupling
can be as large as about 3 Hz at the van der Waals contact
distance (3.9 Å). The van der Waals contact distance is
taken here as a limit of the shortest approach that xenon
and methane (or any other molecule) can have in the
complex. This is because, in contrast to the case of the
CH–� complexes, we could not calculate the interaction
energy and its distance dependence at the MP2 level with
a large basis sets for xenon systems, due to their large
size. Therefore we could not determine accurately the
equilibrium separation of the Xe—CH4 complex. How-
ever, for this complex, the coupling constant is still of the
order of 1 Hz even if the separation is increased, with
respect to the contact distance, by 0.5 Å. This renders
such xenon–hydrocarbon complexes as favourable sys-
tems where through-space couplings could be detected by
means of the SQUID-NMR technique. In fact, the mix-
ture of liquid xenon–cyclopentane has been suggested for
an experimental verification.28 Currently we are investi-
gating, by means of molecular dynamics simulations, the


effect of the composition and degree of hyperpolarization
of xenon on the outcome of the experiments.


129Xe Chemical shifts in organic vdW complexes


As we mentioned in the previous section, 129Xe NMR
spectroscopy is largely used to obtain information about
the structure of the environment where the xenon is
dissolved, because the xenon chemical shift is strongly
affected by the surroundings. As an example, we recall
the variation of 1.19 ppm observed for xenon encapsu-
lated into a cryptand on deuteration of the cryptand
itself.30 In this case, the deuterium atoms alter the
vibrational modes of the cage containing the xenon
atom, and this change is detected as a shift in the 129Xe
NMR spectrum. Xenon is largely used as a molecular
probe in studying the structure of zeolites,31 mem-
branes32 and liquid crystals.33 The chemical shift con-
tains important information about the chemical nature of
the environment and its local structure. However, a
detailed understanding of the dependence of the chemical
shift on the chemical environment is still way ahead.


An important technique to gain information at a
microscopic level of a given system is molecular dy-
namics simulation. However, in order to be able to
simulate the NMR spectrum of xenon inside a medium,
the dependence of the 129Xe chemical shift as a function
of the distance from the various atoms of the host
molecule (or host phase) has to be known. Recently,
computer simulations of the NMR spectrum of xenon in
zeolites have been reported,34 where the chemical shift
dependence on the distance of xenon from the atoms
constituting the zeolite cavity have been determined by
quantum chemical calculations. We are interested in
xenon as a probe as a means of obtaining information
about the structure, cavity distribution and degree of
order of polymeric membranes. Therefore we considered
polyethylene as an example where a similar protocol to
the one used for interpreting results of 129Xe NMR in
zeolites may be tested. Thus, in this last section we will
discuss some new recent results of the dependence of the
chemical shift of xenon on the distance from various
alkyl chains. The goal of this investigation is to find an
empirical pairwise additive function to express the 129Xe
chemical shift as the sum of all contributions from the
surrounding atoms.


We have therefore selected the linear alkanes C1–C5, C7


and C9 and built the complexes with xenon placing a xenon
atom as in Fig. 3, where some examples are shown, so as to
obtain C2v and Cs symmetry for the odd and even chains,
respectively. For each complex, we have varied the Xe—C
distance in 0.25 Å steps; the calculations have been carried
out at the scalar ZORA/TZ2P level.29 In Fig. 4 we report
the results of this preliminary investigation.


The dependence of the chemical shift on the distance is
exponential, at least within the range of distances
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investigated, and all curves can be fitted reasonably well
by the same decay constant. This behaviour is different
from what was observed in previous theoretical studies
where an inverse power law with exponent n¼ 6 was
found.35 In our case it was not possible to fit the
dependence of the chemical shift with a power law,
although for large separations (>5.5 Å), the chemical
shift of xenon in the complexes is found to decay more
slowly than a monoexponential curve. This will possibly
require some correction to the chemical shift of xenon
calculated by means of the pairwise empirical exponen-
tial function from MD trajectories but, for large separa-
tions, where the radial distribution function is
approximately constant, such a correction will only
depend on the density of CH2 groups in the simulation
box. The decay of the 129Xe chemical shift for all
complexes has, therefore, been fit to a monoexponential
curve ð�Xe ¼ Ae�R=RDÞ, imposing the same exponential
decay constant RD for all and letting the amplitudes A
free. The decay constant obtained is RD¼ 0.47 Å, which
indicates a rapid decay of the chemical shift with the
distance. The amplitudes, A, obtained from the exponen-
tial fitting of �Xe(R), for the complexes with C1, C2, C3,
C4, C5, C7 and C9 are (in 105 ppm): 1.97, 1.93, 1.81, 2.38,
3.02, 2.96 and 2.92, respectively. Therefore they can be
grouped into three groups (C1–C3, C4 and C5–C7) de-


pending on the number of CH2 groups facing towards
xenon. This behaviour can be easily explained if we
assume an additive contribution of each CH2 group
facing the xenon atom to the 129Xe chemical shift. In
fact, what seems to have an effect on the electronic
distribution of xenon (and therefore on its chemical shift)
is the front pair of hydrogen atoms only (for the geome-
tries we have considered). The back hydrogens do not
give a significant contribution, nor do the CH2 groups
separated by more than two C—C bonds from the CH2


group facing xenon, which are too remote to give a
significant contribution. Therefore, for the complexes
with C1–C3 there is only one CH2 group, for the C4


complex there are two CH2 groups, whereas three CH2


groups are facing the xenon atom in C5–C7 (and longer)
chains, as shown schematically in Fig. 3. We also note
that the addition of the second CH2 group increases the
amplitude by approximately 0.5–0.6� 105 ppm, and so
does the third CH2 group.


We have also calculated �(Xe) for the sandwich com-
plex CH4 � � �Xe � � �CH4 at three intermolecular C—Xe
separations, and compared the results with those of the
CH4 � � �Xe complex at the same C—Xe distance in
Table 1. The results indicate that �(Xe) is roughly twice
as large for the sandwich complex than for the simple
xenon–methane complex.


These observations confirm that the effects of the
various CH2 groups on the chemical shift are additive,
as required to model the chemical shift dependence of
xenon in polyethylene membranes by molecular dynamics
simulations.


CONCLUSIONS


We have shown the reliability of Density Functional
Theory for the calculations of NMR parameters of simple
organic van der Waals systems. Comparison of the DFT
results with those obtained at highly correlated ab initio
methods shows very good agreement, at least for CH–�
interacting model systems. Relativistic DFT has been
applied to the study of xenon van der Waals complexes
with hydrocarbons, revealing a relatively large through-
space coupling constant at the contact distance. The
dependence of the xenon chemical shift on the distance


Figure 3. Example of the arrangement of xenon and alkyl
chains for the calculation of the chemical shift dependence
of �(129Xe) in polyethylene for some of the complexes
investigated in this work


Figure 4. Dependence of the chemical shift of xenon (�Xe)
calculated with respect to free xenon atom (�Xe¼
5660ppm) for the various alkyl chains investigated. Note
the log scale for the chemical shift. C1 (solid squares); C2


(solid circles); C3 (solid triangles); C4 (asterisks); C5 (open
circles); C7 (open squares); C9 (open triangles); multiple
monoexponential fit with shared decay constant (solid lines)


Table 1. Chemical shift of xenon interacting with one and
two methane molecules


�(129Xe) (ppm)


R (Å) CH4 � � �Xe CH4 � � �Xe � � �CH4


5.0 4.5 11.8
4.0 40.5 87.5
3.0 323 700
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in complexes of xenon with alkyl chains have been
investigated in order to model the chemical shift depen-
dence of xenon dissolved in membranes. The effect of
increasing number of methylene groups interacting with
xenon is, to a good approximation, additive.
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ABSTRACT: According to the Principle of Nonperfect Synchronization (PNS), a product-stabilizing factor, the
development of which at the transition state lags behind bond changes, increases the intrinsic barrier of a reaction, but
lowers it if it develops ahead of bond changes. Because of the generality of this principle, details of transition state
structures can be deduced from comparisons of intrinsic barriers within classes of reactions. A major conclusion that
has emerged from such comparisons is that reactions that lead to charge delocalization/resonance stabilized products
have transition states in which the development of charge delocalization/resonance stabilization lags behind bond
changes and, hence, have relatively high intrinsic barriers. This paper deals with reactions that lead to aromatic
molecules or ions. The question we are asking is whether or not aromaticity follows the pattern of common resonance
effects and lags behind bond changes at the transition state. Evidence based on experimentally determined intrinsic
barriers of proton transfers from rhenium carbene complexes in solution, as well as that based on ab initio calculations
of proton transfers in the gas phase, suggests that aromaticity development at the transition state may actually be
ahead of bond changes. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: aromaticity; transition state imbalance; kinetics; proton transfer; ab initio calculations; PNS


INTRODUCTION


The relationship between structure and reactivity is a
central theme of physical organic chemistry. One notion
that defines the term ‘reactivity’ more precisely is the
concept of the intrinsic barrier,1 which is the barrier when
�Go ¼ 0; it removes thermodynamic contributions to the
barrier and allows a more meaningful comparison of
reactivities between systems.


Ideally one would always want to determine intrinsic
barriers when dealing with reactivity. However, this
requires a determination of rate and equilibrium con-
stants, which is not always feasible. One class of reac-
tions that allows such measurements are proton transfers
from carbon acids activated by �-acceptors, Eqn (1).
These reactions are not only of interest beacuse


ð1Þ


of their ubiquity and fundamental nature, but they can
also serve as a model for most polar reactions since they
include all the important features of such reactions, for
example, bond changes, charge transfer, resonance devel-
opment/charge delocalization, and solvation/desolvation
effects. Hence, understanding the factors that affect
intrinsic barriers of such proton transfers helps one
understand how these factors affect reactivity in general.


Research from various laboratories, including ours, has
demonstrated that the �-acceptor strength of the Y group
has a dominant effect on the intrinsic barriers of proton
transfers, i.e. the stronger the �-acceptor, the higher the
intrinsic barrier.2 Representative examples are listed in
Table 1. This �-acceptor effect is the result of a transition
state imbalance whereby the charge delocalization into
the �-acceptor group lags behind proton transfer, as
shown in exaggerated form in Eqn (2)2 (for a more
nuanced representation see below). Because of this lag,
the transition


ð2Þ


state derives only a minimal benefit from the stabilizing
effect of charge delocalization and this is the reason why
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the barrier is high. The same barrier enhancement occurs
in the reverse direction because most of the stabilization
of the delocalized anion is lost at the transition state.


What is the evidence for transition state imbalance?
The trend towards higher intrinsic barriers with increas-
ing �-acceptor strength can itself be considered evidence.
Additional, independent, evidence comes from the study
of the effect of remote substituents. There are two
relevant situations. In the first, the remote substitutent is
closer to the site of charge development at the transition
state than to the delocalized charge in the carbanion, as in
the deprotonation of substituted phenylnitromethanes by
amines, Eqn (3).3 This leads to an exalted Brønsted �
value, which exceeds the Brønsted � values obtained by
varying the pKa of the base B. Other examples with �>�
are summarized in Table 2 (first three entries).


ð3Þ


In the second situation, the remote substituent is closer
to the delocalized charge in the anion than to the charge at
the transition state. A case in point is Eqn (4). Here the
substituent effect on the rate constant is disproportio-
nately weak because, at the transition state, the negative
charge is farther away from Z than in the anion and hence
�<�.4 Other examples where �<� are given in Table 2
(last three entries).


ð4Þ


The connection between charge delocalization/reso-
nance and the effect of transition state imbalance on the
intrinsic barriers is a manifestation of the Principle of
Nonperfect Synchronization;2,5 it not only applies to
resonance effects but to any product stabilizing factor
(e.g. solvation, electrostatic effects, steric effects) in any
chemical reaction. The PNS states that a product stabiliz-
ing factor that lags behind bond changes at the transition
state increases the intrinsic barrier, while a product
stabilizing factor that develops ahead of bond changes
lowers the intrinsic barrier. This principle is mathemati-
cally provable and hence there can be no exception.2


The observed lag in the delocalization of the anionic
charge is also a general phenomenon that not only applies
to proton transfers and to negative charge but to any
reaction which involves resonance effects, e.g. carboca-
tion reactions.6,7 In other words, charge delocalization/
resonance always lags behind bond changes at the transi-
tion state and hence, due to the PNS, always increases the
intrinsic barrier. The reason for this is that there are
constraints which prevent extensive delocalization at
the transition state. This was first pointed out by Kresge8


in the context of the deprotonation of nitroalkanes but can
be generalized to Eqn (5): the


ð5Þ


charge on Y (�Y) at the transition state is essentially
proportional to the C—Y �-bond order and to the charge


Table 1. Intrinsic barriers and intrinsic rate constants for
proton transfer to secondary alicyclic aminesa


logko
c


�Go
z (1 kcal¼


Carbon acid Solventb kcal mol�1 4.184 kJ)


HCN H2O ca. 5.6 ca. 8.6
CH2(CN)2 H2O ca. 7.8 ca. 7.0
9-Cyanofluorene 50% DMSO 10.9 4.58
Meldrum’s acid 50% DMSO 11.9 3.90
C5H2Cl4


d 50% DMSO 12.3 3.59
1,3-Indandione 50% DMSO 12.9 3.13
9-Carbomethoxyfluorene 50% DMSO 13.3 2.84
Acetylacetone 50% DMSO 13.4 2.75
(CO)5Cr——C(OMe)- 50% MeCN 14.6 1.86
CH2Phe


CH3NO2 50% DMSO 16.1 0.73
PhCH2NO2 50% DMSO 17.4 �0.25


a Taken from Ref. 2.
b H2O is at 25 �C, 50% DMSO is 50% DMSO–50% water (v/v) at 20 �C,
50% MeCN is 50% MeCN–50% water (v/v) at 25 �C.
c ko ¼ k when �Go¼ 0, in units of l mol�1 s�1.
d 1,2,3,4-Tetrachloro-1,3-cyclopentadiene, Ref. 18.
e Ref. 26.


Table 2. Br�nsted coefficients for the deprotonation of
carbon acids by various basesa


Carbon acid Base Solventb � �


ArCH2NO2 R2NH H2O 1.29 0.48
ArCH2CH(COMe)COOEt RCOO� H2O 0.76 0.44
ArCH2CH(CN)2 RCOO� H2O 0.98 0.83
2-NO2-4-Z-C6H3CH2CNc R2NH 90% DMSO 0.40 0.62


RNH2 H2O 0.36 0.55


R2NH 50% DMSO 0.29 0.49


a Taken from Ref. 2.
b H2O at 25 �C, 90% DMSO is 90% DMSO–10% water (v/v) at 20 �C, 50%
DMSO is 50% DMSO–50% water (v/v) at 20 �C.
c Ref. 4.
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transferred from B (�B) [Eqn (6)] while the �-bond order
is essentially proportional to �B [Eqn (7)]. Hence �Y is
given by Eqn (8) and is small since it represents only a
fraction of a


�Y � �b:o: � �B ð6Þ
�b:o: � �B ð7Þ
�Y � ð�BÞ2 ð8Þ


fraction. Further generalization and refinement is shown
in Eqn (9) which allows for incomplete


ð9Þ


charge delocalization in the anion with weaker �-accep-
tors, and for accumulation of positive charge on the
proton in flight (�H), as indicated by ab initio calcula-
tions.9–12 Equations (6), (7) and (8) then become Eqns
(10), (11) and (12)11 with n¼ 2. If there is less than
perfect proportionality


�Y ¼ �b:oð�C þ �YÞx ð10Þ
�b:o ¼ �ð�C þ �BÞy ð11Þ
�Y ¼ �ð�C þ �YÞn ð12Þ


between delocalization and �-bond order and/or between
�-bond order and �C þ �Y; n ¼ xþ y may be >2 or <2;
as long as n> 1 there is imbalance in the sense that
charge delocalization lags behind proton transfer.


For gas phase identity proton transfers of the type
shown in Eqn (13),11,12 the group


ð13Þ


charges computed by ab initio methods allowed a deter-
mination of the imbalance parameter n via Eqn (14),
which is the logarithmic form of Eqn (12). These para-
meters are reported in Table 3 for a representative series
of the Y group; n is seen to be >1 in all cases.


n ¼ logð�Y=�Þ
logð�C þ �YÞ


ð14Þ


REACTIONS INVOLVING AROMATIC
COMPOUNDS


Do the rules that govern resonance/delocalization effects
on transition state imbalances and intrinsic barriers apply


to aromaticity as well, i.e. does development of product
aromaticity lag behind bond changes and increase in-
trinsic barriers? In view of the centrality of the concept of
aromaticity it is surprising that this question has not been
answered. Perhaps even more surprising is the fact that
this question has not been asked. We have recently begun
to approach this question both experimentally and com-
putationally with surprising results.


Experimental Study


The conjugate bases of the rhenium carbene complexes
1H—Xþ represent aromatic


ð15Þ


heterocycles, i.e. substituted furan (X¼O), selenophene
(X¼ Se) and thiophene derivatives (X¼ S) [Eqn (15)].
The aromatic stabilization of the 5-membered hetero-
cycles is known to follow the order furan < selenophene
< thiophene.15 As one would expect, the acidities of
1H—Xþ in 50% MeCN–50% H2O reflect this order,
i.e. pKa(1H—Oþ)¼ 5.78, pKa(1H—Seþ)¼ 4.18, pKa


(1H—Sþ)¼ 2.50.16


A study of the reversible proton transfer involving
1H—Xþ with a series of carboxylate ions, primary
aliphatic and secondary alicyclic amine buffers allowed
the determination of the statistically corrected intrinsic
rate constant, ko½ko ¼ k1=q ¼ k�1=p whereðlogK1þ
logp=qÞ ¼ 0� by suitable interpolation or extrapolation
of Brønsted plots.16 These ko values are reported in
Table 4. For all three buffer families they follow the
trend ko(1H—Oþ)< ko(1H—Seþ)< ko(1H—Sþ), i.e. ko


increases with increasing aromaticity of the conjugate
base. Surprisingly, this trend is opposite to what one
would expect if aromaticity behaved in the same manner
as common resonance effects. This raises the question
whether aromaticity may only play a minor role
in affecting the intrinsic rate constants, and that the


Table 3. Imbalance parameters for gas phase identity pro-
ton transfers CH3YþCH2


——Y�! CH2 ¼ Y� þ CH3Y
a


CH3Y n CH3Y n


CH3CH——CH2 1.61 CH3CH——S 1.42
CH3CN 1.51 CH3CH——NH 1.58
CH3CH——O 1.52 CH3C–––CH 2.26
CH3NO2 1.59 CH3CH——OHþb 1.69
CH3NO 1.28 CH3NO2Hþc 1.42


a From Ref. 12.
b From Ref. 13.
c From Ref. 14.
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observed trend is the result of other factors associated
with the nature of the heteroatom X (�-donor, inductive
and steric effects),17 which mask the true dependence of
ko on aromaticity.


To answer this question we turn to a comparison of the
ko values for the deprotonation of the carbene complexes
2H—O and 2H—S.17 In this case the conjugate base of
the carbene


ð16Þ


complex is not aromatic and hence any dependence of ko


on X should only reflect these other factors [Eqn (16)].
The logko values for the reactions of 2H—O and 2H—S
with amines are included in Table 4. They show the thia
derivative to have a lower intrinsic rate constant than the
oxa derivative, which contrasts with the reactions of the
rhenium carbene complexes where the thia derivative has
a higher intrinsic rate constant than the oxa analogue.
Hence the trend in the ko values for the rhenium carbene
complexes must reflect the trend in the aromaticity of
the conjugate bases. This means, based on the rules of the
PNS,2 that one is forced to conclude that the development
of aromatic stabilization at the transition state does not
lag behind but is ahead of proton transfer.


Our findings shed new light on the previously reported
deprotonation of 1,2,3,4-tetrachloro-1,3-cyclopenta-
diene18 whose conjugate anion is aromatic. The logko


value of 3.59 (Table 1) for this reaction is only slightly
lower than that for the deprotonation of Meldrum’s acid
and higher than that for the deprotonation of 1,3-indan-
dione. This high value is surprising because the stabiliza-
tion of the 1,2,3,4-tetrachloro-1,3-cyclopentadienyl anion
by delocalization/resonance is expected to be much
greater than that for the anions of Meldrum’s acid and
1,3-indandione, particularly because of the extra stabili-
zation derived from the chlorine substitutents. This sug-
gests that the high ko value is the result of the ko-
enhancing aromaticity effect which (partially) offsets
the ko-lowering delocalization/resonance effect.


Computational Study


Two identical proton transfer reactions involving the
prototypical aromatic compounds cyclopentadienyl anion
[Eqn (17)] and benzene [Eqn (18)] as the base were
subject to similar


ð17Þ


ð18Þ


calculations as the CH3Y/CH2
——Y�19 systems men-


tioned in the Introduction. We asked three questions.


Table 4. Intrinsic rate constants for the deprotonation of carbene complexes by carboxylate ions and primary aliphatic and
secondary alicyclic amines in 50% MeCN–50% water (v/v) at 25 �C


Carbene complex logko(RCOO�) logko(RNH2) logko(R2NH)


1H—Oþa �0.01 �0.83 �0.46


1H—Seþa 0.72 0.14 0.92


1H—Sþa 1.21 0.27 1.05


2H—Ob 3.04 3.70


2H—Sb 2.09 2.61


a Ref. 16.
b Ref. 17.
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(1) Does charge delocalization lag behind proton transfer,
as is commonly observed in nonaromatic systems? (2) Is
the development of product aromaticity probed by in-
dependent criteria ahead of proton transfer or does it lag
behind proton transfer? (3) Are the intrinsic barriers
enhanced or lowered relative to similar non-aromatic
systems?


Regarding the first question, calculations of NPA group
charges as defined in Eqns (19) and (20) allowed deter-
mination of the imbalance parameter according to Eqn
(14). For both systems n was found to be 2.03, indicating
that charge delocalization indeed lags behind proton
transfer.


ð19Þ


ð20Þ


To answer the second question, commonly used aro-
maticity indices such as the Julg parameters,20,21 the Bird
Index,22 the Harmonic Oscillator Model of Aromaticity
(HOMA)23,24 and the Nucleus-Independent Chemical
Shifts (NICS)25 were calculated for reactants, products
and transition states. They are summarized in Table 5. All


indices show more than 50% development of aromaticity
at the transition state, implying that aromaticity develops
ahead of proton transfer.


To answer the third question, gas phase acidities (�Ho)
and intrinsic barriers (�Hz) for Eqns (17) and (18) are
reported in Table 6, along with �Ho and �Hz values for
Eqns (21) and (22)


ð21Þ


ð22Þ


which can be regarded as non-aromatic models for Eqns
(17) and (18), respectively. The higher acidities of cyclo-
pentadiene relative to 1,3-pentadiene and of the benze-
nium ion relative to the hexatrienyl cation reflect the
aromaticities of C5H�5 and benzene, respectively. As to
the intrinsic barriers, the �Hz values for the aromatic
systems are significantly lower than for the respective
non-aromatic models, consistent with the aromaticity
indices that suggest more than 50% development of
aromaticity at the transition state. The numbers in Table
6 actually underestimate the barrier lowering effect of
early aromaticity development because the transition
states for Eqns (17) and (18) are more crowded than the
respective transition states for Eqns (21) and (22), which
should enhance the barriers for Eqns (17) and (18). This
enhancement is estimated to be � 0.7 kcal mol�1.17


CONCLUSIONS


Kinetic data on the solution proton transfer reactions of
Eqn (5) as well as computational results on the gas phase
proton transfers of Eqns (17) and (18) suggest that


Table 5. Computed aromaticity indices at the MP2//6–
31þG(d,p) level


System Julg Bird Index HOMA NICS


Eq (17)
Cyclopentadiene 0.49 39.3 �1.31 �3.2
TS 0.85 74.7 0.56 �10.9
Cp anion 1.00 95.1 0.78 �14.3
Progress at TS (%) 70.6 63.4 89.4 69.4


Eq (18)
Benzenium ion 0.32 70.7 0.34 �0.5
TS 0.78 92.2 0.90 �7.0
Benzene 1.00 100 0.97 �9.7
Progress at TS (%) 67.6 73.4 83.6 70.6


Table 6. Gas phase acidities (�Ho) and intrinsic barriers
(�Hz) for Eqns (17), (18), (21) and (22) (MP2/6–31G(d,p)a


CH acid Eqn �Ho ��Hob �Hz ��Hzc


17 350.9 0.1


21 376.1 �25.2 8.9 �8.8


18 174.8 �9.2


22 204.5 �29.7 1.0 �10.2


a In kcal mol�1 (1 kcal¼ 4.184 kJ).
b ��Ho¼�Ho (aromatic system)��Ho (non-aromatic system), mea-
sures the acidity enhancement owing to aromaticity.
c ��Hz ¼�Hz (aromatic system)��Hz (non-aromatic system), measures
the barrier reduction owing to aromaticity.
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development of product aromaticity is ahead of proton
transfer at the transition state. This contrasts with proton
transfer reactions that lead to charge delocalized/reso-
nance stabilized non-aromatic products where resonance
development invariably lags behind proton transfer. It
appears that the constraints that prevent resonance/delo-
calization effects from developing in proportion to proton
transfer do not apply to the development of aromaticity.
Future work in my laboratory is aimed at testing the
generality of these conclusions.
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ABSTRACT: An overview is presented of gas-phase studies on the structure and reactivity of protonated species from
the authors’ research. Specific problems have been addressed operating in different gaseous environments, either in
radiolytic systems at atmospheric pressure, enabling the NMR characterization of the neutral end products of gas
phase ion–molecule reactions, or in low-pressure FT-ICR mass spectrometry, where ions can be trapped and
characterized by their reactivity or spectroscopic features. Proton transfer reactions have revealed the role of
competing acidic sites leading to biologically relevant C7H7O� radical species and of competing basic sites in
substituted benzenes. Proton transfer reactions have also been used as a tool to form elusive cations, e.g. c-C3Hþ7 ,
modulating the reaction energetics, and to unveil the structure and occurrence of degenerate isomerization processes
within the benzenium ion. Copyright # 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


The general category of protonated species includes
positively charged species containing one (or more)
mobile hydrogen atom. Gas-phase studies in the authors’
recent research activity have been designed to chacterize
these species both with regard to their structure and to
their reactivity. The two issues are closely related though,
because the structure of an ion may be inferred from its
reactivity, for example from its dissociation dynamics
or from the bimolecular reactivity, embracing the ensuing
ionic product pattern and relative kinetic rate constants.1–5


In favorable cases the characterization of the neutral end
products of the ion–molecule reaction may be accom-
plished providing a complete view of the reaction pattern
and circumstantial evidence on the ionic intermediates.6,7


Since these ions are protonated species, the prominent
reaction will be a proton tranfer reaction yielding the
conjugate base of the ion, which can be investigated with
regard to its structure, gas-phase basicity (GB) and
protonation sites. Spectroscopic tools can also be used


to characterize the structure of a gaseous ion.8,9 By these
means the possible occurrence of degenerate isomeriza-
tion processes (for example, hydrogen migrations) or
non-degenerate isomerizations involving skeletal rear-
rangement can be investigated. This report provides a
concise account of recent issues that have been addressed
by the authors as described in the cited references. Of
course other investigators have contributed greatly to the
progress in these fields and the original references should
be consulted for a more comprehensive background.


Gaseous environments can range from a highly dilute
gas phase, such as the very low pressure medium in the
cell of an FT-ICR (Fourier transform ion cyclotron
resonance)10 spectrometer [ca 10�8 Torr (1 Torr¼
133.3 Pa)] up to the atmospheric pressure typical of a
radiolytic approach,6,7 with a range of intermediate
situations. These two extreme backgrounds imply differ-
ent experimental approaches to the study of ion chemistry
besides, most importantly, different physical conditions
that will be experienced by the ion, for example, the ion
lifetime, the frequency of unreactive collisions and the
prevailing energy equilibration mechanism.


THE ACIDITY OF BENZYL ALCOHOL
AND p-CRESOL RADICAL CATIONS


The problem of assessing the basicity and structure of the
conjugate base of a protonated species is especially
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interesting when the neutral is not easily accessible. For
example, a radical is obtained when the ion undergoing
deprotonation is a radical cation. Radical cations are
important reaction intermediates in chemistry and bio-
chemistry and two isomeric radical cations have been
examined because they serve as models of important
biochemical intermediates. The gas-phase study of the
bare radical cation is expected to provide insights into the
neat reactivity behavior without the interference of any
solvent or counterion. Also, the gas phase can resemble,
in some respects (for example, with regard to the di-
electric properties), the hydrophobic environment within
the active site of an enzyme far better than an aqueous
environment. Benzyl alcohol may be viewed as a building
unit of lignin. The enzyme lignin peroxidase depoly-
merizes lignin and evidence has been presented that an
electron transfer reaction takes place to form radical
cations resembling benzyl alcohol radical cations.


It is known that alkylaromatic radical cations are strong
�-carbon acids both in the gas phase and in solution. They
react with bases to form products arising from �-carbon
deprotonation.11–16 In agreement with this general beha-
vior 4-methoxybenzyl alcohol radical cations give rise to
products that imply a deprotonation step. However,
whereas in aqueous acid solutions, these species behave,
as expected, as carbon acids, in the presence of OH� they
exhibit oxygen acidity, i.e. the key step in their decay seems
to involve deprotonation at the alcoholic OH group. 17 With
these premises, the gas-phase deprotonation of the radical
cations derived from benzyl alcohol was studied by FT-
ICR providing a clear picture of the reaction of interest in
the absence of any further decay process.18 In a typical
experiment the radical cations (AHþ�) were formed by EI
at low electron energy in the external ion source. They
were led into the ICR cell and thermalized by unreactive
collisions with Ar, admitted via a pulsed valve. Their
reactivity was then examined with respect to reference
bases (B) of known basicity. In all cases proton transfer to
the base is the only reaction observed [Eqn (1)].


AHþ� þ B! ½AHB�þ� ! A� þ BHþ ð1Þ


The proton transfer reaction from the radical cation
becomes increasingly fast as the base B is stronger,
fulfilling the expectation that as the reaction becomes
increasingly exoergonic, the bimolecular rate constant
increases until the collisional limit is reached, when all
the collision complexes evolve to products. Within this
framework, the reaction efficiencies (Eff¼ kexp/kcoll) for
the proton transfer reactions from the selected radical
cation to a set of reference bases (B) of known GB are
fitted by a parametric function allowing the evaluation of
the GB of the radical, the conjugate base of the radical
cation [Eqn (2)].19


Eff ¼ a


1þ expfb½�GBðBÞ þ c�g ð2Þ


At the same time the question arises as to which is the
site of proton abstraction by the base. This problem may
be approached in a stepwise fashion using methyl-sub-
stituted substrates that can only display either O- or �-C-
acidity. The radical cation of cumyl alcohol can only
undergo deprotonation at the hydroxyl group, whereas
the radical cation of benzyl methyl ether can only
react at the benzylic methylene group. Both radical
cations undergo deprotonation, showing that both an
�-C-hydrogen and a hydroxyl-hydrogen can be removed
by the base. The curves obtained by fitting the kinetic
data to the parametric function yield a GB value of
204 kcal mol�1 (1 kcal¼ 4.184 kJ) for PhC(Me)2O�


(Fig. 1) and GB¼ 203 kcal mol�1 for PhCH(OMe)�


(Fig. 2) suggesting that the O-acidity is comparable on
thermodynamic grounds to �-C-acidity.18 It could be
expected that in PhCH2OHþ� both acidic sites come into
play and the expectation is borne out by using labelled
substrates. The reaction of the ring-labelled substrate
C6D5CH2OHþ� shows that the ring hydrogens are not
involved in the deprotonation reaction. This finding is in


Figure 1. Plot of the efficiency (Eff ) of the proton transfer
reactions from PhC(Me)2OH


þ� to reference bases B versus
GB(B).18 The experimental values are fitted by the solid line
according to Eqn (2)


Figure 2. Plot of the efficiency (Eff ) of the proton transfer
reactions from PhCH2OMeþ� to reference bases B versus
GB(B).18 The experimental values are fitted by the solid line
according to Eqn (2)
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line with the high proton affinity (PA¼ 214 kcal mol�1)
of the phenyl radical, which is distinctly higher than
that, for example, of the benzyl radical (PA¼
200 kcal mol�1). In the reaction of C6D5CD2OHþ� the
reference base abstracts both Dþ and Hþ in a ratio that
depends on its GB [Eqn (3)]. Thus, whereas Dþ transfer
is by far predominant to cyclopropyl methyl ketone, the
weakest among the bases used, Hþ transfer is favored by
a factor of five in the case of 1,3-propanediamine. Other
bases show a smooth increase of Hþ transfer as their GB
increases (Fig. 3).18


ð3Þ


A rationale for this behavior has been sought through
computations on the positive charge distribution in the
radical cations of substituted benzyl alcohols, consider-
ing the possible effects on the reaction dynamics.20


p-Cresol, an isomer of benzyl alcohol, is a model of the
group present in the amino acid tyrosine. This group is
known to play a role in redox and radical processes that
are usually thought to involve the formation of a phe-
noxyl radical. In the gas phase the p-cresol radical cation
reacts through a proton transfer reaction with bases of
increasing GB displaying a sharp onset towards the
efficiency of 100% (Fig. 4).21 The GB of the conjugate
base obtained by the fitting to the parametric equation
gives a value (203 kcal mol�1), which is in reasonable
agreement with a theoretical value for the O-centred
radical (201 kcal mol�1), whereas the p-hydroxybenzyl
radical is predicted to be considerably more basic
(206 kcal mol�1).22 In agreement with this expectation
the reaction of labelled substrates shows that the hydroxyl


hydrogen is in fact favored, although the selectivity
decreases as B is more basic [Eqn (4)].


ð4Þ


B¼ 1,3-propanediamine
It may thus be concluded that the competition between


O-acidity and �-C-acidity is not peculiar just to benzyl
alcohol radical cations. Moreover, in the tyrosine radical
cation the possibility should be considered that the
benzylic hydrogens may undergo attack by a base.


PROTONATION SITES IN SUBSTITUTED
BENZENES


Proton transfer reactions could involve competing sites,
as described in the previous section, for example. Simi-
larly, the competition of different sites arises when a
proton is delivered to a neutral base possessing two or
more potential protonation sites. Simple aromatics such
as monosubstituted benzenes provide an exemplary case.
The involvement of competitive protonation sites has
been assessed by studying the reactivity of the protonated
species, the corresponding arenium ion, with regard to
H–D exchange reagents.23,24


The problem has been approached by the radiolytic
technique in an indirect way, generating an arenium ion
and allowing it to undergo H/D exchange as outlined in
Scheme 1. The reagent arenium ions EC6D6


þ are formed
by ‘Eþ’ attack on benzene-d6, a procedure which can be
extended to all charged electrophiles that are possibly
formed by gas-phase radiolysis. In the framework of
Scheme 1, collision of the reagents forms the ion–neutral
complex, [EC6Dþ6 AH]. Within this complex a deuteron
transfer event occurs. The Dþ transfer reaction can not


Figure 3. Branching ratio (%) between Dþ-transfer (gray)
and Hþ-transfer (blank) from C6D5CD2OH


þ� to reference
bases (B) of varying GB18


Figure 4. Plot of the efficiency (Eff) of the proton transfer
reactions from p-MeC6H4OH


þ� to reference bases B versus
GB(B).21 The experimental values are fitted by the solid line
according to Eqn (2)
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lead to EC6D5 and AHDþ as free product species, based
on the relative GB of AH, typically lower than that of
EC6D5. However, Dþ transfer is allowed to occur within
the collision complex, taking advantage of the energy
released in the electrostatic interaction of the reagent ion
with the neutral. The key step involves the protonation
of EC6D5, formed within the complex, by ADHþ ions,
finally leading to incorporation of an H atom on the o- m-
and p-positions of the phenyl ring.


The H-distribution determined by 1H-NMR analysis of
the product arene shows that when E is an ethyl group the
1H distribution favors the ortho/para positions (Fig. 5),23


consistent with the higher basicity of these sites accord-
ing to the site-specific proton affinities evaluated by
theoretical calculations for the protonation of toluene.25


In the presence of electron-withdrawing groups, such as
CF3, the ring H-incorporation is limited and is character-
ized by an ortho/meta distribution.23 It is worth noting,
that CF3 (and other electron-withdrawing groups such as
COCF3 and NO2) do not behave as simple meta-orienting
groups towards electrophilic attack in the gas phase
(Fig. 6).23 Protonation at the ortho-position with respect
to E appears to benefit from the interaction of the
hydrogens on the tetrahedral carbon with the electrone-
gative atoms on the substituent.26


PROTONATED CYCLOPROPANE


Proton transfer reactions within an ion–neutral complex
may also be designed to form and probe transient species.
This methodology has been applied to the study of
protonated cyclopropane (PCP). The protonation of cy-
clopropane is a route to C3Hþ7 species. Three possible
isomers have received major consideration in both ex-
perimental and theoretical studies, i-C3Hþ7 , c-C3Hþ7 and
n-C3Hþ7 .27–32 The i-C3Hþ7 cation is recognized as the
most stable isomer and is the only isomer observable in
solution.33 i-C3Hþ7 represents the simplest all-carbon and
hydrogen carbenium ion to be prepared as a stable species
in superacid media, where it was found to undergo
scrambling of both hydrogen and carbon atoms. In this
process the n-propyl cation and PCP are possibly in-
volved as intermediate species. However, in spite of its
important mechanistic role, PCP was never detected in
solution. The protonation of cyclopropane by gaseous
Brønsted acids of different acid strengths (AHþ) has been
studied by the radiolytic approach at atmospheric pres-
sure.34 As the reagent ion becomes more acidic, that is the
PA of the conjugate base is lower, the reaction is more
exothermic and a greater amount of energy will be
released in the product ion that is primarily formed
[Eqn (5)]. This energy may be used to overcome the
barriers to possible isomerization processes. Upon colli-
sion with the unreactive bath gas M, the ion will reach
thermal equilibration with the environment.


AHþ þ c-C3H6 �!
�A ½C3H7�þ� �!


þM ½C3H7�þ þM� ð5Þ


The ionic species of interest, c-C3Hþ7 and i-C3Hþ7 , have
been trapped by reaction with benzene. Products of
electrophilic aromatic substitution by the two ions are
formed, n-C3H7—C6H5 and i-C3H7—C6H5, providing a
probe of the relative amounts of c-C3Hþ7 and i-C3Hþ7 ,


Scheme 1


Figure 5. NMR spectrum of the aromatic protons of
EtC6D4H obtained from the reaction of radiolytically formed
Etþ ions with C6D6 in the presence of H2O as exchange
reagent23


Figure 6. Experimental distribution of 1H-incorporation23


and site-specific PA values (in italics) as theoretically calcu-
lated for MeC6H5


25 and CF3C6H5
26


960 B. CHIAVARINO, M. E. CRESTONI AND S. FORNARINI


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 957–966







respectively, that are present in the ionic medium.35 Their
formation is ascribed to the sequence of steps character-
izing the electrophilic aromatic substitution by gaseous
cations [Eqn (6)].36


c-C3Hþ7 þ C6H6 �! n-C3H7---C6Hþ6


�!þB


�BHþ
n-C3H7---C6H5 ð6aÞ


i-C3Hþ7 þ C6H6 �! i-C3H7---C6Hþ6


�!þB


�BHþ
i-C3H7---C6H5 ð6bÞ


The effect of the exothermic nature of the protonation
process when cyclopropane undergoes direct protonation
by AHþ is clear when the results obtained by using
Brønsted acids of different acid strength are compared
(Table 1).34 The ensuing ions, c-C3Hþ7 and i-C3Hþ7 are
found in different ratios, the abundance of i-C3Hþ7 is
rather high when the protonation is effected by powerful
acids such as HCOþ or Hþ3 . On the other hand, when
C2Hþ5 , a milder Brønsted acid, is the reagent ion only a
minor fraction of i-C3H7—C6H5 is formed. These ex-
periments thus suggest that the protonation by C2Hþ5 ,
which is exothermic by only 16 kcal mol�1, may still be
effective in yielding i-C3Hþ7 ions, so that the activation
barrier appears to be in the order of 16 kcal mol�1.


AHþ can also react with benzene yielding protonated
benzene. This species may be used as the active Brønsted
acid performing a mediated protonation of cyclopropane.
This reaction provides an alternative mechanism, pre-
dicting the formation of aromatic alkylation products
from an ionic sequence of reactions initiated by the
collision of a protonated aromatic compound with cyclo-
propane (Scheme 2).37 The occurrence of this pathway is
verified by the use of labelled reagents.


Notably, this mediated protonation pathway leads to
the exclusive formation of n-C3H7—C6H5, suggesting
c-C3Hþ7 as the only ionic intermediate. This result may be
explained both on the grounds of the nearly thermoneu-
tral proton transfer between protonated benzene and
cyclopropane and of the prompt nucleophilic trapping


of the c-C3Hþ7 ion by the same benzene molecule within
the ion—neutral complex, a process estimated to occur in
a time-scale of about 10�10 s.38


Alternatively, ring-protonated �,�,�-trifluorotoluene
can be used to initiate the reaction sequence. The isomer
formed is still the n-propyl derivative in spite of an
exothermicity of 11 kcal mol�1 for the proton transfer
reaction. Furthermore, note that the reaction of the
deuterated arenium ion, formed as shown in Scheme 3,
implies a deuteron transfer to cyclopropane within the
complex, ending with a D atom in the side-chain. The
determination of the site of deuteration in the side-chain
shows a statistical distribution of D in the n-propyl group
of n-C3H6D—C6D4CF3. This finding gives us an insight
into the timing of events within the ion-neutral complex.
In fact, it provides strong indication that fast equilibration
of hydrogen atoms has occurred in the c-C3H6Dþ ion
within the [CF3C6D5 c-C3H6Dþ] complex. At the same
time it disproves an alternative possibility of concerted
Dþ-transfer and C—C bond formation, expected to lead
to CH2DCH2CH2—C6D4CF3 as the only product.


The computed C3Hþ7 isomers and their interconversion
pathways are shown in Fig. 7 summarizing the results of
recent calculations of representative species in the C3Hþ7
potential energy surface.34 The unsymmetrical corner-
protonated cyclopropane is the most stable isomer retain-
ing the three-membered ring. The activation energy for
the isomerization to i-C3Hþ7 is 13.1 kcal mol�1, a value
comparable to the experimental estimate of ca
16 kcal mol�1. The investigated portion of the C3Hþ7
potential energy surface shows that hydrogen scrambling


Table 1. Product pattern for the radiolytic alkylation
of benzene by C3H7


þ ions formed by direct protonation of
c-C3H6


34


AHþþ c-C3H6�!Aþ [c-C3H7]þ


*PA(c-C3H6)¼ 179 kcal mol�1�H � ¼PA(A)� 179 kcal mol�1


Product (%)
Reagent
AHþ PA(A) i-C3H7-Ph n-C3H7-Ph


C2Hþ5 163 10 90
CHþ5 /C2Hþ5 130/163 56 44
HCOþ 142 61 39
Hþ3 101 73 27


Scheme 2


Scheme 3
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should be a fast process occurring via a 1,2-H shift by
way of edge-protonated cyclopropane, accompanied by a
barrierless methyl rotation in corner-protonated cyclo-
propane. The complete H-scrambling in protonated cy-
clopropane within the ion–neutral complex, [CF3C6D5 c-
C3H6Dþ], is consistent with the fast rate expected for this
process and speaks in favor of a discrete c-C3H6Dþ ion
existing within the complex. The H randomization is
bound to occur within the lifetime of such complexes
estimated to be in the order of 10�10 s, in agreement, once
again, with the low activation barrier predicted by the
theoretical calculations.


STRUCTURE, REACTIVITY AND ABSORPTION
FEATURES OF PROTONATED BENZENE


The prototypical arenium ion is the benzenium ion,
C6Hþ7 , which can be obtained in the gas phase, just as
in solution, from the protonation of benzene. The proto-
nation of benzene in superacid solution is known to lead
to a �-complex (I), as observed by NMR spectrometry.39


Structures that have been proposed for protonated
benzene in the gas phase also include an edge-protonated
�-complex (II) and a face protonated species (III).


It is generally agreed that the stable structure of
protonated benzene is a �-complex species, whereas the
edge-protonated structure is a first-order saddle point


6–11 kcal mol�1 higher in energy and still higher, at ca
50 kcal mol�1, a face-centred �-complex is a second-
order saddle point.40–45


The experimental proton affinity of benzene, equal to
179 kcal mol�1, is consistent with the value obtained by
theory, thus proving I as the stable protonated benzene
ion. The edge �-complex is a transition structure for the
1,2-H shift in the �-complex. This process, first observed by
dynamic NMR in superacid media, leads ultimately to the
scrambling of the seven H atoms. The kinetic features of
the process have been studied in gaseous benzenium and
related arenium ions and found to be consistent with
activation energies close to the computed value of
6–11 kcal mol�1.24,36 Finally, the face-centred �-complex
has been invoked to account for the collision induced
decomposition behavior of protonated benzene ions via H
atom loss.46


The hydrogen scrambling process within benzenium
ions has been studied with various mass spectrometric
techniques, flowing afterglow-selected ion flow tube
(FA-SIFT) and FT-ICR, and radiolysis. In the FA-SIFT
technique ions are formed and allowed to react in a
stream of He at 1 Torr, ensuring thermal equilibration
with the surroundings. Benzenium ions of varying deu-
terium content have been formed by Dþ transfer from
D3Oþ to benzene, followed by further H–D exchange
processes in the FA sector of the instrument.47 Alterna-
tively, ions of the same isotopic composition can be
obtained by mirror experiments where C6(H,D)þ7 ions
are formed by reaction of H3Oþ with C6D6 followed by
exchange with H2O. Each mass selected ion was sampled
in the SIFT sector by fast Hþ–Dþ transfer to strong bases.
The branching ratios for the competitive Hþ vs Dþ


transfer to the same base (B) from a selected ion is found
to be constant, irrespective of the formation pathway of
the ion being assayed, as shown by the exemplary
reaction of C6H5D2


þ ions [Eqn (7)].


ð7Þ


The invariance of the branching ratios to the mode
of formation of the ions, i.e. protonation of C6D6 or
deuteronation of C6H6, is consistent with the behavior
expected for a population of C6(H,D)þ7 isotopomeric ions,
where H–D equilibration is reached before sampling,
namely within the ca 10�3 s time lapse required to reach
the SIFT region. This evidence speaks against a stable
non-interconverting face-protonated species.


The structure of the same C6(H,D)þ7 ion population was
independently probed by CID spectrometry of ions
sampled in the SIFT sector.47 The only significant


Figure 7. CCSD(T)/cc-pVDZ optimized geometries and rela-
tive CCSD(T)/cc-pVDZ//CCSD(T)/cc-pVDZþ ZPVE (MP2(full)/
6–311G**) energies (kcalmol�1) for c-C3H6 and representa-
tive C3H


þ
7 species34
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fragmentation process leads to C6(H,D)þ5 ions, whose
isotopic composition is the same from the two mirror
experiments, as shown, for example, by the CID of
C6H6Dþ ions [Eqn (8)].


ð8Þ


This result is particularly relevant especially in
the extreme cases of C6HDþ6 and C6H6Dþ ions. For
example, within the C6DHþ6 ion population, the single
D atom behaves in the same fashion whether it is derived
from the primary Dþ transfer event from D3Oþ to
C6H6 or whether being the last D atom left in the
sequence of events initiated by the H3Oþ reaction with
C6D6. Once again this result is in contrast with the
hypothesis of a stable non-interconverting face-
protonated species.


Alternatively, the unimolecular rearrangement of pro-
tonated benzene has been studied by gas-phase radiolysis,
because this technique allows one to examine shorter
time-scales than do conventional mass spectrometric
techniques.6,24 The superior time resolution allowed by
the radiolytic technique has provided a closer, though
only qualitative, estimate of the rate for the unimolecular
automerization of benzenium ions in the gas phase. In
this way it was found that at 120 �C H–D scrambling
within the ion obtained by protonation of perdeuterated
benzene is complete.48 However, at 40 �C a significant
fraction of C6D6Hþ ions retain the proton on the sp3


carbon. Finally, kinetic evidence has shown that at
�20 �C a major fraction of ions retain the primary
structure. Since at 40 �C hydrogen shifts in benzenium
ions occur in a time scale comparable to the deprotona-
tion rate by an added base, the rate constant for H–D
migration within benzenium ion is estimated to be in the
order of 107–108 s�1 [Eqn (9)].


ð9Þ


In conclusion, all the evidence based on reactivity
behavior indicates that benzenium ions have a ground
state �-complex structure. They are prone to undergo
hydrogen shift processes, which can be viewed as


occurring via the edge-protonated structure, whose cal-
culated energy relative to that of the �-complex structure
is in reasonable agreement with the rate of the process.
No evidence has been found for a face protonated
�-complex structure.


However, a direct spectroscopic characterization of
C6Hþ7 would be the most appropriate way to characterize
this fundamental species and it appeared desirable
in order to settle the gaseous benzenium ion problem.
Recently it became possible to study the wavelength
dependence of IR multiphoton dissociation (IRMPD)
using the radiation from an infrared free electron
laser (FEL) to activate the dissociation process. The
experiments were performed in a collaboration with
P. Maitre of the University of Paris, who developed this
very interesting and powerful methodology and the
experimental setup consisting of a mobile ICR ion trap
coupled to the IR FEL.49 It is possible to construct an IR
spectrum by monitoring the amount of daughter
ions produced as a function of the laser wavelength.
Quantum chemical calculations are performed to char-
acterize the IR absorption spectrum of the possible
isomers of the ion of interest, which is then compared
with the experimental IR spectrum derived from the
wavelength dependence of the IRMPD process in order
to identify the structure of the ion trapped in the ICR cell.
The FEL IRMPD has been applied to C6Hþ7 ions pro-
duced and stored in the ICR ion trap, which may undergo
loss of H2 as the lowest energy dissociation channel.50


The barrierless dissociation to H2 þ C6Hþ5 is reported to
require 71 kcal mol�1,42 meaning that the absorption of at
least ten photons is needed to provide sufficient internal
energy for C6Hþ7 ions to undergo dissociation into H2


þ C6Hþ5 .
In Fig. 8 the relative intensity of the C6Hþ5 product


ions, providing an IR spectrum of the absorbing ion, is
viewed together with the IR spectrum of the �-complex


Figure 8. IRMPD spectrum of the C6H
þ
7 ion50
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calculated using the B3LYP/6–311þþG** method.50


The two bands observed experimentally at 1228 and
1433 cm�1 match well with the two most intense absorp-
tions determined theoretically at 1237 and 1434 cm�1 for
the �-complex. Protonated benzene is thus positively
confirmed to be a �-complex.


CATION–p INTERACTIONS IN
x-PHENYLALKYLARENIUM IONS


Gas phase studies can be designed to understand the role
of solvent molecules and non-covalent interactions in-
volving protonated species. We were interested in the
microsolvation effect exerted by a remote phenyl ring on
a positively charged center, for example, an arenium
ion. The ionic intermediates of interest were formed
by protonation or alkylation of �,!-diphenylalkanes
(DPAs).24,51 In this way arenium ions are obtained that are
covalently attached to a phenyl ring by a (poly)methylene
chain. This group could approach the positively charged
ring and provide electrostatic stabilization if the joining
chain allows an appropriate conformation. Evidence has
been obtained for the folding of the chain and the
approach of the two rings by the study of both reactivity
and thermodynamic features of these ions.24,51 From the
viewpoint of reactivity, interannular proton transfer pro-
cesses have been observed.22,51 Obviously, the proton can
jump from one ring to the other if the two moieties are
able to approach each other [Eqn (10)].


ð10Þ


The GBs of DPAs are found to depend on n.52 The
structure dependence of the GBs for the DPA series with
increasing number of methylene units shows that proto-
nated 1,3-diphenylpropane is stabilized with respect to
the close homologues, 1,2-diphenylethane and 1,4-diphe-
nylbutane (Fig. 9). The unexpectedly high basicity of
1,3-diphenylpropane has been ascribed to the favorable


conformation allowed to the protonated species where a
parallel arrangement of the protonated and spectator ring
can maximize the electrostatic stabilization of the
positive charge. In protonated 1,3-diphenylpropane this
conformation is compatible with an all-staggered con-
formation of the methylene chain [Eqn (11)].


ð11Þ


The alkylation of DPAs studied by radiolytic and mass
spectrometric techniques leads to the products of the
electrophilic substitution reaction by way of arenium
intermediates corresponding to the protonated alkylation
products. In the methylation reaction the formation of the
�-complex was found to be the rate-determining step of
the overall reaction on the basis of kinetic and mechan-
istic evidence.53 For example, the dependence of the
relative rates on n favors the n¼ 3 term. The trend is
the same as the one found for the GBs of the same series
of compounds, favoring 1,3-diphenylpropane over both
1,2-diphenylethane and 1,4-diphenylbutane (Fig. 10).
The fact that the same trend is also displayed by the
radiolytic reaction of Me2Clþ is consistent with the
proposition that the incipient formation of the methylated
arenium ion should share features of the protonated
species, approaching a �-complex structure. Once again
this feature can be explained by the peculiar stability of a
sandwich-type conformation with a parallel arrangement
of the arenium- and the spectator-ring allowed by the
trimethylene chain [Eqn (12)].


ð12Þ


The higher reactivity of 1,3-diphenylpropane with
respect to the single ring reference substrate, toluene, is
due to a lower activation energy by ca 8 kcal mol�1. This


Figure 9. Gas-phase basicities of Ph—(CH2)n—Ph as a
function of n52


Figure 10. Normalized reactivities for the Me2Cl
þ reaction


with Ph—(CH2)n—Ph relative to toluene53
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difference in the respective activation energies results
from the Arrhenius plot shown in Fig. 11. It is interesting
to note that this value is close to the binding energy of
protonated benzene with neutral benzene forming an ion–
neutral complex, [C6Hþ7 C6H6] that is the model for the
arenium ion–phenyl ring interaction.54 The matching of
these energy quantities is strong evidence that the transi-
tion state for the methylation of 1,3-diphenylpropane
gains substantial stabilization from the interaction of
the spectator ring with the incipient arenium ion, whose
formation is probably fairly advanced at this stage.


CONCLUSIONS


The gas-phase chemistry of protonated species provides
valuable information on several of their structural and
dynamic features. Exemplary issues that have been pre-
sented include the assessment of the structure of species
of fundamental importance, the occurrence of degenerate
isomerization processes, and, finally, the occurrence of
cation–electron donor interactions, reminding us that
gaseous ions, lacking any interactions with solvent mo-
lecules or counterions, exhibit the foremost request for
electrostatic stabilization, exploiting any available source
to this purpose. Positively charged sites conceivably face
a similar quest within the hydrophobic environment at the
active site of large biomolecules. The different gaseous
environments control the physical conditions that the ions
could experience, in addition to allowing different ex-
perimental approaches to the study of their chemistry.


EXPERIMENTAL


Depending on the specific problem, various experimental
techniques have been exploited ranging from the
1H-NMR characterization of neutral end products to the
use of flow-sector instrumentation,55 such as the FA-SIFT
apparatus built at the University of Colorado, Boulder.56


However, the routine methodologies used by the authors


are FT-ICR10 and a radiolytic approach.6 FT-ICR experi-
ments were performed with a Bruker Spectrospin FT-ICR
mass spectrometer equipped with a cylindrical ‘infinity’
cell within a 4.7 T superconducting magnet and an
external EI/CI ion source. The radiolytic experiments
are based on the preparation of appropriate gaseous
mixtures in glass vessels that are submitted to ionization
by high energy radiation using a 220 Gammacell
(Nuclear Canada Ltd.) up to total doses of ca
2� 10�4 Gy. The radiolytic neutral products of ion–
molecule reaction sequences are recovered and analyzed.
The details of both types of experiments are amply
described in the original papers reporting on the various
topics of this review.
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ABSTRACT: The use of low molecular-weight compounds (viz., mediators) in combination with fungal laccase
makes the enzyme suitable for the oxidation of ‘non-natural’ non-phenolic substrates. Benzyl alcohols are thus
oxidised to carbonylic products by laccase/mediator systems in the presence of oxygen, although laccase cannot
oxidise these substrates directly. The reaction is carried out by the oxidised form of the mediator (Medox), generated
on its interaction with laccase, and the structure of the Medox species is crucial for the mechanism of the ensuing non-
enzymatic oxidation of the substrate. 1-Hydroxybenzotriazole (HBT), N-hydroxyphthalimide (HPI), violuric acid
(VLA) and TEMPO have been investigated as mediators, and experimental evidence is provided that enables the
radical hydrogen atom transfer route with the laccase/HBT, laccase/HPI and laccase/VLA systems to be assessed
unambiguously, although the laccase/TEMPO system follows a different and ionic oxidation route. Copyright # 2004
John Wiley & Sons, Ltd.


KEYWORDS: enzymes; laccase; radicals; radical ions; delignification; mechanisms; bond dissociation energies; Hammett


treatments


INTRODUCTION


Hermes (or Mercury, in Latin) was the Greek god who
acted as a ‘messenger’ between the kingdom of the Gods,
on top of Mount Olympus, and the humans on Earth,
enabling the two worlds to communicate. Moving to the
realm of chemistry, it is essential to find a counterpart for
the RNA-messenger, being responsible for communica-
tion between the world of genetic information stored in
DNA and the ‘protein factory’ embodied by the ribo-
somes. There is, however, another important class of
chemical messengers, which is perhaps less known but
will represent the focus of this contribution. This is the
class of chemical messengers that in Nature enable the
oxidative degradation of lignin to take place in rotten
wood by specialised enzymes, produced by basidiomy-
cete fungi. Wood is an amazing and complex material,
made of cellulose and lignin, interwoven with hemicel-
luloses. The fungi focus on cellulose as the source of


energy for their metabolism. To fulfil this task they first
need to get rid of lignin, and therefore excrete enzymes
capable of performing an oxygen-dependent degradation
of the lignin network (Fig. 1).1,2 Lignin is a three-
dimensional polymer and, as such, it would not fit into
the active site of an enzyme, owing to the size difference.
To solve this ‘communication’ problem between enzyme
and substrate, and to make reactivity with lignin possible,
the enzymes resort to messengers or, better, to mediators
(as they are known in this context).3,4 Lignin peroxidase,
a heme-enzyme endowed with a redox potential as high
as 1.4 V, employs the natural metabolite veratryl alcohol
(i.e. 3,4-dimethoxybenzyl alcohol; VA) as a mediator.1,5


The O2-activated form of Lignin peroxidase oxidises VA
by electron abstraction, and the resulting VA�þ (Medox)
diffuses away from the active site, reaches lignin and
carries out a mono-electronic oxidation of the polymer. In
this way the oxidised mediator behaves as a ’messenger’
(or, more precisely, as an electron shuttle) between the
enzyme and the substrate, solving the communication
problem between the two partners.


Subtler and less well known is the mediation phenom-
enon with the other ligninolytic enzyme, i.e. laccase, a
‘blue copper’ oxidase.3,6 It contains four copper ions in
the active site, enabling the mono-electronic oxidation of
four molecules of substrate at the expenses of oxygen,
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which is reduced to water. For its low redox potential of
0.5–0.8 V, laccase attacks the easily oxidisable phenolic
residues of lignin, but these represent less than 20% of all
the functional groups of the polymer. The benzylic
alcohol and ether groups, which add up to about 70%
of the residues of lignin, and that are more difficult to
oxidise by electron transfer (redox potentials above
1.5 V), cannot be oxidised by laccase. Yet, many
‘white-rot’ fungi do not excrete the stronger oxidant
Lignin peroxidase but produce laccase, and nevertheless
can degrade lignin in wood efficiently.6 To explain this
paradox, the hypothesis has been advanced that low
molecular weight, easily oxidisable natural metabolites
can act as mediators (Med, in Scheme 1) of laccase.4,6 So
far, no natural mediator of laccase has been identified
unambiguously, but non-natural mediators have been
found and tested,3,4,6–8 confirming the feasibility of the
laccase/mediated oxidation of non-phenolic compounds,
as delineated in Scheme 1.


The mediator is oxidised by the O2-activated enzyme,
and in turn oxidises the non-phenolic residues of lignin
by resorting to oxidation mechanisms not available to
laccase. We have gradually discovered that many oxi-
dised mediators follow radical oxidation routes. How-
ever, when we entered this area of research the
mechanistic details of the mediated oxidations of laccase
were not known precisely, or had only been inferred from
qualitative evidence. Because some of the non-natural
mediators, in combination with laccase, were finding
interesting applications, for example in synthetic proce-
dures,9 or in bioremediation of water effluents,10 or also
in the paper industry,11 it seemed appropriate to try to
understand the features of the mediation phenomenon
more deeply. Our studies with laccase from the fungus
Poliporus pinsitus,8,12 combined with previous literature
evidence, have shown that some valuable non-natural
mediators share the N—OH structural feature (N-hydro-
xyphthalimide, HPI; violuric acid, VLA; 1-hydroxyben-


zotriazole, HBT). Another efficient mediator is 2,20,6,60-
tetramethylpiperidine-N-oxyl (TEMPO), a well-known
and stable aminoxyl radical. How and why do these
species mediate the oxidation activity of laccase?


In a preliminary electrochemical study,8 we have
provided independent evidence that the N—OH media-
tors can be oxidised mono-electronically at the electrode
to give radical cations; the latter species deprotonate to
aminoxyl radicals (>N—O�, in Scheme 2).


Among the aminoxyl radicals, Scheme 2 shows phtha-
limide N-oxyl (PINO), which is already known to syn-
thetic chemists for its involvement in a radical oxidation
procedure, the so-called Ishii reaction, being generated
from HPI by chemical oxidants.13 Thus, it could be
suggested that Poliporus pinsitus laccase, in view of its
redox potential (0.8 V), can oxidise the N—OH media-
tors to the same extent as appropriate chemical oxidants;
the slightly uphill redox process would be driven to the
right by deprotonation of the initially formed radical
cation. The intermediate aminoxyl radical subsequently
removes hydrogen atoms from the non-phenolic subunits
of lignin, as the benzylic lignin model in Scheme 3
shows, thereby overcoming oxidation restrictions that
benzyl alcohol residues, or similarly difficult to oxidise
substrates, would cause to laccase in electron transfer
(ET) routes.


We have demonstrated this radical hydrogen-atom
transfer (HAT) route of oxidation with laccase and N—
OH mediators through several mechanistic tests.8,12


Evidence is, for example, provided by the oxidation of
a particular benzylic alcohol (1, Scheme 4), which lac-
case cannot oxidise on its own.12


Figure 1. Degradation of lignin in wood


Scheme 1


Scheme 2


Scheme 3
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In a genuine ET route with chemical oxidants or by
anodic oxidation, 1 gives the radical cation that under-
goes exclusive cleavage of the C�—-C� bond, with the
formation of an aldehyde product only. In contrast, in a
genuine radical process, 1 gives the exclusive cleavage of
the C�—H bond, with the formation of a ketone having
an intact side-chain. Probe substrate 1 was then oxidised
with laccase and N—OH mediators, and the ketone was
obtained exclusively, in keeping with a radical route
through the intermediate aminoxyl radical (Scheme 3);
the remainder of the mass balance in Table 1 consists of
recovered 1. In order to stress the contrast, the bona fide
ET oxidation of 1 with a CoIII complex gave the
exclusive formation of the aldehyde product. Hence,
obtaining two different products is clear-cut evidence
for the operation of two different oxidation mechanisms.


Another piece of evidence in favour of the radical HAT
mechanism of oxidation with laccase and N—OH med-
iators comes from the determination of the intramolecular
kinetic isotope effect in the oxidation of the �-deuteriated
benzyl alcohol 2 (Scheme 5 and Table 2).12


Mass analysis provided the relative amounts of the two
aldehydes produced, and Table 2 shows that the kH/kD


ratio is large and close to the maximum value with the


three N—OH mediators we suggested for the radical
oxidation route. This large value is as expected, since
removal of either H� or D� is the only and rate-determin-
ing step of the radical route. In contrast, in the bona fide
ET route, the kH/kD ratio has a smaller value because
mono-electronic oxidation of the substrate occurs first,
followed by loss of either Hþ or Dþ (Scheme 4).12


TEMPO, another laccase mediator,8 will now be dis-
cussed. This aminoxyl radical takes a different oxidation
route with non-phenolic substrates. The route is ionic
(Scheme 6), and has precedents in the efficient oxidation
procedures of alcohols by TEMPO with chemical oxi-
dants.14 The chemical oxidants, as well as laccase,
oxidise TEMPO to the oxammonium ion, which is
attacked by the substrate as a nucleophile, to give an
adduct. Removal of an �-proton leads to the oxidation
product and to reduced-TEMPO (N—OH), which is
oxidised back to TEMPO (N—O�) and then to the
oxoammonium ion.


What evidence is there in favour of this ionic route with
laccase/TEMPO? By running competitive oxidations of a
substituted [Eqn (1)] vs unsubstituted benzyl alcohol
pairwise, we found that the relative rates (kX/kH) deter-
mined on product formation (i.e. aldehydes ArCHO and
PhCHO) correlate with the inductive �-parameter (�I) in
a bell-shaped plot (Fig. 2).15


ArCH2OH þ Medox !kX
ArCHO þ Med ð1Þ


In the region of the electron-withdrawing (E.W.) sub-
stituents, the nucleophilicity of the alcohol towards


Scheme 4


Table 1. Laccase-mediated oxidations of probe substrate 1


Mediatora Oxidation product (%)


HBT Ketone, 50
HPI Ketone, 70
VLA Ketone, 20
CoIII Aldehyde, 15


a [1] 20 mM [Med] 6 mM, [laccase] 3 U ml�1, under O2, 24 h, pH¼ 5,
T¼ 25 �C.


Scheme 5


Table 2. Intramolecular kinetic isotope effect determina-
tions for the oxidation of substrate 2


Oxidant kH/kD
c


CoIIIa 3.8
LaccaseþVLA 6.4
LaccaseþHBT 6.4
LaccaseþHPIb 6.2


a [CoIII]:[2] 2:1, pH 5, reaction time 24 h at 25 �C.
b [2] 20 mM, [Med] 6 mM, [laccase] 3 U ml�1, pH 5, reaction time 24 h at
25 �C, under O2.
c Determined by GC-MS.


Scheme 6
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TEMPO-oxoammonium is depressed more (Scheme 6)
the stronger the substituent effect. On moving to the
electron-donor (E.D.) substituents, the nucleophilicity of
the alcohol increases and its addition becomes faster, so
that the rate-determining step is the deprotonation of the
adduct; this is made more difficult the more electron-
donating the substituent is (Scheme 7). The kinetic
isotope effect for the deprotonation of the monodeu-
teriated benzyl alcohol substituted in the para-position
by the E.D. methyl group is consistently 2.2.15


It is appropriate to comment here on the contrast
with similar Hammett treatments obtained for the oxida-
tion of substituted benzyl alcohols with laccase and
the N—OH mediators:12 these gave linear plots vs the
�þ parameter (shown in Fig. 3 for HPI), in keeping with
the slight electrophilic character of the N—O� reactive
intermediate.


A reasonable question then arises. Why does TEMPO,
a stable aminoxyl radical, not follow the same HAT
radical route (Scheme 3) pursued by the transient


aminoxyl radicals deriving from the N—OH mediators?
Thermochemical considerations help to understand this
difference (Scheme 8). The enthalpic variation for re-
moval of a hydrogen atom by, for example, the aminoxyl
radical PINO is favourable, owing to the fairly strong
O—H bond that is formed. In contrast, a radical route is
not enthalpically favourable for TEMPO with the same
substrate, because of the much weaker O—H bond that
would be formed; and as the oxidation of TEMPO to
oxoammonium ion by laccase takes place easily, the ionic
mechanism takes over. Why does this not apply to the
other aminoxyl radicals? Because their oxidation to the
corresponding oxoammonium ion would occur at a
higher redox potential (>1.3 V), not attainable by lac-
case. This explains the difference between the two types
of mediated oxidations.


The described mechanistic investigation has enabled a
possible application of laccase/mediator systems to paper


Figure 2. Hammett plot for the oxidation of 4-X-substituted
benzyl alcohols with the laccase/TEMPO system, in compe-
titive experiments with benzyl alcohol


Scheme 7


Figure 3. Hammett plot for the oxidation of 4-X-substituted
benzyl alcohols with the laccase/HPI system, in competitive
experiments with benzyl alcohol


Scheme 8
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manufacture to be sought. There is in fact an interesting
parallel with Nature. The ligninolytic enzymes degrade
lignin in wood, and spare cellulose for the metabolism of
the fungus, giving us a remarkable example of a ‘green’
unpolluting oxidation. Analogously, paper manufacture
requires that lignin is removed from the wood pulp
without endangering the fibre of the cellulose, but the
industry uses polluting chemicals to attain this goal. It
would be highly desirable if the paper industry could
mimic Nature and use a laccase/mediator system that can
selectively oxidise lignin from wood pulp in a clean way.
Is this possible?


We have attempted the oxidation of gel beads contain-
ing pure cellulose and lignin, using laccase and media-
tors. Analysis of the products by size-exclusion
chromatography revealed that the oxidation by laccase/
TEMPO was not selective, because both cellulose and
lignin were attacked. TEMPO–oxoammonium is indeed
known to oxidise not only benzyl alcohols, which are
simple chemical models of lignin, but also aliphatic
alcohol,14 which mimics the sugars, according to the
ionic mechanism of Scheme 6. In contrast, the oxidation
of the gel beads with laccase and N—OH mediators was
more selective, because only lignin was attacked: VLA
proved to be the most efficient mediator. This is consis-
tent with the radical HAT route followed by the N—OH
mediators (Schemes 3 and 8). In fact, the intermediate
aminoxyl radical oxidises the benzylic alcohol (viz.
lignin) while leaving the alkanol (viz. cellulose) un-
changed, owing to the selective cleavage of the weaker
[ca 82 kcal mol�1 (1 kcal¼ 4.184 kJ)] benzylic C—H
bond with respect to the stronger (ca 94 kcal mol�1)
aliphatic C—H bond of the sugar, as enthalpic evidence
confirms.15 Thus, this is a radical procedure that shows
promise for a selective delignification of wood pulp,
because it preserves the cellulose.


This has recently been confirmed by the direct oxida-
tion of samples of wood chips from a mill, carried out
with laccase and VLA.16 Delignification was shown to be
both extensive and selective, as assessed on the reacted
sample by suitable industrial tests, such as the determina-
tion of the kappa number (which decreases in value) and
of viscosity (which remains constant), respectively
(Fig. 4). In contrast, oxidation of wood chips by laccase
and TEMPO is again unselective, because the kappa
number decreases with respect to the initial value,
thereby confirming delignification, but the value of the
viscosity also decreases, indicating a concomitant clea-
vage of the cellulose.


In conclusion, appropriate industrial pre-treatments of
wood chips with laccase and a mediator that follows a
radical oxidation route, such as VLA, can lead to
significant and selective delignification. Subsequent
modern stages of oxygen-delignification complete the
paper making process, in an efficient and environmen-
tally friendly alternative to conventional and polluting
procedures. The accomplishment of this clean strategy, if


it will ever find practical use, has been made possible by
a fundamental physical-organic investigation of the
mechanism operating.
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chips: kappa number (lignin content) and viscosity (cellulose
content) assays


CHEMICAL MESSENGERS: MEDIATED OXIDATIONS WITH LACCASE 977


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 973–977








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2004; 17: 978–982
Published online in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/poc.818


Blocker efflux through blocked poresy
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ABSTRACT: The objective of this paper is to clarify a frequent confusion that occurs with synthetic multifunctional
pores: does molecular recognition by a synthetic pore exclude molecular translocation through the same pore?
Evidence that this is not the case is provided with a set of competitive experiments using a rigid-rod �-barrel with
internal histidine–arginine dyads as synthetic multifunctional pores (SMPs) as well as 8-hydroxypyrene-1,3,6-
trisulfonate (HPTS) as a fluorescent and 1,3,6,8-pyrenetetrasulfonate (PTS) as a non-fluorescent blocker. Direct
evidence for the efflux of HPTS blockers through blocked SMPs is obtained by quenching of released HPTS with an
externally added quencher. Blockage of blocker efflux through blocked pores was demonstrated by adding PTS as the
opposing external blocker (KD¼ 3.3mM). A Hill coefficient of n¼ 1.5 may indicate that binding of more than one PTS
blocker is necessary to inhibit the efflux of HPTS blockers. Supported by structural information on blockage and
selectivity from biological potassium channels, blocker efflux through blocked pores is discussed as being implicated
in selectivity. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: bioorganic chemistry; �-barrels; enzyme mimics; ion channels; molecular recognition; pores; rigid-rod


molecules; supramolecular chemistry


INTRODUCTION


Synthetic multifunctional pores have been introduced as
attractive systems to ‘do’ chemistry in confined and
oriented ‘nanospace’.1 Studies on synthetic multifunc-
tional pores (SMPs) as supramolecular hosts,1 as enzyme
sensors,2 and as catalysts3 became possible with the
discovery of synthetic routes to rigid-rod �-barrels,4


which in turn became accessible with the introduction
of rigid-rod molecules in bioorganic chemistry.5 Syn-
thetic rigid-rod �-barrel pores are constructed using
preorganization by non-planar p-octiphenyl ‘staves’ and
functionalization by �-sheet ‘hoops’ (Plate 1). In most
rigid-rod �-barrel pores prepared so far, leucine residues
are positioned at the outer barrel surface to interact with
the hydrophobic core of lipid bilayers. Amino-acid re-
sidues at the inner barrel surface serve to interact with
molecules passing through the pore, i.e. to create multi-
functionality. Rigid-rod �-barrel pores with internal
histidines, lysines, aspartates and arginines have been


prepared with the general objective of coupling molecu-
lar recognition and catalysis with molecular translocation
across bilayer membranes.1


The synthetic multifunctional pore 1 used in this study
comprises internal histidine–arginine dyads (Plate 1). In
bilayer membranes composed of egg yolk phosphatidyl-
choline (EYPC), pore 1 forms very stable, ohmic ion
channels.6 Their pH-dependent anion/cation selectivity
is modulated by inorganic phosphates bound to the
guanidinium cations of internal arginines.6 Molecular
recognition by pore 1 was exemplified by, inter alia, �-
helix recognition in polarized membranes.7 In planar
bilayer conductance experiments, 8-hydroxypyrene-
1,3,6-trisulfonate (HPTS) was an excellent blocker of
pore 1 (KD’ 30mM at V¼ 50mV)6 and of homologous
rigid-rod �-barrel pores with modified inner8–10 and
outer11 surface. Molecular transformation by pore 1
was exemplified by hydrolysis of 8-acetoxypyrene-
1,3,6-trisulfonate into HPTS. This esterolysis occurred
with ground-state stabilization �GGS¼�30 kJmol�1,
corresponding to KM¼ 6 mM, and transition-state stabili-
zation�GTS¼�52 kJmol�1, and it could be accelerated
by supportive membrane polarization.3 Esterolysis with
a similar rigid-rod �-barrel pore could be inhibited
competitively by 1,3,6,8-pyrenetetrasulfonate (PTS,
KI¼ 500 nM).9


Overall, there is ample experimental evidence on hand
that pyrene-1,3,6-trisulfonates are recognized and con-
verted by rigid-rod �-barrel pores such as SMP 1. Pyrene-
1,3,6- trisulfonates have even been used as cofactors to
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drag otherwise inaccessible substrates into supramolecu-
lar catalysts such as 1.12 There is equally rich experi-
mental evidence available that molecular recognition of
guests such as HPTS by SMP hosts in e.g. pore 1 causes
pore blockage. Coincidence of molecular recognition by
synthetic multifunctional pores and blockage of the same
pore is an attractive characteristic of SMPs because it
makes supramolecular host–guest chemistry detectable
either at the single-molecule level or with the ‘naked
eye’.1 The question of whether or not these blockers can
move through the pore they are blocking is important for
conception, comprehension and appreciation of molecu-
lar recognition and transformation by synthetic multi-
functional pores.
Although this question may cause confusion when


new chemistry with new SMPs is presented, the under-
lying concepts of physical organic chemistry are gen-
eral and understood. In brief, every molecule moving
through a pore (or an ion channel) interacts to some
extent with the inner surface of the pore. In the case of
weak interactions (i.e. high KD values), the rate con-
stant of entrance or association (i.e. kon) and the rate
constant of exit or dissociation (i.e. koff) are of similar
magnitude. This consideration, although oversimplify-
ing, is sufficient to accept efflux as being possible under
these conditions. There is also no problem to predict
that, depending on the magnitude of kon


IN, koff
OUT,


concentration gradients, number of binding sites, life-
time of open pores, and so on, efflux with weak inter-
actions is not necessarily fast.
In the case of strong interactions (i.e. low KD values),


the entrance rate constant exceeds that of exit clearly (i.e.
kon>> koff). This does, however, indicate that association
is neither irreversible nor that dissociation must be
unidirectional.
Moreover, kon>> koff does not imply that efflux, influ-


enced by the magnitude of koff
OUT, concentration gradients


and other parameters, is necessarily slow in the presence
of strong interactions. This situation applies for blockers
that are small enough to move through the pore but bind
strongly to the pore and hinder the efflux of other
compounds while they are bound. This situation has
also been identified in the x-ray structures of biological
potassium channels, revealing multiple, consecutive sites
that bind potassium cations selectively.13–17 One to two
permanently bound potassium cations block the efflux of
other ions, i.e. assure selectivity. Passive efflux of these
potassium ‘blockers’ is, however, not a problem as long
as a driving force such as a concentration gradient is
present. Multiple, consecutive binding sites are thought to
increase both selectivity and efflux rate substantially.
Blocker efflux through blocked channels is, therefore,


the mechanism of selectivity employed by biological
potassium channels. Translated from biological ion chan-
nels to synthetic multifunctional pores, efflux of the
larger, organic blockers through blocked SMPs would
demonstrate applicability of the same mechanism of


selectivity. In the context of this paper, experimental
evidence for HPTS efflux through blocked SMP 1 would
confirm the existence of synthetic multifunctional pores
with selectivity for HPTS, i.e. ‘HPTS pores’. The objec-
tive of this study was to evaluate whether or not this is the
case.


RESULTS AND DISCUSSION


8-Hydroxypyrene-1,3,6-trisulfonate (HPTS) is a superb
fluorophore, particularly for ratiometric pH sensing at
excitation wavelengths of 405 and 450 nm with emission
at 510 nm.3,18 Detection of HPTS efflux from spherical
bilayers (i.e. vesicles or liposomes) seemed, therefore,
not to be a problem. As routinely done with 5(6)-
carboxyfluorescein,2,18 vesicles could be loaded with
HPTS at concentrations high enough to assure self-
quenching. Efflux through pores would then lead to
HPTS dilution that could be detected by an increase in
fluorescence intensity. However, we failed to set up such
an HPTS efflux assay based on self-quenching. We were
also unable to find a helpful report on HPTS self-
quenching assays in the literature.18


Quenching of HPTS emission by addition of quenchers
such as p-xylenebispyridinium (DPX) is, however, not
problematic. Extravesicular HPTS quenching by DPX
has, for example, been used to detect the endovesicula-
tion of vesicles.19 Detectability of HPTS efflux from
vesicles by external addition of DPX was, therefore,
conceivable (Plate 2). Consequently, large unilamellar
vesicles composed of egg yolk phosphatidylcholine
(EYPC LUVs) were loaded with HPTS (Plate 2A).
When exciting at the isosbestic point of �¼ 415 nm,
changes in the emission of EYPC-LUVs�HPTS were
then continuously monitored during the following opera-
tions. Firstly, pore 1 was added (Plate 2A and Fig. 1(a)).
Incubation for one minute was allowed for eventual
HPTS efflux [Plate 2(B) and Fig. 1(b)]. Then, DPX was
added to quench extravesicular HPTS (Plate 2(C) and
Fig. 1(c)]. At the end of each experiment, EYPC-
LUVs�HPTS were lysed with excess Triton X-100 to
secure a constant emission value for calibration
[Fig. 1(d)].
Addition of pore 1 at nanomolar concentrations suffi-


cient to observe high activity in other assays7,11 did not
cause a significant change in the emission of EYPC-
LUVs�HPTS [Fig. 1(a)]. Subsequent addition of DPX,
however, caused strong and instantaneous quenching
[Fig. 1(c) solid trace]. Reduction of the concentration
of pore 1 reduced the extent of this instantaneous HPTS
quenching gradually down to a residual ‘burst’ [Fig. 1(e)]
originating e.g. from membrane defects induced by pore
addition (analogous to Fig. 1).
Whereas dependence on pore concentration already


supports blocker efflux through blocked pore 1 as the
origin of HPTS quenching by external DPX, comparison
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with other kinetic profiles was essential to secure the
necessary corroborative evidence. Two sets of cross-
comparisons confirmed validity of the direct experimen-
tal evidence that pore 1 blocked by HPTS can release
HPTS in the presence of a concentration gradient (Fig. 2).
DPX influx (rather than HPTS efflux) could be excluded
as the origin of HPTS quenching by externally added
DPX because, firstly, the instantaneous response to DPX
addition to EYPC-LUVs�HPTS with pore 1 and to
HPTS in buffer was identical (Fig. 2, solid versus dashed
at t¼ 60 s) and, secondly, because right-angled profiles


were incompatible with molecular translocation across
pores (Fig. 2, solid–dashed versus dotted–gray and
extensive related evidence2,7,8,11,20,21). HPTS efflux
through nonspecific ‘leaks’ (rather than through pore 1)
could be ruled out as the main origin of DPX quenching
of released HPTS because, firstly, slow transport was still
observable 1min after pore addition [Fig. 2(a)], solid
versus dashed) and, secondly, because the time course of
this residual release was identical with that for ANTS/
DPX efflux from EYPC-LUVs�ANTS/DPX through
pore 1 (Fig. 2, solid versus dotted–black; ANTS¼ 8-
aminonaphthalene-1,3,6-trisulfonate). Identity of the
time course of dye efflux from EYPC-LUVs�ANTS/
DPX and EYPC-LUVs�HPTS 1min after addition of
pore 1 was particularly interesting. It suggested that the
‘invisible’ first minute of HPTS efflux may resemble the
first minute of ANTS/DPX efflux as well (Fig. 2, solid
versus dotted–black). Identical kinetics for efflux of
different dyes, in turn, implied that other processes
such as pore formation contributed to the apparent rate
of efflux.
With experimental evidence for blocker efflux through


blocked pores established, we then considered that the
efflux of HPTS blockers could be blocked by a second
blocker added at the other side of the bilayer (Plate 3).
1,3,6,8-Pyrenetetrasulfonate (PTS) was selected as a
second blocker because interference of this non-fluores-
cent chromophore with the detection of HPTS emission
was unlikely. PTS has previously been used as a compe-
titive inhibitor of the hydrolysis of 8-acetoxypyrene-
1,3,6-trisulfonate by a rigid-rod �-barrel pore similar to
pore 1.9


To test this hypothesis, quenching experiments for
HPTS release from EYPC-LUVs�HPTS were repeated
in the presence of increasing concentrations of extrave-
sicular PTS with a constant concentration of pore 1.
HPTS efflux decreased with increasing PTS concentra-
tion (Fig. 1, dotted). Dose response curves for PTS were
established defining fractional pore activity Y¼ 1.0 in the
absence of and Y¼ 0.0 at saturation with PTS (Fig. 3,
circles). These dose response curves were analysed using
the Hill equation


logðY=ð1� YÞÞ ¼ n� log½PTS� � n� logKD ð1Þ


where n is the Hill coefficient and KD the global
dissociation constant (Fig. 3, solid).22 The obtained
KD¼ 3.31� 0.16mM was in the low micromolar range
found repeatedly for the binding of pyrene-1,3,6-trisul-
fonates to pores such as 1.1 The Hill coefficient
n¼ 1.46� 0.16 may indicate that binding of one to two
PTS blockers per pore 1 is necessary to block the efflux of
HPTS blockers.
This situation was comparable to the one to two


potassium cations bound by biological potassium chan-
nels to assure selectivity. Given the presence of up to 64
cationic residues (i.e. up to 16 putative PTS binding sites)


Figure 2. Overlay of kinetic profiles for the addition of DPX
at t¼ 60 s to EYPC-LUVs�HPTS incubated with pore 1
(solid, from Fig. 1, solid), addition of DPX at t¼60 s to
HPTS in buffer (dashed), addition of pore 1 to EYPC-
LUVs�ANTS/DPX at t¼ 0 s (dotted, black) and at t¼ 60 s
(dotted, gray; from Ref. 7). (a) HPTS emission is constant
after addition of DPX to HPTS in buffer but not after addition
to EYPC-LUVs�HPTS with 1


Figure 1. Fractional HPTS emission I (�em 510 nm, �ex
415 nm) as a function of time during (a) addition of pore 1
(150 nm), (b) incubation and addition of (c) DPX (7.5mM)
and (d) Triton X-100 to EYPC-LUVs�HPTS in presence of
PTS [with increasing intensity after (c): 0 mM, 1 mM, 2.5 mM,
5mM, 10 mM, 20 mM and 40 mM]. The traces were normalized
to fractional emission I¼ 1.0 at (b) and I¼0.0 after lysis (d).
(e) Quenching unrelated to efflux through pore 1, see text
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Plate 1. Blocker efflux through blocked synthetic multifunctional pores, using HPTS as blocker and barrel 1 as the pore. Pore
blockage from the inside (IN) of a vesicle is defined by a low KD, i.e. kon


IN>> koff
IN �koff


OUT, blocker efflux is influenced by the
magnitude of kon


IN and koff
OUT. Pore 1 is a p-octiphenyl �-barrel, depicted as a cutaway suprastructure in bilayer membranes with �-


sheets as arrows, external amino-acid residues in dark on bright, internal ones bright on dark (single-letter abbreviations). As in
previous reports, we caution that the depicted structures may be viewed as, at worst, productive working hypothesis
compatible with results from function. We further caution that molecular recognition between blocker and pore is depicted and
described in an oversimplified manner, neglecting likely ‘background’ contributions from pores in the media, nonspecific
leakage, and so on


Plate 2. Assaying HPTS efflux from vesicles by external quenching with DPX, see text
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Plate 3. Blocking blocker efflux through blocked synthetic multifunctional pores, using HPTS as fluorescent blocker 1 (B1), PTS
as non-fluorescent blocker 2 (B2), and barrel 1 as pore. See Plate 1 for details
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along the ion conducting pathway of tetramer 7, the
suspected binding of two tetraanionic PTS blockers
(length � 1 nm) per pore (length 3.4 nm) is possible
from a structural point of view. In view of their not
always clear meanings, such interpretations of Hill coef-
ficients warrant, however, appropriate reservations.22


Further caution toward over-interpretation of PTS block-
age is indicated considering that several blockage me-
chanisms, reaching from the competitive PTS binding to
active pores as outlined in Plate 3 to the less
likely3,7,9,10,23–25 non-competitive PTS binding to aqu-
eous prepores or monomers, remain valid possibilities.
The finding, however, that blocker efflux through blocked
pores is not problematic and can be blocked by external
blockers is unambiguous. It confirms that expectations on
selectivity from biological ion channels apply to syn-
thetic multifunctional pores.


CONCLUSION


Coming back to the frequent confusion with synthetic
multifunctional pores: does molecular recognition by a
synthetic pore exclude molecular translocation through
the same pore? Based on results from a novel assay using
external quenching of released fluorescent blocker HPTS
by quencher DPX, the straightforward answer is ‘no’.
Imagining a blocked pore such as a corked wine bottle is,
therefore, not always correct, particularly not with sym-
metrical synthetic pores.
This conclusion does not come as a surprise. Accord-


ing to the principles of physical organic chemistry, it
simply confirms the obvious. Experimental support for
the possibility of blocking blocker efflux through blocked
pores by an opposing external blocker corroborates
similarly obvious expectations. The conclusion that
blocker efflux through blocked pores demonstrates se-
lectivity, however, is crucial to conceive, comprehend and


appreciate practical applications of synthetic supramole-
cular pores (e.g. remote control of catalysis within
synthetic pores by electrostatic steering).3 Although
agreement with previous studies1–11,23–25 and present
controls confirm validity of these important conclusions
as such, we reiterate that the system of interest is more
complex in reality than it may appear in this report, and
that many less relevant considerations have been ne-
glected or simplified with the only intention being to
preserve clarity and focus.


EXPERIMENTAL


General


EYPC was from Avanti, HPTS and DPX from Molecular
Probes, PTS, buffers, salts and Sephadex G-50 from
Sigma and Fluka-Aldrich. A Mini-Extruder with two
stacked polycarbonate membranes, pore size 100 nm
was used for LUV preparation (Avanti Polar Lipids).
UV–visible spectra were recorded on a Varian Cary 1 Bio
spectrophotometer, fluorescence spectra and kinetics on a
FluoroMax-2, Jobin Yvon-Spex) equipped with a stirrer,
a temperature controller and an injector port. Data
analysis was made with a KaleidaGraph 3.5.


Synthesis


Monomeric 13,23,32,43,52,63,72,83-octakis(Gla-Leu-Arg-
Leu-His-Leu-NH2)-p-octiphenyl for self-assembly of
barrels 1 was prepared in 19 steps as described pre-
viously.7


EYPC-LUVs ��������HPTS


25 ml of EYPC (1 gml�1 in EtOH) was diluted in 1ml
CHCl3 and 1ml MeOH. The solvents were slowly
evaporated on rotavapor to produce a thin, transparent
film. After drying in vacuo (>2 h), the lipid film was
rehydrated with 1ml HPTS-containing buffer {1.0 mM


HPTS, 5.0 mM N-[tris(hydroxymethyl)methyl]-2-
aminoethanesulfonate (TES), 96.8mM KCl, pH 7.0}
for more than 30min, subjected to 5 freeze–thaw cycles
and more than 10 extrusions. External HPTS was
removed by gel filtration (Sephadex G-50) with
HPTS-free buffer (5 mM TES, 100mMKCl, pH 7.0).
In the HPTS-free buffer, the KCl concentration was
increased from 96.8 to 100mM to compensate for the
absence of 1.0 mM HPTS with an osmolarity
�3.2�KCl.3 The LUV fractions were unified and
diluted to 6ml with the same buffer to give EYPC-
LUVs�HPTS stock solutions with the following
characteristics: 2.1 mM EYPC (phosphate analysis);
inside: 1.0 mM HPTS, 5.0 mM TES, 96.8mM KCl,
pH 7.0; outside: 5.0mM TES, 100mM KCl, pH 7.0.


Figure 3. Fractional activity Y of pore 1 in EYPC-
LUVs�HPTS as a function of the concentration of PTS
with curve fit to the Hill Eqn (1)
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HPTS efflux


EYPC-LUVs�HPTS (100 ml) were added to gently
stirred, thermostated buffer [1.9ml, 10mM 2-morpholi-
noethanesulfonic acid monohydrate (MES), 100mMKCl,
pH 5.5) in a fluorescence cuvette (2ml). Fluorescence
emission intensity It (�em¼ 510 nm, �ex¼ 415 nm) was
recorded as a function of time during addition of pore 1
(20ml of solutions in DMSO; 0–150 nM final tetramer
concentration) at time (a) (Fig. 1). After incubation for
about 1min, DPX (20ml of 750mM in water; 7.5mM final
concentration) was added at time (c) followed by 40ml
1.2% aqueous Triton X-100 at time (d) for lysis. Fluor-
escence kinetics were normalized to fractional emission I
using the equation


I ¼ ðIt � I0Þ=ðI1 � I0Þ ð2Þ


where I0¼ It at pore addition (b) and I1¼ It at saturation
after lysis (d).


PTS blockage


EYPC-LUVs�HPTS (100 ml) and PTS (0–40mM final
concentration) were added to gently stirred, thermostated
buffer (1.9ml, 10mM MES, 100mM KCl, pH 5.5) in a
fluorescence cuvette (2ml). Fluorescence emission in-
tensity It (�em¼ 510 nm, �ex¼ 415 nm) was recorded as a
function of time during addition of pore 1 (150 nM final
tetramer concentration) at time (a). After incubation for
about 1min, (20ml of 750mM in water; 7.5mM final) was
added at time (c) followed by 40ml 1.2% aqueous Triton
X-100 at time (d) for lysis. Fluorescence kinetics were
normalized to fractional emission I using Eqn (2).
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ABSTRACT: Four elements which may prove useful for the construction of molecular shuttles and other devices at
the molecular level are discussed. (i) A novel anion-mediated template effect allows functionality to be introduced
into the axle center pieces of rotaxanes so that molecular motions of the axle and wheel can be controlled by external
stimuli. (ii) The deslipping kinetics of rotaxanes provide valuable insight into large changes of the deslipping rate
caused by minimal structural changes. These effects, once understood, could be exploited for an optimization of the
functionality of molecular devices. (iii) A wheel with an exocyclic metal coordination site provides access to self-
assembled species that combine more than one macrocycle or rotaxane. This is a step towards a controlled growth of
more complex species and in future may help to reduce the synthetic efforts needed for the generation of large and
complex systems through self-assembly rather than covalent synthesis. (iv) In particular, for self-assembled systems
with their often high degree of symmetry, mass spectrometry provides a valuable tool for the determination of their
sizes. Beyond characterization, mass spectrometry provides an insight into structural details and the intrinsic
reactivity of supramolecular species and thus can be expected to play an increasingly important role in the
examination of molecular devices. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: supramolecular chemistry; molecular machines; mechanical bond; rotaxanes; templates; deslipping kinetics;


self-assembly; mass spectrometry


INTRODUCTION


Supramolecular chemistry is currently experiencing a
shift of focus from structure to function.1 While the
aesthetics of beautiful molecules and the invention of
ever-new topologies of mechanically interlocked com-
pounds has motivated earlier research, many groups to-
day are working on the implementation and development
of devices2 at the nanometer scale for molecular electro-
nics,3 artificial photosynthesis,4 construction of ion chan-
nels,5 or the control of molecular motions,6 just to
mention a few. The promises and visions of this endeavor
are multifaceted and range from the construction of
computer chips of the smallest possible size to the self-
fabrication of new materials with as yet unforeseen
properties.7 However, before these goals can be achieved,


a large amount of additional work has to be dedicated to
this field, which could be considered to be still at the very
beginning.


For example, the control of molecular motions in
mechanically bound species such as rotaxanes and cate-
nanes has been achieved and molecular shuttles have
been synthesized whose states can be addressed by light,8


electrons9 or chemical signals.10 However, the problem
of unidirectional motion11 in what could be called a
molecular rotational motor has only recently been ad-
dressed12 and it is still not at all clear which machine
could be driven by such a motor and how the mechanical
energy could be converted to drive that machine. Often,
even the synthesis of mechanically bound molecules is a
veritable challenge, although the literature provides a
huge body of studies on template effects for efficient
rotaxane and catenane syntheses.13 Nevertheless,
whether it is easy to realize depends a great deal on the
particular details of the desired structure.14 Other pro-
blems remain to be solved, among them the question of
how to optimize a molecular motor with respect to its
efficiency once it has been successfully realized. Beyond
a single molecular machine, order is needed for joint
action of a large number of such machines if macroscopic
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effects are to be generated. Such order can be realized in
membranes, as nature does frequently,15 on surfaces,16 or
by self-assembly17 of small and easy to synthesize
building blocks into larger and more complex species.
Finally, the problem of a sufficiently precise character-
ization of such complex and weakly bound entities must
be solved. These ideas, which have been addressed only
very briefly here, are the outline of the scope of the
present paper. Some of our recent results on each of these
topics will be presented.


RESULTS AND DISCUSSION


Novel anion-mediated template effect
for the synthesis of rotaxanes with
functionalized axle center pieces


Let us begin with the synthesis of rotaxanes with func-
tional groups, i.e. phenolic OH groups, incorporated
in their axle center pieces (Scheme 1). These phenols
can be expected to permit controlled structural changes
mediated by external stimuli, e.g. deprotonation should
greatly enhance their hydrogen bonding abilities and thus
should affect the motion of the tetralactam macrocyclic
wheel around the axle significantly. For their synthesis,18


the same phenolic OH group can be elegantly exploited
(for other anion template effects for the synthesis of
rotaxanes, see Ref. 18).19 The center piece is deproto-


nated and threaded into the macrocycle by formation of
strong hydrogen bonds between the two components. The
P1 phosphazene base is excellent for deprotonation,
because it increases solubility in non-competitive sol-
vents such as methylene chloride even beyond that of the
neutral phenol itself. Once threaded, two stoppers can be
attached to the amino groups at the two ends of the axle
center piece, thus trapping the wheel on the axle by a
mechanical bond. Evidence for the formation of the
rotaxane comes from NMR studies and mass spectro-
metry. Owing to the anisotropy of the aromatic rings of
the macrocycle, characteristic shifts of the signals for the
axle protons can be observed relative to the free axle. In
the MALDI mass spectra, intense signals for the proto-
nated, sodiated and potassiated rotaxane are observed
compared with only very minor signals for the two
components. This indicates a fairly stable structure and
thus excludes the formation of proton or sodium bridged
dimers, which lack the mechanical bond. Interestingly,
methylation of the phenolic OH group with methyl iodide
after deprotonation could not be achieved. This points to
the strongly hydrogen-bonded phenolate ion, which bears
the wheel positioned exactly around the nucleophile as a
non-covalent protecting group.20


Deslipping kinetics of rotaxanes: large effects
from small structural changes


Besides making rotaxanes, their destruction through
deslippage of the wheel over one stopper can be infor-
mative.21 A detailed analysis of the deslipping kinetics
provides insight into the complementary size of the
stopper boundaries and the inner diameter of the wheel
cavity and thus allows steric demand to be measured
experimentally through a supramolecular approach.
Beyond the measurement of steric size, the deslipping
kinetics also provide access to features connected to the
dynamic behavior of the rotaxane, such as internal hydro-
gen bonding, flexibility and others.22


Differences in flexibility lead to changes in the entropy
of activation. For example, the sulfonamide wheel shown
in Scheme 2 deslips more quickly than the corresponding
tetralactam macrocycle due to the lower rotational barrier
of the S—N bond as compared with the C—N bond in
carboxamides.23 This is reflected in the change of the
activation entropy, while the activation enthalpy remains
almost the same for both rotaxanes. Conversely, a change
in the size requirements leads to differences in the
enthalpic contributions to the barrier. The pyridine build-
ing block in the tetralactam macrocycle in Scheme 3 is
capable of forming rather strong intramolecular hydrogen
bonds with the adjacent amide NH protons. This reduces
significantly the size of the wheel and deslipping is only
possible after breaking the hydrogen bonds. Thus, their
binding energy contributes to the activation enthalpy,
increasing the half-life by a factor of more than 10 000.23


Scheme 1. Synthesis of a rotaxane with a phenolic center
piece through a novel anion template effect
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These results suggest that the deslipping reaction is a
highly sensitive tool to detect small changes in the
structure of these rotaxanes and their consequences for
the dynamic behavior. Probably, one of the smallest
possible structural changes is isotopic substitution and
it is an interesting question whether the deslipping reac-
tion would give different results for rotaxanes with
deuterated stoppers as compared with their unlabeled
analogues.24 This is indeed the case: owing to the smaller
vibrational amplitude of the C—D bond, the deuterated
rotaxanes depicted in Fig. 1 deslip at a ca 10% higher rate
yielding a secondary, steric kinetic isotope effect of ca
0.9.


Finally, the mere orientation of an ester group in the
axle is significant (Fig. 2).25 The rotaxane with the
benzoic acid stopper (Fig. 2, top) does not show any
deslipping in tetrachloroethane even after prolonged


heating for 200 h. In marked contrast, the rotaxane with
the phenol stopper (Fig. 2, bottom), which differs only by
the orientation of the ester groups, deslips with a half-life
of ca 2 h. Since this effect is much reduced in a compe-
titive solvent such as DMSO, we interpret these results as
being a cooperative interplay of hydrogen bonding be-
tween axle and wheel and the reduced flexibility of the
benzoic acid stopper, which bears a carbonyl group
conjugated to the stopper phenyl ring. The conjugation
increases rigidity due to a higher rotational barrier.


These findings, which can only be summarized briefly
here, demonstrate that small structural changes can cause
unexpectedly large effects in the deslipping kinetics.
Once understood, such effects can consequently be uti-
lized to optimize the function of molecular machines
without completely changing their structure, thus avoid-
ing unwanted side effects.


Building larger architectures: macrocycles and
rotaxanes with exocyclic metal coordination sites


On working towards molecular machinery, one encoun-
ters the problem of putting together large and compli-
cated species in order to generate a complex function.
Covalent synthesis has disadvantages here, because it
would require a considerable effort, comparable to
the total synthesis of complex natural products. Self-
assembly strategies allow the chemist to use much simpler
building blocks, which are suitably ‘programmed’ to
organize themselves into the desired complex architec-
ture.17 In order to proceed in this direction, we synthe-
sized a new tetralactam wheel bearing an exocyclic metal
coordination site (Scheme 4).26 In the preparation, an


Scheme 3. Activation parameters for the deslipping of rotaxanes bearing isophthalic acid amide or pyridine dicarboxamide
subunits in their wheels. Intramolecular hydrogen bonding, as shown in the inset, fixes the wheel conformation and reduces the
inner diameter. For deslipping, the hydrogen bonds must be broken


Scheme 2. Activation parameters for the deslipping reac-
tion of rotaxanes bearing tetralactam and sulfonamide
wheels. The different deslipping rates are mostly due to
changes in activation entropy, which reflect the higher
flexibility of the sulfonamide group
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octalactam macrocycle that is twice as big and a catenane
with the same elemental composition are formed, which
can easily be characterized by mass spectrometry (see
below). It is possible to prepare rotaxanes from the
tetralactam macrocycle, if a larger tris-(t-butylphenyl)-
methyl phenol stopper is used to prevent deslippage. All
species have been examined with respect to their
ability to form complexes with Cu(I) and it turned
out that the tetralactam macrocycle and the catenane
dimerize through one or two copper ions, respectively,
while the large macrocycle forms a figure-eight
shaped monomer with the copper ion at the center


(Plate 1). Interestingly, a bpy2Ru(II) complex of the
tetralactam macrocycle showed excellent anion binding
behavior. While dihydrogen phosphate binds in DMSO to
the macrocycle alone with a binding constant of ca
1000 M


�1, the ruthenium complex exhibits much stronger
binding (K¼ 25 000 M


�1).
It should be possible to extend the principle illustrated


for these macrocycles, catenanes and rotaxanes to even
larger self-assembled species and thus provide access to
complex systems with complex functions. However, one
problem remains: it is necessary to connect identical units
to each other so that a fruitful combination of the
principles of self-assembly and some other type of
‘sequence’ information are required. So far, this problem
seems to remain largely unresolved.1b


Mass spectrometry as a tool for the investigation
of supramolecular species


The fourth aspect of this paper is the characterization
of supramolecular species. In particular, the analysis of


Figure 1. The deslipping reaction of rotaxanes follows a
unimolecular rate law as indicated by a linear plot of ln(c/c0)
versus time t. Rotaxanes with deuterated stoppers deslip at a
higher rate than their unlabeled isotopologues with an
inverse kinetic isotope effect of 0.9. This KIE reflects the
lower vibrational amplitude of the C---D bond


Figure 2. 1H NMR spectra (tetrachloroethane-d2, 120
�C)


obtained after different time intervals for two rotaxanes that
differ merely with respect to the orientation of the ester
groups in the axle. While the rotaxane on top does not deslip
even after prolonged heating, the half-life of the second
rotaxane is ca 2 h at 120 �C


Scheme 4. Synthesis of a tetralactam macrocycle bearing
an exocyclic metal coordination site and the octalactam and
catenane side products


970 C. A. SCHALLEY


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 967–972







Plate 1. Top: Anion-templated rotaxane synthesis utilizing a biquinoline-bearing wheel and subsequent dimerization of the
rotaxane via Cu(I). Bottom: MM2 optimized structure of the rotaxane dimer held together by a central Cu(I) ion. Blue parts of
the space-filling representation correspond to the two macrocyclic wheels, dark grey and light grey parts represent the two
axles threaded through the two perpendicular macrocycles
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Plate 2. Top: Self-assembly of a molecular square containing azopyridine ligands and force field minimized structure of the
product in space-filling representation. Bottom: Molecular formulae of the four softball monomers which, due to spacers of
different lengths, have inner cavities of different volumes. Typical guests are shown that have been used to fill the cavities.
Arrows indicate hydrogen bond donors and acceptors. The inset on the left shows a force field minimized structure of one of
the softballs
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self-assembling complexes that contain multiple copies
of the same building blocks requires precise size infor-
mation. Owing to a high degree of symmetry, other
methods often yield ambiguous data leaving the question
of stoichiometry unanswered. In this instance mass spec-
trometry is a very valuable tool yielding very precise data
even for mixtures, provided that the intact ionization of
the species under study can be performed successfully.27


Beyond a merely analytical application of mass spec-
trometry, it also enables supramolecular complexes in the
gas phase to be examined and thus provides information
about the structure of supramolecular complexes, their
reactivity or their thermochemistry. In particular, the
comparison of thermochemical data from gas phase and
solution experiments could provide a profound insight
into the role of solvation (see Ref. 28, for example,
for a discussion of the best fit concept of cation/crown
complexes).


We have been able to address the structural topic with a
study on how to distinguish the topology of macrocycles
and catenanes, such as those shown in Scheme 4 and
similar analogues.29 Indeed, the fragmentation pattern in
a tandem MS experiment, in which the ions are selected
by mass and subjected to collisional activation, are
clearly indicative of the topology. While all monocyclic
species exhibit an intense loss of a neutral water mole-
cule, the catenane undergoes ring cleavage followed by
loss of one of the two macrocycles, which are no longer
intertwined after dethreading. Another structural issue
that could successfully be resolved by mass spectrometric
means is the structural integrity of hydrogen-bonded
capsules (Plate 2, left).30 The two monomers of this
‘softball’ are C-shaped and are held together by hydrogen
bonds, thus generating a cavity, the inside of which can be
filled with guests.31 With positively charged guests, intact
ionization is possible and experiments with deformed
capsule monomers, oversized guests and heterodimer
formation provide evidence for a capsular structure.
Collision experiments give rise to covalent bond clea-
vages competing to some extent with guest release, which
supports the assumption that the guest is tightly bound
inside the cavity. Supramolecular squares (for a selection
of reviews see Ref. 32) can serve as the last example for
the utility of mass spectrometry.33 These species can not
only be studied with respect to their structure, but also
their reactivity can be examined. After cleavage of the
macrocycle, one free end can favor one of all possible
fragmentation reactions through what could be called a
supramolecular neighbor group effect, giving rise to a
triangle in a true gas-phase reaction.


CONCLUSIONS


With these four aspects of our approach to functional
supramolecular species, we combine synthetic supramo-
lecular chemistry with mass spectrometry as a specific


method for elucidating the properties of the supramole-
cular species under study. Although this account gives an
overview of a research program we started only recently,
we consider that implementing functionality into these
structures is one of the primary goals, in order, finally, to
be able to construct devices for technical applications.
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epoc ABSTRACT: The anion of 3-chloro-3-phenylselenocyclobutanecarbonitrile undergoes in DME, in the presence of
alcohols, competitive protonation and �-elimination reactions [Eqn (1)]. With highly acidic alcohols such as
trifluoroethanol the protonation is diffusion controlled and the rate for the cross ring elimination reaction is greater
by a factor of three (at an alcohol concentration of 1 M). However, in the presence of BH3 or Bu3B, the protonated
product becomes dominant. This result is attributed to the binding of the carbanion by the boranes. Experimental data
as well as ab initio calculations show that the preferred complexation site is the ring carbon and not the cyano nitrogen
of the complex. The results also show that direct protonation of the complex is not a viable rationalization of
the findings. It is suggested that the enhanced protonation results from the formation of a hydrogen bond between
the alcohol and the cyano nitrogen, thus increasing the effective molarity of the proton donor which migrates to the
�-carbon upon dissociation of the C—B bond. Copyright # 2004 John Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience
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INTRODUCTION


The nature and reactivity of a carbanion are known to be
affected by the ion paired to it.1 The ability of tri-alkyl
boranes to form stable complexes with anions is well
established and it is therefore reasonable to expect that
the reactivity of a complexed carbanion will differ from
that of the free one. Surprisingly, not very much has
been published on the modification of carbanion reactiv-
ity by boranes. In the absence of prior systematic studies
in this field we have conducted some preliminary
explorations. Recently we examined the effect of Et3B
on the C/O alkylation ratio in the reaction of 2-nitropro-
panide anion with p-nitrobenzyl bromide and discovered
that Et3B significantly increased the yield of C-alkylation
at the expense of O-alkylation.2 An incidental but
interesting observation in that study was that when
treated with Et3B and base, p-dinitrobenzene yielded
(in 5 min at room temperature, ca 80% isolated yield)
p-nitroethylbenzene.3


In the present work we wish to establish the effect
of borane on the product distribution (protonation vs
elimination) in the reaction of carbanion 1 as shown in
Eqn (1).


ð1Þ


This carbanion is generated by nucleophilic attack of
PhSe� on 3-chlorobicyclobutanecarbonitrile.


We have recently reported a thorough analysis of this
reaction in the absence of borane.4 The major observation
was that acidic alcohols such as trifluoroethanol (TFE)
and hexafluoroisopropanol (HFIP) react with carbanion 1
to give 3 at a diffusion controlled rate and that the internal
elimination to form the bicyclobutane derivative (2) has a
rate constant of ca 3� 1010 s�1. Protonation by the less
acidic alcohols, t-BuOH, i-PrOH and MeOH is, as ex-
pected, less effective.


RESULTS AND DISCUSSION


The effect of two boranes, BH3 (added as a THF
complex) and tributylborane (Bu3B), on the product
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distribution in the reaction of 1 [Eqn (1)] was examined.
Regardless of the identity of the borane used, the percen-
tage protonation was significantly increased. BH3 was
more effective than Bu3B in increasing the protonation
yield. This was more pronounced mainly with the more
sterically hindered alcohols i-PrOH and t-BuOH. How-
ever, the results with BH3 suffered from a relatively high
degree of irreproducibility, probably due to adventitious
water and to the destruction of BH3 by the alcohols. The
latter cause was demonstrated by pre-incubation of the
BH3 with the solution containing the alcohol for 10 s,
which resulted in a marked decrease in the protonation
product. No such effect was found when the BH3 was first
mixed with the nucleophile (PhSe�) and then added to the
substrate. The reaction is completed almost on mixing
and product distribution remains constant from ca 5 s
after mixing up to at least 2 h. The results with Bu3B were
much more reproducible.


Since borane increases the percentage of protonation, it
is clear that the borane must be present at the reaction
center at the time of the reaction. Focusing on carbanion
1, there are two possible coordinating sites: the ring
carbon bearing the charge and the nitrile nitrogen. Ab
initio calculations on a model compound, 2-cyanopropa-
nide anion, using the Gaussian 98 package of programs5


at the B3LYP/6–31þG* level6 (all calculations through-
out this work were performed at this level), showed that
Me3B binds more strongly to the carbon than to the
nitrogen by 6.2 kcal mol�1 (1 kcal¼ 4.184 kJ). Energies
and the main structural parameters of all the species
calculated in this work are given in Chart 1. However,
it is possible that in the case of the cyclobutane ring of 1,
1–3 diaxial interaction of the Bu3B with either of the
groups Cl or PhSe may cause a preference for N-com-
plexation. Contrary to the above, using the combination
of 3,3-dimethylcyclobutanecarbonitrile anion with Me3B
as a model, we found that the preference for C-com-
plexation increased to ca 12 kcal mol�1. This is probably
because the N-binding structure imposes more angle
strain on the ring since C-1 in the keteiminic structure
becomes formally sp2 hybridized as opposed to sp3


hydridization in the C-complex.


Effect of BH3


Presented in Table 1 are the percentage protonations
obtained for the five alcohols used at a 1 M molar
concentration in dimethoxyethane (DME). The concen-
trations of phenylselenolate (PhSe�Naþ), 3-chlorobicy-
clobutanecarbonitrile and the borane reagent are 0.05 M


throughout this work unless otherwise noted.
As can be seen from Table 1, BH3 increases the extent


of the protonation in the following order: t-BuOH
(7.9)> i-PrOH (5.4)>MeOH (3.3) � TFE (2.8) �
HFIP (3.4). As TFE and HFIP react with the free carba-
nion 1 at a diffusion controlled rate, and yet percentage


protonation is increased even with these alcohols, it
appears that the borane affects the product distribution
by slowing the �-elimination more than the protonation.
Within the framework of a non-refined model, an equili-
brium may exist between the borane complex and the free
carbanion and, in principle, each of the two may lead to
the formation of both 2 and 3 or one of them.


As the free carbanion leads preferentially to elimina-
tion (2), the complexed carbanion appears to favor greatly
the protonation path. A mechanism which might be
considered, based on analogy with the traditional four
centered transition state suggested for hydroboration7 (4),
is one in which at the transition state, the proton transfer
takes place simultaneously with ligand change on the
borane, from carbanion to alkoxide (5).


While we cannot exclude this possibility with certainty,
we find it somewhat unlikely since in transition state 5 the
boron is pentacoordinated (as distinct from a tetracoordi-
nated boron at the hydroboration transition state, 4). In
order to clarify this point further, and since the results
with BH3 were not highly reproducible, we focused our
study on the reaction in the presence of Bu3B.


Effect of tributyborane


Two series of experiments were performed using Bu3B.
In the first, the concentration of the alcohols was changed
in the range 0–1 M while that of the other three reactants
was kept as 0.05 M. The results are given in Table 2. In the
second series, the concentration of the alcohols was 1M,
that of the PhSe� and 3-chlorobicyclobutanecarbonitrile
was retained at 0.05 M and the concentration of Bu3B was
varied over the range 0–0.05 M. Results are presented in
Table 3 and the dependence of the protonation/elimina-
tion ratio vs borane concentration is presented in Fig. 1.


The data in Tables 2 and 3 clearly show that even if the
participation of a pentacoordinated boron at the four
centered transition state is theoretically a viable option,
it cannot be a major route since the highly hindered Bu3B
is also very effective in promoting protonation.


Before we discuss the protonation enhancement me-
chanism by the borane, we would like to establish more
precisely the details of complexation of the carbanion by
borane. The aforementioned ab initio computations sug-
gested that the preferred complexation site on 1 is not the
nitrogen but the carbon atom. Specifically we should
address the questions: how does the boron get to the
complexation site and what is the ratio of the complexed
carbanion to the free one?
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Chart 1. Bond lengths in angstroms, angles in degree, energies in a.u.
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It is highly unlikely that free Bu3B and the free 1 are
fully equilibrated. This is because TFE and HFIP both
react with free 1 at a diffusion controlled rate and are
present in concentrations as high as 1 M, i.e. more than an
order of magnitude excess over the free Bu3B. Under
these conditions, since the protonation will largely super-
sede equilibration, such an equilibrium cannot be fully
established. Moreover, any free borane will be captured
by the alkoxides generated in the course of the protona-
tion reaction (probably also at a nearly diffusion con-
trolled rate). Thus, another mechanism which brings the
boron to the carbanion must be operating.


Our experiments regarding the stability of BH3 in the
presence of alcohols (pre-incubation with alcohol as
opposed to prior mixing of the borane with the nucleo-
phile) indicate that the borane is strongly complexed to
the nucleophile-PhSe�. However, as the extent of com-
plexation also depends on competition with other possi-
ble electron donors in the solution, we have calculated the
complexation energy of various species present in the
solution with the borane. For reasons of economy we


performed the calculations on model molecules. Thus,
the interaction of alcohols with Bu3B was simulated by
the interaction of MeOH with Me3B; the solvent DME
was simulated by Me2O (with Me3B), whereas the inter-
action of borane with the five alkoxides was studied using
Me3B with the actual alkoxides. In these calculations
i-PrSe8 mimicked PhSe and Et3B replaced Bu3B. For
pseudopotentials for Se see Ref. 8, and H. Basch provided
the addition of diffuse and polarization functions in a
personal communication. Borane binding energies are
given in Table 4 and energies and major structural
parameters are given in Chart 1.


The data in Table 4 clearly show that binding
energies of borane to neutrals are at least an order of
magnitude lower than those to anions. We suggest


Figure 1. Protonation/elimination ratio as a function of
Bu3B concentration in the presence of 1M MeOH, TFE and
HFIP


Table 2. Percentage protonation of 1 in the presence of
0.05M Bu3B in DME at room temperature as a function of
the concentration of the proton donor


[ROH](M) HFIP TFE MeOH i-PrOH t-BuOH


0 1 0.8 0.7 0.4 0.7
0.05 17.6 19 7.1 2.5 1.3
0.1 25.8 30 11.3 4.2 2.1
0.5 51.6 53 46.2 22 7.3
0.75 58.1 60 57 33 12.5
1 62 64 59 41 14.7


Table 3. Percentage protonation of 1 in DME at room
temperature as a function of Bu3B concentration in the
presence of 1M ROH


[Bu3B](M) HFIP TFE MeOH


0 27 25 19
0.005 38 28 25
0.01 37 31 28
0.025 53 46 44
0.05 59 59 56


Table 1. Percentage protonation of 1 in DME at room
temperature as a function of the alcohol used in the
presence and absence of BH3


ROHa HFIP TFE MeOH i-PrOH t-BuOH


25.2 23.9 18.3 13.9 8.5
BH3


b 85.2 67.2 60.8 74.6 67.5


a Alcohol concentration is 1.0 M.
b BH3 concentration is 0.05 M.
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therefore that upon mixing, the boron immediately forms
a complex with the nucleophile which, at the beginning of
the reaction, is the only negative species present in
the solution. Upon its attack on the substrate, the nucleo-
phile sheds the borane, which may either complex with
the carbanion or escapes the cage [Eqn (2)].


ð2Þ


For the reason stated above, the Bu3B that diffuses away
only has a meager chance of recomplexing with the
carbanion before protonation or elimination occurs.


The data in Table 4 also show that boron does not
complex effectively to the alcohols (especially in the
presence of a large excess of the solvent) and probably
does not contribute much to increasing their acidity.


Thus, in the model we propose, the borane rides to the
reaction center on the back of the nucleophile (PhSe�)
where part of it is captured by the incipient carbanion.


Let us now turn to the mechanism by which borane
enhances protonation over elimination relative to the free
carbanion. The carbanion formed may exist in three
states: borane complexed (C—B), an ion–dipole inter-
mediate (C//B) and free (C) [Eqn (3)].


ð3Þ


These states may in principle undergo both protonation
and elimination as does C. Clearly, a higher protonation/
elimination ratio in the presence of borane implies that


protonation is enhanced relative to elimination for at least
one of the species, C—B or C//B.


We will first examine direct protonation of the complex
C—B. As cyclic syn-protonation (protonation with re-
tention of configuration as in 5) is unlikely by the
mechanism shown above, we will focus on anti-protona-
tion [Eqn (4)]. We were unable to pinpoint the structure
of the transition state for this reaction. However, based on
point by point search we estimate the activation energy to
be around 35 kcal mol�1.


ð4Þ


We have found computationally that the equili-
brium energy for the protonation by MeOH increases
from 3.3 kcal mol�1 for the free i-PrCN anion to
18.1 kcal mol�1 for the borated carbanion. These calcula-
tions refer to the gas phase. In DMSO, MeOH is slightly
more acidic (2 pKa units) than MeCN.9 However, the
complexation energy of the carbanion to the borane (ca
35 kcal mol�1) more than compensates for this small
difference in acidity. Therefore, the high endothermicity
of the anti-protonation reaction negates the direct anti-
protonation as a possibility.


While we cannot rule out the possibility of protonation
on the ion dipole complex C//B [Eqn (3)] it is difficult to
see why this will be favored more than elimination
relative to free carbanion C. We would like, therefore,
to suggest a mechanism which will account for all
the observations made. According to this mechanism,
the complexed borane (C—B) undergoes neither proto-
nation nor elimination. Rather, it forms a hydrogen
bond (probably through the nitrogen) with the alcohol
present.10 This effectively increases the local concentra-
tion of the proton donor and when the complex C—B is
eventually cleaved, C-protonation may take place without
having to wait for the alcohol molecule to diffuse toward
the carbanion [Eqn (5)].


ð5Þ


Calculations show that the hydrogen bonding to the
nitrogen [Eqn (6)] is exothermic by ca 17 kcal mol�1.
(It should be noted that in solution this value, which
relates to the gas phase, is expected to decrease). This
hydrogen bonding also diminishes the capability of the
negative charge in 1 to displace the Cl to give 2.


ð6Þ


Table 4. Complexation energies (B3LYP/6-31þG*) between
various donors and boranes


Complexation energy
Donor Borane (kcal mol�1)


Me2C—CN� (C)a Me3B �36.9
Me2C—CN� (N)b Me3B �30.7
3-Me2-cyc-Bu-1-CN anion (C)a Me3B �37.4
3-Me2-cyc-Bu-1-CN anion (N)b Me3B �28.7
MeOH Me3B �1.2
i-PrSe� Et3B �15.9
Me2O Me3B �0.7
MeO� Me3B �52.3
i-PrO� Me3B �40.9
t-BuO� Me3B �40.2
CF3CH2O� Me3B �40.8
(CF3)2CHO� Me3B �29.4


a The carbon atom is the complexation site.
b The nitrogen atom is the complexation site.
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From the nitrogen the alcohol may move to the carbon by
a series of dissociation–association steps or glide over the
�-system in a manner similar to Cram’s conducted tour
mechanism.11


Thus, it is clear that protonation is enhanced not due to
increasing the rate constant (which cannot be done for a
diffusion controlled reaction) but rather by increasing the
effective concentration of the proton donor. It also ex-
plains why the increase in the percentage protonation by
0.05 M Bu3B (in the presence of 1 M ROH) is nearly the
same for all the alcohols (2.5-, 2.8-, 3.5- and 2.9-fold for
HFIP, TFE, MeOH and i-PrOH, respectively) except for
the most sterically hindered t-BuOH (1.7-fold). This is
because hydrogen bonding is not strongly depended on
the acidity12 and therefore all alcohols will enjoy nearly
the same increase in the protonation fraction (apparently
subjected somewhat to steric effects). This is because
Bronsted a which is a measure of the degree of proton
transfer is likely to be very small. For related discussions
see Ref. 12.


CONCLUSIONS


While we do not want to generalize we would like, on the
basis of this study and the limited data available, to
suggest that borane differs significantly from metals
paired to carbanions in the affect on the carbanion
behavior. The high affinity of boranes for carbanions
places them closer to hydrogen than to metal cations. In
other words, the effect of boranes is not tunable like that
of an ion pair. Rather, they evoke more of an ON–OFF
response, resembling a proton in this respect. When a
carbanion is protonated/borated, its reactivity is in the
OFF mode and when it is not bound to proton/borane, it is
in the ON mode.


The similarity between boranes and a proton is that
their interaction with carbanions is mainly covalent
whereas that of metals (apart from Li) is largely ionic.
As electrostatic interactions, relative to covalent interac-
tions, are long range, there is plenty of room for tuning.
For ion pairs, variation of the solvent and the cation may
affect the intimacy of the ion pair from contact to solvent
separated and to free ions. For each type of the ion pairs,
variation of the metal may affect the reactivity. For
boranes, there are hardly intermediate states. The borane
is either bound to the carbon and in this case the
carbanion’s reactivity is quenched, or it is dissociated
from the carbon and in the absence of Coulomb interac-
tions the carbanion is free and will react as such. Thus, for
example, reducing the binding ability of borane, either by
varying the bulkiness of its substituents or their electronic
properties, will affect the proportions of the two states
(free or bound) but will not introduce an additional
state. In fact, in this respect, boron even surpasses the
proton since the latter may form hydrogen bonds to the
carbanion, whereas boranes will merely have an ion


dipole interaction, which is rather weak, especially in
solution.


There is, however, a major difference between borated
and protonated carbanions. While the latter are neutral,
borated carbanions bear negative charge. The conse-
quences of this are two-fold. The first is that being
negatively charged it may react as a single electron
donor. The second is that in the case of multidentate
carbanion, reactivity, albeit largely reduced, may still
remain and preferential binding of the boron to one site
will shift the reaction center to the other. The present
study is an example of the latter statement. The borated
complex does not undergo carbon protonation but rather
shifts the initial interaction site of the proton donor to
the nitrogen.


EXPERIMENTAL


General


NMR spectra were recorded on a 300 MH spectrometer
and measured in CDCl3 solution. HPLC analyses were
conducted using an Altech Econosil 10mm, 250 mm long
and 4.6 in diameter, column with an eluent of 5% THF in
heptane. The same column with a 10 mm diameter was
used for preparative separations. All the materials used
were analytical-reagent grade. MeOH, t-BuOH and i-
PrOH were dried according to published procedures.13


Reactants and products


3-Chlorobicyclobutanecarbonitrile was prepared accord-
ing to the literature procedure.14 The products 3-phenyl-
selenobicyclobutanecarbonitrile (2) and 3-chloro-3-
phenylselenocyclobutanecarbonitrile (3) are known
compounds.4


Reaction procedure


The reactions of 3-chlorobicyclobutanecarbonitrile with
PhSeNa in DME were conducted in a glove box under
nitrogen at room temperature. To 0.95 ml of a solution
containing the substrate, 0.05 ml of a solution containing
the PhSeNa was added. In the reactions in the presence of
boron (BH3 and Bu3B were purchased as 1 M THF
solutions sealed under nitrogen), the boron solution was
initially added in the appropriate amount to the nucleo-
phile DME solution and aliquots from this solution were
added to the DME solution of the substrate. In cases
where the reaction was conducted in the presence of
alcohol, the alcohol was added to the substrate solution
prior to the addition of the salt. Immediately upon
mixing, precipitation of NaCl was observed. The mixture
was taken out of the glove box and diluted (1þ 9) in the
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eluent solvent of the HPLC. Quantitative analyses were
routinely carried out by HPLC and occasionally also by
NMR. Identical results were obtained within experimen-
tal error (� 3%).
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ABSTRACT: Mononuclear Cr(III)–silica models have been studied by quantum chemical methods with respect to
catalytic activity toward dehydrogenation of ethane. Both cluster and slab models have been developed and used to
explore the conceptual model of mononuclear Cr(III) with three covalent ligands that coordinate through oxygen. The
study focuses on a reaction mechanism consisting of three main reaction steps: (1) C—H activation of ethane
according to �-bond metathesis and accompanied by the formation of O—H and Cr—C bonds, (2) �-H transfer to
chromium with subsequent loss of ethene and (3) regeneration of the chromium site under evolution of H2. An
alternative mechanism is also explored, in which C—H activation takes place at a reactive hydridochromium
complex. Stationary points pertaining to these reactions have been optimized, and free energy calculations are used to
identify the rate-determining steps. The influence of the local structure of the chromium surface sites is explored by
means of a number of idealized surface models and electronic energy profiles for the reactions. Copyright # 2004
John Wiley & Sons, Ltd.
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INTRODUCTION


Dehydrogenation has become an increasingly topical
method for chemical upgrading of liquid natural gas.1,2


Both homogeneous and heterogeneous catalytic systems
have been developed, and some 7 million metric tons of
C3—C4 olefins are anually produced this way.2 Finely
dispersed platinum and oxide-supported chromium2,3


appear as the most interesting catalysts from an industrial
point of view. Chromium shows interesting catalytic
activity on alumina, which was the original4 and still is
the most commonly used support, but also on silica,
zirconia and titania.3


Specific aspects of the preparation of the catalyst affect
the activity of chromium in these systems. Chromium is
added in the form of a precursor compound, and only
after drying, calcination and reduction is the catalyst
active.3 After calcination, chromium is believed to be
anchored via oxygen bridges to the substrate.5–7 At low
chromium load on silica, mononuclear Cr(VI)6,8,9 dom-


inates, although dichromium species have also been
reported.10,11 At higher chromium load, �-Cr2O3 parti-
cles start to appear.8,11,12 The mononuclear Cr(VI) spe-
cies have been characterized by IR and Raman
spectroscopy to have distorted tetrahedral structure and
to possess two doubly-bonded terminal oxo ligands.6,9 In
the reduction phase, both the nature of the surface, the
reducing agent and the temperature influence the final
composition. On silica, CO reduces Cr(VI) to Cr(II)10,13


whereas H2 and alkanes favors reduction to Cr(III).13 Re-
heating under humid conditions leads to re-oxidation of
Cr(II) to Cr(III).14–16


There is some controversy concerning the oxidation
state of chromium active for dehydrogenation of alkanes.
Both Cr(II)14,17 and Cr(III)18–20 were proposed as the
active state quite early on. The dominating view in the
modern literature is that þIII is the most active oxidation
state for dehydrogenation, possibly with minor contribu-
tions from þII.13,21–25


Concerning the dispersion of active chromium, below
mono-layer coverage and on both alumina, silica and
zirconia, a linear relationship is found between the
number of mononuclear Cr(VI)/Cr(V) species after cal-
cination, and catalytic activity after reduction.13,26–29 On
this basis, DeRossi and co-workers13,26,27 concluded that
the reaction requires only mononuclear chromium
species. This does not imply that CrOCr linkages are


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 990–1006


*Correspondence to: K. J. Børve, Department of Chemistry, University
of Bergen, Allégaten 41, NO-5007 Bergen, Norway.
E-mail : knut.borve@kj.uib.no
yPaper presented at the 9th European Symposium on Organic
Reactivity, 12–17 July 2003, Oslo, Norway.
Contract/grant sponsors: Research Council of Norway through the
Programme for Supercomputing; Deutsche Forschungsgemeinschaft;
Contract/grant number: SFB 546.







detrimental,13 polynuclear species are in fact reported to
be highly active.21,29,30


In agreement with the cited observations, redox Cr(III)
species, i.e. Cr(III) species resulting from reduction of
Cr(VI)/Cr(V), have been identified as very likely being
active for dehydrogenation.13,22,23,27,31–33 On the other
hand, in a recent contribution by Puurunen et al.34 it was
concluded that the activity of a Cr(III) ion is determined
by its environment rather than its redox history.


On alumina, in situ diffuse-reflectance UV–vis spectro-
scopy (DRS) was used to establish a semi-quantitative
relationship between the number of pseudooctahedral
Cr(III) sites and dehydrogenation activity.22 Infrared
spectroscopy studies of CO and NO adsorbed onto
reduced Cr species on silica13 and zirconia35 provide
further clues. Together with measurements of dehydro-
genation activity, these experiments lead to the conclu-
sion that the most active Cr(III) has two coordinative
vacancies. From its spectroscopic signature, this species
was dubbed Cr(III)G, and DeRossi et al.13 went on to
propose a possible structure: chromium bonded to the
surface through two oxygen bridges and with hydroxyl as
the third ligand, cf. Fig. 1.


Only scattered information about the mechanism of
dehydrogenation is available for chromium on alumina
and none at all for silica. Starting with various ideas about
the nature of the active site, a number of reaction
mechanisms have been proposed, see Ref. 36 and refer-
ences cited therein. A recurrent idea is that C—H
activation could involve a Cr—O pair.3,13,26,36,37 In
agreement with the conclusions of DeRossi and co-
workers concerning the activity of mononuclear chro-
mium species,13,26,27 Burwell et al.37 and later Weckhuy-
sen and Schoonheydt3 proposed that dehydrogenation is
initiated by physisorption of the alkane on coordinatively
unsaturated Cr(III) centers. A C—H bond is subse-
quently activated and new O—H and Cr—alkyl bonds
are being formed, cf. reaction (1) in Fig. 2. According to
this mechanism, the alkene is formed as a result of
hydrogen transfer from the alkyl to chromium, whereas
regeneration of the catalytic site and formation of H2


concludes the catalytic cycle, cf. reaction (3) in the figure.
At this point it appears fruitful to complement the


many experimental studies of these systems by theore-
tical modeling of possible routes for dehydrogenation of
ethane over Cr–oxide surface sites. In the present paper,
we use gradient-corrected density functional theory in
conjunction with cluster models of Cr(III)–silica surface


sites to explore dehydrogenation of ethane. We focus on
reaction mechanisms that largely follow the proposal by
Weckhuysen and Schoonheydt3 as outlined above, where
C—H activation of the alkane takes place through direct
interaction with chromium.


A number of mechanisms for C—H activation are
known from organometallic chemistry, the two most
relevant to the present system being oxidative and elec-
trophilic addition, respectively.38 During oxidative addi-
tion, both carbon and hydrogen bind directly to the metal
as the C—H bond is broken. Electrophilic addition can
also be described as a �-bond metathesis reaction,39 as a
metal—ligand bond and a C—H bond are replaced by
a metal—C bond and a ligand—H bond. Alternatively a
metal—H and a ligand—C bond could be formed.40,41 In
general, �-bond metathesis is favored on light electron-
deficient metals, whereas oxidative addition is favored on
the heavy and electron-rich late transition metals.42–45


For chromium, �-bond metathesis would be expected and
is explored in this work. However, the possibility that
dehydrogenation takes place by means of oxidative
addition of the alkane can not be ruled out and will be
investigated in subsequent work.


A major challenge in computational studies of any of
the Cr–oxide systems is to develop realistic models of the
chromium surface sites. We have extensive experience
from modeling surface sites of Cr–silica in the context of
ethylene polymerization and spectroscopy,46 and also
transition metal ions in siliceous structures.47–51 In order
to build on this, we chose silica as the initial substrate for
our investigations of Cr–oxide catalysts for dehydrogena-
tion, to be extended to the industrially more interesting
Cr–alumina systems at a later stage. Taking the Cr(III)G
structure proposed by DeRossi et al.13 as our starting
point, we have chosen to explore the more general,
conceptual model of mononuclear Cr(III) with three
covalent ligands that coordinate through oxygen. Cluster
models are constructed either ad hoc by identifying likely
coordination sites of chromium on low-index surfaces of


Figure 1. The Cr(III)G structure proposed in Ref. 13 to be
active in dehydrogenation of alkanes


Figure 2. Schematic reaction mechanism for dehydrogena-
tion of ethane over Cr–silica
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silicalite, or systematically by simulated annealing of
chromium on low-index surfaces of low cristobalite. In
order to validate the performance of the simple cluster
models and to establish effects of an extended support,
combined quantum mechanical–molecular mechanical
(QM–MM) methods have been applied in conjunction
with slab models.


The aim of the work is two-fold. Firstly, we want to
explore whether the sequence of reaction steps suggested
in Ref. 3 provides a viable route to alkane dehydrogena-
tion on Cr(III) surface sites. Secondly, we aim to establish
structural constraints on potentially active sites of dehy-
drogenation. This includes a study of how constraints
imposed by the substrate influence the energy
requirements of the various elementary steps during
dehydrogenation.


MODELS


In this work, surface cluster models have been con-
structed either in an ad hoc manner, drawing on chemical
intuition and what is known from experiment, or system-
atically, starting from low-index surfaces of silica crys-
tals. With the ad hoc approach, specific characteristics of
a surface site can be examined using relatively small and
simple clusters, yet at the cost of neglecting potentially
important surface effects. For instance, the essence of a
Cr(III)G species as proposed by DeRossi et al.13 is
maintained in the hydroxychromium disiloxyether mole-
cule shown in Fig. 3A, later referred to as the DeRossi-1
model. Here, chromium is bonded to two silicon atoms in
the silica surface via two oxygen bridges, with the more
distant parts of the silica being neglected and the dangling
bonds terminated by hydrogen. The first coordination
sphere of chromium is even reproduced by the Cr(OH)3


molecule, see Fig. 3B, which defines a site completely
void of surface constraints.


Improved models taking into account larger parts of the
amorphous substrate can be generated from low index
surfaces of the high-T modifications of silica; �- and �-
cristobalite.52–54 Molecular dynamics in conjunction with
shell-model potentials are used to obtain structurally
relaxed slab models of Cr-doped silica surfaces, see
Plate 1 and e.g. Ref. 55 for a broader introduction. The
steps of this procedure as applied here, are described in
Computational Details.


Our approach is less than straightforward, in that the
molecular dynamics simulation may take the system to
structures outside the validity range of the shell-model
potentials. As a result, artifacts such as three- and five-
coordinated silicon atoms are frequent, as observed also
by others.56–59 Moreover, the potential used for Hþ, used
to neutralize the surface, is not optimal for describing
hydrogen in silanol groups.60 This implies that some
amount of user intervention was required in order to
generate realistic models, such as trying out different


initial positions of the ions that were added to the surface
and relocating O2� or Hþ ions during the simulations.
The final surface models that were used to study the
dehydrogenation reaction, were chosen on the basis that a
cluster region could be defined in which all silicon atoms
were four-coordinated and there were no interstitial
hydrogen atoms.


In each case, the cluster region includes chromium and
its local chemical environment, with boundary bonds
Ocluster—Sihost severed and terminating by hydrogen
atoms. These clusters were used separate from the bulk
in pure quantum mechanical (QM) cluster calculations,
and as the QM region in QM–MM periodic boundary
calculations. When used as isolated clusters, in resem-
blance of the restoring forces of the extended structures,
atoms at the cluster boundaries have their positions fixed
to those of the parent slab model. In the two-bridged
models, this implies frozen positions for all atoms except
those of the (—O)2CrOH moiety. In the three-bridged
models, the terminating Si(OH)n groups were held in
fixed positions. The accuracy of this approach is exam-
ined in QM–MM optimization of slab models. An in-
dication of the level of strain in each model is found by
comparing the (—O)3Cr geometry with that of the
fully relaxed Cr(OH)3, cf. Table 1. Apparently, the


Figure 3. Cluster models of Cr(III)–silica surface sites:
DeRossi-1 (A), Cr(OH)3 (B), (100)-DeRossi (C), (101)-3bridge
(D), (111)-3bridge (E) and mod-(111)-3bridge (F)
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Plate 1. Systematic preparation of Cr–silica surface models using simulated annealing. A: The unrelaxed surface with Cr, H and
O added B: The fully relaxed slab model following simulated annealing and optimization C: Cluster model with H-terminated
dangling bonds
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(100)- and (101)- based models are geometrically fairly
relaxed, whereas the (111)-based Cr–silica model is more
strained.


From the (100) surface of �-cristobalite, a DeRossi-
type two-bridged Cr(III) species was generated, cf.
Fig. 3C. This is later referred to as the (100)-DeRossi
model. Simulated annealing was performed with a [1,2,5]
super unit cell, with the cell parameter in the c-direction
increased to 48.7 Å. To center the super unit cell about the
cluster region, the super cell was further expanded to
[2,4,5].


A three-bridged Cr(III) model was generated from the
(101) surface and denoted by (101)-3bridge, cf. Fig. 3D.
It was annealed using a [2,3,5] super unit cell, with a cell
parameter in the c-direction of 36.4 Å.


A third systematic model was generated using a slab
model of the (111) surface of �-cristobalite. The super
unit cell was taken as [2,2,5], and the cell parameter in the
c-direction was extended to 32.5 Å. The three-bridge
chromium species results with chromium taking part in
rings containing 4, 5 and 6 silicon atoms, respectively. In
the cluster model, only the 6-ring is included, cf. Fig. 3E,
and the model is referred to by (111)-3bridge. The (111)-
3bridge site undergoes extensive relaxation when en-
gaged in reactions, giving rise to the modified site mod-
(111)- 3bridge shown in Fig. 3F.


At various points it will be instructive to consider these
models with a precoordinated Lewis donor, for simplicity
represented by a water molecule. The resulting models
are denoted by the labels defined for each cluster,
prefixed by w.


COMPUTATIONAL DETAILS


The quantum mechanical (QM) calculations have been
performed using density functional theory as implemen-
ted in the Amsterdam Density Functional (ADF) set of
programs.61,62 For electron correlation the LDA func-
tional of Vosko et al.63 augmented by the nonlocal 1986
corrections by Perdew64 were used. The exchange func-
tional consisted of the Slater term augmented by gradient
corrections as specified by Becke.65


Closed- and open-shell systems were described within
spin-restricted and -unrestricted formalisms, respectively.
The frozen-core approximation was used. Atomic cores
were defined as the K-shell for first-row atoms and K- and
L-shells for second- and third-row atoms. The number of
basis functions used to describe the valence atomic
orbitals were as follows: H 1s, 2; C 2s and 2p, 2; O 2s
and 2p, 3; Si 3s and 3p, 2; Cr 3s and 3p, 2; Cr 3d and 4s, 3;
and Cr 4p, 1. Polarization functions were added to all
atoms but chromium. A single set of d-type polarization
functions were added to C, O and Si, and a set of p
functions were added to H. A set of auxiliary atom-
centered s, p, d, f and g STO functions were used to fit the
electron density as well as Coulomb and exchange
potentials.


Molecular geometries were converged to a gradient
below 0.001EH (Å)�1 with the accuracy of the numerical
integration schemes adjusted accordingly. The transition-
state searches were typically conducted in two steps: a
linear transit scan followed by transition-state optimiza-
tion. The optimization was started from the highest point
on the linear-transit energy curve, using a Hessian matrix
calculated66 at the B3LYP67,68 level of theory in con-
junction with 3-21G atomic bases.


In general, energy differences refer to electronic de-
grees of freedom only, i.e. without zero-point vibrational
energies or temperature effects. For the dehydrogenation
reaction, C2H6!C2H4þH2, the change in electronic
energy is computed to 158 kJ mol�1. However, in order
to take into account temperature and entropy effects, the
full set of thermodynamic functions were computed in
the harmonic and rigid-rotor approximation for simula-
tions based on the DeRossi-1 surface model. Maximal
accuracy of the numerical integration schemes was used.
All stationary structures display an ultrasoft vibrational
mode that has been consistently omitted from the har-
monic analysis. Tunneling corrections to the reaction
barriers pertaining to hydrogen transfer has been esti-
mated69 and found to be negligible.


Molecular mechanics computations were performed
using the General Utility Lattice Program (GULP).70,71


The shell model was used, but with shells only on
oxygen. H, Si, Cr(III) and Cr(II) were described as core
only. The Si and O potentials were parameterized for
silica structures by two of us.60 The H potential was
parameterized for link hydrogens in the QM-Pot QM–
MM program.60 Parameters for Cr(III) and Cr(II) are
taken from Binks.72


Molecular dynamics in conjunction with shell-model
potentials is used to obtain structurally relaxed slab
models of Cr-doped silica surfaces, see Plate 1 and e.g.
Ref. 55 for a broader introduction. The steps of the
procedure as applied here, are as follows. (i) Slab models
that expose low-index planes of crystalline low-cristoba-
lite crystal are prepared by the Cerius program.73 A super
unit cell is defined to allow for relaxation at a larger
length scale as detailed below. (ii) To generate chromium


Table 1. Local geometry about chromium in the clusters


Clustera ffOCrOb rCrOb


DeRossi-1 123.9, 123.9, 107.7 1.81, 1.81, 1.78
w-DeRossi-1 126.4, 126.4, 106.5 1.83, 1.83, 1.78
Cr(OH)3 120.0 1.79
w-Cr(OH)3 124.4, 112.0, 111.9 1.84, 1.84, 1.81
(100)-DeRossi 120.2, 119.7, 119.4 1.80, 1.80, 1.79
(101)-3bridge 130.3, 118.0, 110.4 1.83, 1.82, 1.77
(111)-3bridge 139.2, 113.1, 105.5 1.93, 1.92, 1.84


a Cluster labels are defined in Fig. 3, with a prefix (w) added to indicate the
presence of preadsorbed water.
b Units: bond lengths (r) in Å, angle (ff ) in degrees.
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species with three oxygen linkages to the surface, one
Cr3þ ion is manually added per super unit cell in the
vicinity of (—O)3Si—O�1 surface groups, with O2� and
Hþ ions added as needed to maintain neutrality. Simi-
larly, Cr2þ was used to generate chromium species with
two oxygen linkages to the surface. DeRossi-type Cr(III)
species were formed by adding a hydroxyl ligand to the
two-bridged chromium species. (iii) Each model is sub-
jected to simulated annealing in terms of NVT dy-
namics,59 i.e. the number of particles and the volume
are kept constant while the energy is allowed to fluctuate
in equilibrium with a thermostated bath. The process
starts at 1500 K and the temperature is then lowered in
steps of 150 K until 0 K is reached. At each temperature,
NVT molecular dynamics is performed for 0.4 ps with
time steps of 0.0005 ps. (iv) Finally, the structure is
optimized under constant pressure conditions.


QM–MM geometry optimizations were performed
using the QM-Pot mechanical embedding program of
Sauer and Sierka.74 In this implementation, the total
energy to be minimized is given by Eqn (1).


Etotal ¼ Ehost;M M � Ecluster;M M þ Ecluster;Q M ð1Þ


The link atoms, i.e. the hydrogen atoms used to terminate
the dangling covalent bonds of the cluster, were placed
along the direction of the Ocluster—Sihost bond as
Ocluster—H—Sihost, at a fixed distance of 0.9666 Å
from Ocluster. This is enforced during the QM–MM
geometry optimization. As a result the gradients on the
Ocluster—Sihost bonds are due only to the host MM
gradients.75


Shell-model potentials for the interaction between
transition metals and hydrocarbon ligands are not easily
constructed. In this work, ethane and fragments thereof
have been omitted from the MM potential expression.
Moreover, the long range electrostatic field from the
region external to the cluster, is omitted from the QM
Hamiltonian. Ideally, at the center of the cluster, gradient
terms of the short-range MM potential cancel between
the host and cluster regions. The gradients close to the
center of the cluster are therefore mainly due to the
cluster QM term and the host MM long-range electro-
static term, and for atoms originating from ethane, only
QM gradient terms are taken into account.


To reduce the gradients as much as possible in the
cluster region, the QM–MM optimizations were per-
formed in the following sequence of steps. (i) The cluster
geometry is optimized at the QM level of theory, with
frozen coordinates of the boundary atoms. (ii) The full
slab model is optimized at the QM–MM level of theory,
until maximum and RMS gradients of the QM-Pot
gradient become of the order of 10�2 and 10�3 EH Å�1,
respectively, at which point numerical noise leads to
oscillatory behavior. (iii) Atomic coordinates of substrate
atoms external to the cluster were kept frozen except for
silicon atoms neighboring the cluster, and the geometry


was further refined until maximum and RMS gradients
drop below 2 � 10�3 and 2 � 10�4EH Å�1, respectively.


RESULTS


Reactions on molecular cluster models
of DeRossi-type sites


For simplicity, a chromium site will be referred to by the
ligands in the first coordination sphere of the metal.
For instance, a general DeRossi-type site is denoted by
(—O)2CrOH, where —O represents a generic oxygen
ligand singly bonded to chromium. The reaction scheme
of Fig. 2 is first presented and analyzed using the
DeRossi-1 cluster model shown as Fig. 3A. For this
model, the free energy profile of the catalytic reaction
is computed and used to identify the rate-determining
step. Subsequent models are then used to investigate the
importance of the constraints imposed by the silica sur-
face on the chromium site.


Reactions on the DeRossi-1 model. We have not
been able to locate any molecular complexes between
ethane and chromium on DeRossi-type Cr(III) sites. This
implies that the initial encounter is reactive rather than
physisorptive, contrary to the original proposal of
Weckhuysen et al.3 The initial reactive collision between
the (—O)2CrOH site and ethane is henceforth assumed to
follow a �-bond metathesis mechanism, in which a C—H
bond in ethane and the Cr—OH bond of the DeRossi site
are broken and new ethyl—Cr and H—OH bonds are
formed.


On the DeRossi-1 model, the concerted breaking of
C—H and Cr—OH bonds and forming of ethyl—Cr
and H—OH bonds proceeds in a single elementary
reaction. The optimized structures of the stationary points
of the reaction are shown in Fig. 4. The transition state of
this first reaction step has a well-defined four-center
character, where chromium assists the transfer of hydro-
gen from ethane to the hydroxyl oxygen. The electronic
activation energy is computed to 138 kJ mol�1, cf.
Table 2, only slightly higher than the enthalpy of activa-
tion (135 kJ mol�1). According to Table 2, the entropic
contribution adds another 118 kJ mol�1 at 500 �C to the
free energy of activation, mainly due to loss of transla-
tional degrees of freedom. The newly formed water
molecule remains coordinated to the metal in the primary
product, and the free energy of reaction is þ178 kJ mol�1.
Changes in free energy and enthalpy along the catalytic
cycle are shown graphically in Fig. 5, where the various
reaction steps are numbered according to Fig. 4.


The second reaction step involves transfer of a hydro-
gen atom to chromium from the �-carbon, i.e. the methyl
end of the ethyl ligand, accompanied by release of
ethene, cf reaction 2 in Fig. 4. The reaction is found to
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proceed uphill in energy almost all the way to the primary
product, in which ethene remains weakly bound. In terms
of electronic energies, the transition state of this reaction
step lies 79 kJ mol�1 above that of the reactant ethylchro-
mium complex, and only 4 kJ mol�1 higher in energy
than the product. At 500 �C the difference in enthalpy
between transition state and product vanishes. This im-
plies that decoordination of ethene is essential to prevent
the hydrogen transfer reaction from running backwards.
The coordination enthalpy of ethene is computed to be
37 kJ mol�1 cf. Table 2. However, there is an important
entropic driving force for desorption of ethylene, amount-
ing to �114 kJ mol�1 at 500 �C and decreasing with
temperature. The net change in free energy of step (2)
in Fig. 4 including release of ethene, thus becomes
slightly negative, at �6 kJ mol�1. The position of the


activated complex is difficult to ascertain in this case,
since it is given by the maximum in free energy which
most likely occurs somewhere along the path of deso-
rption of ethene. If the entropy increases significantly
only after passing the transition state, the enthalpy of
activation may be estimated to 100 kJ mol�1, by adding
the coordination energy of ethylene to the computed
barrier of �-hydrogen transfer. This estimate is shown
as a dotted line in Fig. 5. In order to quantify the amount
by which the activation energy is lowered by entropic
effects, variational transition state theory (VTST)76 is
needed, which is considered outside to be the scope of
this work.


Once formed, the hydridochromium(III) complex is
highly reactive and can react with surface oxygen species
(XOH) under the release of molecular hydrogen, cf


Figure 4. Optimized stationary structures for the dehydrogenation reaction of ethane over the DeRossi-1 model catalyst. The
reaction steps are (1) C—H activation of ethane, (2) �-H transfer to chromium with subsequent loss of ethene, (3) Cr—O
formation with subsequent loss of H2 and (4) C—H activation of ethane with subsequent loss of H2


Table 2. Thermodynamic functions (kJ mol�1) at 500 �C and 1 atm of reactions (1–4) in Fig. 4 as computed for the DeRossi-1
cluster model. The water molecule produced in reaction (1) remains coordinated under reactions (2) and (4) and is consumed in
reaction (3)


Reaction (1)a Reaction (2)b Reaction (3)c Reaction (4)c


EthylCr HydridoCr(OH2)ads HydridoCr(OH2)ads (—O)3Cr EthylCr(OH2)ads


Parameter TS (OH2)ads TS (C2H4)ads þC2H4 (g) TS þH2 (g) TS þH2 (g)


�Eelec 138 66 79 75 124 62 �32 74 34
�EelecþZPE 131 67 70 66 109 53 �52 71 15
�H 135 78 66 68 105 48 �59 74 26
�T�S 118 100 22 3 �111 10 �95 127 5
�G 253 178 87 71 �6 58 �154 201 31


a Energies are given relative to separated (—O)3Cr model catalyst and ethane.
b Energies are given relative to the most stable conformation of the ethylchromium complex.
c Energies are given relative to the naked hydridochromium complex, i.e. after desorption of ethene.
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reaction (3) in Fig. 4. Potential reactants are water
(X¼H) or a vicinal surface silanol (X¼ Si). The reaction
is energetically favorable, and in the case of a coordi-
nated water molecule, shown at the lower left of Fig. 4,
the enthalpy of reaction (3) is �58 kJ mol�1. The activa-
tion enthalpy is computed to be 48 kJ mol�1, which is low
compared with reaction barriers for the two preceding
steps.


From Fig. 5 it is evident that the second reaction step
represents the highest point on the free-energy profile of
the (1,2,3) cycle and it is therefore rate determining. If, as
discussed above, the entropy increases significantly only
after passing the transition state, the free energy of this
point is approximately given by the free energy of the
hydridochromium complex with ethene coordinated, plus
the enthalpy of desorption. This implies that the overall
kinetics of the catalytic cycle are determined by a free
energy of activation of 286 kJ mol�1, and an overall
enthalpy of activation of 183 kJ mol�1.


Alternatively, at a high pressure of ethane, the hydri-
dochromium complex formed in reaction (2) by �-H
transfer to the metal, can conceivably engage in a
bimolecular �-bond metathesis reaction with a second
molecule of ethane. This leads to the release of molecular
hydrogen, accompanied by the formation of an ethyl-
chromium(III) complex. Stationary points for this ele-
mentary reaction is shown as reaction (4) in Fig. 4. The
enthalpy of activation for this step is computed to be
74 kJ mol�1 at the hydridochromium DeRossi-1 site. The
reaction enthalpy is 26 kJ mol�1. Loss of translational
freedom as ethane chemisorbs leads to a high free energy


of activation of 201 kJ mol�1. However, since H2 shows
no affinity toward chromium and is released to the gas-
phase, the reaction is roughly isentropic.


At this point it seems that a bimolecular reaction
between a short-lived hydridochromium species and
ethane could form a viable route for C—H activation.
In turn, an alternative reaction mechanism to the one
shown in Fig. 2 could be postulated as a cyclic repetition
of reactions (2) and (4) in Fig. 4. The free energy and
enthalpy profiles of this cycle is shown in Fig. 6. The
highest point on the free-energy profile is represented by
reaction (4), chemisorption of ethane is thus rate-deter-
mining. The activation free energy and enthalpy are,
respectively, 201 and 74 kJ mol�1, which is considerably
lower than those of the (1,2,3) cycle. In this perspective,
reaction (1) describes activation of a dormant
(—O)2CrOH site and reaction (3) describes deactivation.


Dehydrogenation activity due to the alternative (4,2)
cycle relies entirely on the population of hydri-
dochromium complexes on the surface. As the free
energy change of reaction (1) to form the ethylchromium
complex is computed to 178 kJ mol�1, the population
appears to be small. However, for temperatures above
0 �C, the water molecule formed in reaction (1) is likely
to desorb and to get flushed downstream. Under dry
conditions, this means that the hydrido complex is
stabilized for stoichiometric reasons, and the (4,2) cycle
could become an important catalytic pathway of dehy-
drogenation, see Fig. 7. The activation enthalpy of this
cycle is computed to 74 or 69 kJ mol�1, depending on the
presence or absence of a Lewis donor.


Figure 5. Free energy (full line) and enthalpy (dashed line)
profiles of the (1,2,3) cycle shown in Fig. 4 for dehydrogena-
tion of ethane over the DeRossi-1 model. A dotted line is
used to represent the maximum free energy barrier of
ethene desorption. Energies are given in kJ mol�1 relative
to that of separated ethane and model catalyst. The reaction
steps are: (1) C—H activation of ethane, (2) �-H transfer to
chromium with subsequent loss of ethene, (3) Cr—O
formation with subsequent loss of H2


Figure 6. Free energy (full line) and enthalpy (dashed line)
profiles of the (4,2) cycle shown in Fig. 7 for dehydrogena-
tion of ethane over the DeRossi-1 hydridochromium model
without a spectator water ligand present. A dotted line is
used to represent the maximum free energy barrier of
ethene desorption. Free energies are given in kJ mol�1


relative to that of separated ethane and the hydridochro-
mium model catalyst. The reaction steps are (4) C—H
activation of ethane with subsequent loss of H2, and (2) �-
H transfer to chromium with subsequent loss of ethene
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During the initial C—H activation step (1), the metath-
esis reaction may involve a Cr—O ester linkage to silica
rather than the hydroxyl oxygen. This would lead to the
formation of a surface silanol moiety instead of water.
Relative to the energy of the unreacted cluster and free
ethane, the electronic activation energy increases only by
some 10 kJ mol�1, cf. Tables 4 and 5, and Fig. 8. The
silanol moiety coordinates only weakly to chromium, and
the electronic energy barrier toward the subsequent �-
hydrogen transfer is 78 kJ mol�1, essentially the same as
is discussed above. A notable difference, though, lies in
that the silanol is likely to remain in the vicinity of
chromium, yet less able than a water molecule to assume
an optimal coordination to chromium. The energy of the
ethyl- and hydridochromium complexes are elevated
about 50 kJ mol�1 compared with the case when water


is formed in reaction (1), and coordinates to chromium.
This could lend additional importance to reaction (3), i.e.
regeneration of the chromium site with three covalent
oxygen ligands, both due to increased collision fre-
quency, a decrease in the activation energy by
45 kJ mol�1, and a large and negative entropic contribu-
tion to the free energy associated with release of H2 to the
gas phase. Turning to the alternative (4,2) catalytic cycle,
C—H activation according to reaction (4) at the hydri-
dochromium(III)(siloxy)(hydroxy) complex is found to
proceed with a modest electronic activation energy of
89 kJ mol�1. However, taking into account the low
activation energy found for reaction (3), the (4,2) cycle
seems likely to be less important if the initial C—H
activation involves hydrogen transfer to an oxygen link-
age to silica.


Figure 7. Optimized stationary structures for the dehydrogenation reaction of ethane over the DeRossi-1 model catalyst,
assuming irreversible desorption of water. The reaction steps are (1) �-bond metathesis C—H activation of ethane with
subsequent loss of water, (2) �-H transfer to chromium with subsequent loss of ethene, (4) �-bond metathesis C—H activation
of ethane with subsequent loss of H2


Table 3. Thermodynamic functions (kJ mol�1) at 500 �C for the desorption of water and reaction steps (2) and (4) in Fig. 4 as
computed for the DeRossi-1 cluster model


Desorption of watera Reaction (2)b Reaction (4)c


EthylCr HydridoCr HydridoCr EthylCr
Parameter þH2O(g) TS (C2H4)ads þC2H4 (g) TS þH2(g)


�Eelec 69 87 83 135 71 23
�EelecþZPE 59 75 73 119 66 5
�H 57 73 76 115 69 15
�T�S � 108 14 � 2 � 115 112 9
�G � 51 87 74 0 194 24


a Energies are given relative to the ethylchromium complex with water adsorbed.
b Energies are given relative to the most stable conformation of the ethylchromium complex.
c Energies are given relative to the naked hydridochromium complex, i.e. after desorption of ethene.


CATALYTIC DEHYDROGENATION OF ETHANE 997


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 990–1006







The silica surface offers several types of oxygen
species that could act as Lewis bases to chromium,
including siloxanes, silanols and adsorbed water. To
identify any qualitative effect such a donor could have
on the dehydrogenation activity, a water molecule was
coordinated to chromium prior to the initial C—H
activation reaction (1). The labels of the resulting models
are prefixed by w. In the w-DeRossi-1 model, the Cr—
OH2 bond length is 2.69 Å and water is bound by an
electronic coordination energy of 50 kJ mol�1. The
Mulliken atomic charge on oxygen in the coordinated
water molecule is initially �0.53 e and remains between
�0.44 and �0.47 e throughout the catalytic reaction. This
indicates that electrons are being donated to the
(—O)2CrR moiety. In terms of energies, the transition
states of reactions (1), (2) and (3) are all found to be sli-
ghtly stabilized relative to the ethyl and hydridochromium
complexes. This is also reflected in shorter Cr—OH2


bonds in the transition states than in the unreacted
clusters and reaction intermediates, indicating stronger
dative bonds. Thus it appears that the presence of Lewis
donors is likely to favor the dehydrogenation activity
rather than retard it. However, given the fairly low
coordination energy, only silanol groups are likely to
maintain a stable presence, in which case the lack of
structural flexibility is likely to limit any stabilizing
effects on the reaction energy barriers.


Comparison between DeRossi-type models. As
detailed under models, we have examined three realiza-
tions of the Cr(III)G type surface site: DeRossi-1, (100)-
DeRossi and Cr(OH)3, cf. Fig. 3. They differ in sophis-
tication and ability to include constraints imposed by the
surface. The generic reaction scheme described above has
been explored and the results are summarized in terms of
reaction energy profiles in Figs. 8 and 9 and in Table 4.


The simple Cr(OH)3 model and the systematic (100)-
DeRossi model give about the same electronic energy
barrier for the C—H activation step (1) as already


reported for DeRossi-1. There is a trend of decreasing
coordination energy of the water molecule formed with
increasing O—Cr—O angle. This makes desorption of
water even more likely on the (100)-DeRossi model and
hence on DeRossi-type surface sites than discussed above.


Turning to �-hydrogen transfer (2), the electronic
energy barrier is computed to 111 and 116 kJ mol�1 on
the (100)-DeRossi and Cr(OH)3 models, respectively, to
be compared with 86 kJ mol�1 on the DeRossi-1 model.
However, these barriers reflect the coordination energy of
ethene. Since loss of ethene is a prerequisite to stabilize the
product, it is more instructive to compare the sum of the
electronic activation energy and the energy of desorbing


Table 4. Electronic energies (kJ mol�1) of reactions (1–4) according to Fig. 4. The initial C—H activation takes place at the Cr—
OH bond


Reaction (1)a Reaction (2)b Reaction (3)c Reaction (4)c


EthylCr EthylCr HydridoCr HydridoCr (—O)3Cr EthylCr
Cluster model TS (OH2)ads þH2O (g) TS (C2H4)ads þC2H4 (g) TS þH2 (g) TS þH2 (g)


DeRossi-1d 138 66 — 79 75 124 62 �32 74 34
DeRossi-1 — — 139 86 83 134 — — 71 23
(100)-DeRossid 139 67 — 106 98 122 61 �32 97 36
(100)-DeRossi — — 129 111 103 134 — — 90 23
Cr(OH)3


d 150 83 — 92 85 113 58 �39 97 45
Cr(OH)3 — — 127 116 101 125 — — 107 32
w-DeRossi-1 122 69 — 69 68 118 43 �31 51 39
w-Cr(OH)3 127 73 — 87 82 109 49 �24 97 49


a Energies are given relative to separated (—O)3Cr model catalyst and ethane.
b Energies are given relative to the most stable conformation of the ethylchromium complex.
c Energies are given relative to the naked hydridochromium complex, i.e. after desorption of ethene.
d Water produced in reaction (1) remains coordinated under reactions (2) and (4) and is consumed in reaction (3).


Figure 8. Electronic energy profile of the full catalytic cycle
(1,2,3) shown in Fig. 4. Hydrogen is transferred to the Cr—O
ester oxygen of the DeRossi-1 model (full line with square
markers), and to the hydroxyl group of the DeRossi-1 (full
line), (100)-DeRossi (dashed) and Cr(OH)3 (dotted) models.
The energies are given in kJ mol�1 relative to that of
separated ethane and the model catalyst. The reaction steps
are (1) C—H activation of ethane, (2) �-H transfer to
chromium with subsequent loss of ethene, (3) Cr—O for-
mation with subsequent loss of H2
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ethene. The resulting values are 134 kJ mol�1 on DeRossi-
1 and (100)-DeRossi, and 125 kJ mol�1 on Cr(OH)3. For
reaction (3), both activation energies and reaction energies
agree between the three models, cf. the entries in Table 4
that are superscripted by d.


Somewhat larger differences between the models were
computed for C—H activation of ethane over the hydri-
dochromium complexes according to reaction (4) in
Fig. 4. The electronic energy barriers were obtained as
71, 90 and 107 kJ mol�1 respectively on the DeRossi-1,
(100)-DeRossi and Cr(OH)3 models without any specta-
tor water. The barrier decreases with increase in the
angular strain in the linkage of chromium to the substrate.
For the hydridochromium complex of the DeRossi-1,
(100)-DeRossi and Cr(OH)3 clusters, ffOCrO assumes
values of 111�, 124� and 131�, respectively, to be com-
pared with the corresponding values at the transitions
states, of 105�, 115� and 105�. Since the Cr(OH)3 model
displays completely relaxed bond angles, it is evident that
the decrease in reaction barrier with narrower ffOCrO is
due to destabilization of the reactant rather than stabiliza-
tion of the transition state.


Reactions over three-bridged Cr(III) surface sites


A second class of chromium surface sites related to the
DeRossi-type of sites is obtained by allowing three
oxygen atoms, rather than two, to form ester likages
between chromium and the silica surface. This class of
chromium species will be referred to as three-bridged
species. We have studied the same reaction mechanisms
as for the DeRossi-type models. A novel feature is that
during the initial C—H activation, reaction (1) in Fig. 10
and Fig. 12, a surface silanol rather than water is formed.
Depending on the strain in the Cr—O bond that is


Figure 9. Electronic energy profile of the catalytic cycle (4,2)
shown in Fig. 4 and Fig. 7 for dehydrogenation of ethane
over the DeRossi-1 (full line), (100)-DeRossi (dashed) and
Cr(OH)3 (dotted) models without a spectator water, and over
the DeRossi-1 model with a silanol coordinating to chromium
(full line with square markers). The reaction steps are (4) C—
H activation of ethane with subsequent loss of H2, and (2)
�-H transfer to chromium with subsequent loss of ethene.
The energies are given in kJ mol�1 relative to that of sepa-
rated ethane and hydridochromium model catalyst


Figure 10. Optimized stationary structures for the dehydrogenation reaction of ethane over the (101)-3bridge model catalyst.
The reaction steps are (1) �-bond metathesis C—H activation of ethane, (2) �—H transfer to chromium with subsequent loss of
ethene, (3) �-bond metathesis O—H activation with subsequent loss of H2, and (4) �-bond metathesis C—H activation of
ethane with subsequent loss of H2
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broken, the silanol group can remain close to or relax
away from chromium.


Three-bridged surface site on the (101) surface of
cristobalite. Our results are first presented for the (101)
model of Fig. 3D. Energies are summarized in Table 5.
The energy profile of the (1,2,3) cycle is shown in Fig. 11
as obtained for the (101)-3bridge site as well as the
DeRossi-1 model with the initial C—H activation step
involving a Cr—O ester linkage.


Activation of the three-bridged site according to (1) in
Fig. 10 takes place with a reaction barrier of
161 kJ mol�1. The thus formed ethylchromium complex
has three stable conformations at energies of 109 to
120 kJ mol�1 above that of the reactants. The energetics
of this reaction is similar to that computed for the
DeRossi-1 model when hydrogen is transferred to a
Cr—O ester linkage instead of to the hydroxyl ligand.
In two out of three conformations, the ethyl moiety
assumes a staggared conformation and the conformations
differ mainly with respect to how strongly the silanol is
coordinated to chromium. This is evident from Cr—
O(silanol) distances of 2.06 and 2.50 Å, respectively. In
the third conformation, the ethyl ligand forms a second-
ary �-agostic bond to the metal, and the r(Cr—O)
distance is 2.12 Å.


The transition state of the subsequent �-hydrogen
transfer, reaction (2), is 100 kJ mol�1 higher in energy
than that of the most stable of the ethylchromium con-
formations. As for the DeRossi models, the transfer
reaction is instantly reversed unless ethene desorbs to
the gas phase. Moreover, in this particular case, the
optimized hydridochromium complex with weakly co-
ordinating ethene is slightly higher in energy than the
transiton state of the �-hydrogen transfer, probably due to
minor conformational changes.


Addition of the decoordination energy of ethene places
the top point of the electronic energy profile of reaction
(2) in Fig. 10 at 136 kJ mol�1, about the same as for the
DeRossi models. The thus formed hydridochromium


complex displays a conformational equilibrium similar
to what was described for the ethyl complex. The pre-
sence of conformations with long Cr—silanol distances
could act to decrease the rate of deactivation of the
hydridochromium complex according to reaction (3) as
a result of decreased collision frequency. If the hydrido-
chromium complex lives sufficiently long, it could react
with ethane in a bimolecular �-bond metathesis step, to
release molecular hydrogen to the gas phase and to
produce an ethylchromium site according to reaction
(4) in Fig. 10. The electronic energy barrier to C—H
activation is a low 67 kJ mol�1 and the electronic energy
of the reaction is 21 kJ mol�1, both numbers computed
relative to the reactants of reaction (4). However, the


Table 5. Electronic energies (kJ mol�1) of reactions (1–4) according to Fig. 10. The initial C—H activation takes place at a
Cr—OSi bond


Reaction (1)a Reaction (2)b Reaction (3)c Reaction (4)c


EthylCr HydridoCr HydridoCr (—O)3Cr EthylCr
Cluster model TS þ —SiOH TS (C2H4)ads þC2H4 (g) TS þH2 (g) TS þH2 (g)


DeRossi-1 151 120 78 71 105 23 � 58 89 53
(101)-3bridge 161 109d, 114, 120 100 108 136, 137 33 � 89 67 21
(101)-3bridgee — 90d, 86, 102 — — 153, 141 — — — —
(111)-3bridge 80 42, 45
Mod-(111)-3bridge — —d 103 102 137 — — 85 21


a Energies are given relative to separated (�O)3Cr model catalyst and ethane.
b Energies are given relative to the most stable conformation of the ethylchromium complex, except when indicatede.
c Energies are given relative to the naked hydridochromium complex, i.e. after desorption of ethene.
d Reference conformation of the ethylchromium complex.
e QM/MM results for the (101)-3bridge cluster embedded in mechanical slab model.


Figure 11. Electronic energy profile of the full catalytic cycle
(1,2,3) shown in Figs. 4 and 10 for dehydrogenation of
ethane. In the C—H activation hydrogen is transferred to a
Cr—OSi linkage. The plots correspond to the DeRossi-1
model (full line with square markers) and (101)-3bridge
model (dashed, open circles). The energies are given in
kJ mol�1 relative to that of separated ethane and the model
catalyst. The reaction steps are (1) C—H activation of ethane,
(2) �-H transfer to chromium with subsequent loss of ethene,
(3) Cr—O formation with subsequent loss of H2
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electronic barrier of the unimolecular reaction (3) invol-
ving the silanol moiety formed in (1) is even lower, at a
mere 33 kJ mol�1, cf. Table 5. The (101)-3bridge site is
then reproduced in a strongly exothermic reaction both in
terms of electronic energy and even more so in terms of
free energy.


Results presented thus far were based on cluster
models in which positions of the outer Si(OH)n groups
were frozen. Clearly, the rigidity of this model is ex-
aggerated. To improve our model, we include a mechan-
ical embedding of the cluster, thus allowing for relaxation
of the surface through optimization of all atomic posi-
tions. Some relaxation of the substrate is found to take
place, in particular when forming the chromiumethyl site
according to reaction (1). Here, surface relaxation stabi-
lizes the product by about 20 kJ mol�1 relative to the
reactants. Importantly, the structures and relative energies
of the different conformations change only little, cf.
Table 5.


Three-bridged surface site on the (111) surface of
cristobalite. Starting from the (111)-surface of cristo-
balite, we prepared a three-bridged Cr(III) surface site
that is considerably more strained than what was found
for the (101) surface, cf. under Models. Noteworthy
features of this model are that chromium is stabilized
by donation from a siloxane moiety from beneath the
surface, and that one of the silicon atoms linked to
chromium, also takes part in a two-membered ring, see
Fig. 3E.


Unlike the (101)-model, inclusion of mechanical em-
bedding leads to results that are qualitatively different
from those obtained for the naked cluster. For instance,
starting from the cluster-optimized structure of the pro-
duct of reaction (1), i.e. an ethylchromium complex with
a nearby surface silanol, optimization at the QM–MM
level of theory makes the Cr-silanol distance increase to
more than 5 Å as the surface relaxes, see Fig. 13. The
optimization then breaks down as the double siloxane
bridge is ruptured in favor of single siloxane bridges,


leaving the cluster termination invalid. Evidently, at
strained surface sites such as modelled here, chemical
activation of bonds linking chromium to the substrate can
lead to irreversible surface relaxation.


In order to estimate reaction barriers, we have used
several cluster models, each based on reactant structures
that have been relaxed at the QM–MM level of theory.
These models are likely to provide an upper estimate of
the activation energies. For reaction (1) in Fig. 12, the
barrier to C—H activation is found to be 80 kJ mol�1.
This number can be compared with 161 kJ mol�1 for the
(101) three-bridge site, and 120–150 kJ mol�1 for various
DeRossi-type sites, and it is apparently very low. A
possible reason could be extra stabilization of the transi-
tion state by the sub-surface siloxane coordinating to
chromium. This hypothesis was explored using a cluster
model in which the coordinating siloxane was removed,
see Fig. 3F. The activation energy increases to
100 kJ mol�1 on this modified model, which points to a
stabilization of the transition state by 20 kJ mol�1, similar
to what was found for Lewis donors on DeRossi-type
sites. The low activation energy of the initial �-bond
metathesis step is therefore mainly ascribed to the
strained geometry of the reactant chromium site.


As the Cr—O bond is broken, the thus-formed silanol
group relaxes into a position removed from Cr, see
Fig. 12. The remaining ethylchromium surface complex
resembles that of DeRossi-type models after desorption
of water. To study subsequent steps in the reaction cycle,
a new cluster model was defined from the QM–MM-
relaxed structure, see Fig. 3F. The remote silanol group is
not included.


Relative to the ethylchromium complex of the modi-
fied cluster model, the electronic energy barrier of the �-
hydrogen transfer step (2) is computed to 103 kJ mol�1.
Throughout the reaction, the sub-surface siloxane donor
has a dynamic behavior and assumes a position farthest to
chromium at the transition state. Again, there is only a
very shallow minimum for the hydridochromium com-
plex as long as ethene remains coordinated, and a better


Figure 12. C—H activation by �-bond metathesis, reaction (1), on the (111)-3bridge model catalyst. A silanol group is formed,
and optimization at the QM–MM level of theory makes the Cr—silanol distance increase to more than 5 Å as the surface
relaxes. The unreacted chromium site is optimized at the QM-MM level, and the transition state of C—H activation is optimized
at the cluster QM level. For details concerning optimization of the ethyl complex, see the text
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measure of the energy requirement of this step is obtained
by adding the decoordination energy of ethene
(�40 kJ mol�1) to the electronic energy barrier. The
energy barrier toward C—H activation at the hydrido-
chromium complex is computed to 85 kJ mol�1 relative
to the energies of the reactants. Thus, apart from the ease
with which the initial C—H activation reaction (1) takes
place, the energy changes associated with dehydrogena-
tion at the (111)-3bridge site are similar to those asso-
ciated with the more relaxed (101)-3bridge and (100)-
DeRossi models, cf. Fig. 13.


DISCUSSION


The aim of this work is to obtain an understanding of the
relationship between the structure of Cr–silica surface
sites and their ability to dehydrogenate ethane. Since our
results rely on the validity of the adopted models of Cr–
silica surface species, the models are first discussed on the
basis of what is known from other studies of amorphous
silica in general and the Cr-silica surface in particular.


We have applied both ad hoc cluster models and cluster
and slab models based on the cristobalite structure. The
simpler models have been validated by comparison with
slab models for reactant and product structures, but not
for transition states. At the transition state of reaction (1),
i.e. C—H activation according to �-bond metathesis, the
Cr—O distances are close to their equilibrium values and
little relaxation is expected on the silica part. This means
that the forward barrier of this reaction step is expected to


be fairly insensitive to surface relaxation, whereas the
barrier to reforging a Cr—OSi bond could be under-
estimated by 10–20 kJ mol�1. For elementary steps not
involving breaking of oxygen bridges, i.e. �-hydrogen
transfer and C—H activation at the hydridochromium
species, surface and bulk relaxation is small.


Gibbs free energies have been computed only for
reactions on the DeRossi-1 model and used to locate
the rate-determining steps. For the other models,
comparisons have been made on the basis of electronic
energies. Entropic and temperature contributions to free
energies are dominated by translational and rotational
contributions, which are independent of the surface
model. When comparing different surface sites, the
differential contribution from zero-point vibrational en-
ergies is expected to be small relative to the differences in
electronic energies.


The use of cristobalite to model amorphous silica is
well precedented.52–54,77 This structure consists of six-
membered rings of silicon tetrahedra. Following simu-
lated annealing, the six-membered rings still dominate in
the bulk, although there are some occurrences of three-
membered rings. The surfaces consist of six-, four-,
three- and even two-membered rings, counting only the
silicon atoms. The existence of two-membered rings on
amorphous silica surfaces is controversial but also ob-
served in other simulation studies.53,54,78,79 It has been
suggested that the absorption at 450 cm�1 observed in the
Raman spectrum of vitreous silica could be due to two-
membered rings.53,78 Two-membered rings are also
claimed to have been observed by 29Si NMR.80,81 Bulk
amorphous silica shows no long-range regularity,82 in
contrast to our slab models, which show translational
symmetry by way of construction. Owing to the localized
character of the chemical interaction, we do not believe
that this is an important limitation in the applied models.


As outlined in the Introduction, chromium is believed
to be anchored to the silica surface through one or more
oxygen bridges, formed in a reaction with surface sila-
nols.5–7 Hakuli et al.24 observed a decrease in the number
of isolated silanol groups during the calcination step of
catalyst preparation. This might indicate that the chro-
mium precursor reacts with isolated silanol groups.
Alternatively, under wet conditions vicinal silanol groups
could be formed through hydration of surface Si—O
bonds.54,83 Two-membered rings are the more reactive,54


and hydration followed by anchoring of chromium would
result in surface species similar to that of the DeRossi-1
and model, cf. Fig. 3. The analogous reaction sequence
on a three-membered ring would lead to a two-bridged
chromium species similar to that of the (101)-DeRossi
model.


On defects of crystalline silicalite, most notably those
missing silicon atoms, nests of hydroxyl groups are
formed.84 With several silanol groups in close vicinity,
formation of triply-bridged chromium species becomes a
distinct possibility, corresponding to our (101)-3bridge


Figure 13. Electronic energy profile of the catalytic cycle
(4,2) shown in Figs. 4, 7 and 10 for dehydrogenation of
ethane over the (100)-DeRossi model without a spectator
water (dashed), the (101)-3bridge model (dashed, open
circles) and the mod- (111)-3bridge model (dotted, squares).
The reaction steps are (4) C—H activation of ethane with
subsequent loss of H2 and (2) �-H transfer to chromium with
subsequent loss of ethene. The energies are given in
kJ mol�1 relative to that of separated ethane and hydrido-
chromium model catalyst
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model. Strained three-bridged species as in the (111)-
3bridge model, are less likely for enthalpic reasons, as
they would be unstable toward surface reorganization. On
the other hand, it is a well-known aspect of catalysis that
minority species associated with defects could be respon-
sible for the observed activity.


Reports on the mechanism of dehydrogenation of
alkanes over Cr–oxide catalysts pertain mainly to
alumina, and no reports have been found for the case of
silica. However, differences in activity as observed be-
tween the various substrates are often discussed in view
of their capability to stabilize similar active species25


rather than to open radically different reaction paths. We
are presently extending our work to the Cr–alumina
system, which in time will allow us to address this
conjecture. At present, we will discuss our results on
the background of observations made for different Cr–
oxide systems, most notably Cr–alumina.


DeRossi et al.13,26,27 concluded that only mononuclear
chromium species are required for the reaction. On this
basis we have studied the mechanism put forth by
Burwell et al.37 and Weckhuysen and Schoonheydt.3


The proposal involves the following four steps: (0)
physisorption of ethane on coordinatively unsaturated
Cr(III)-centers; (1) activation of a C—H bond, accom-
panied by formation of O—H and Cr—C bonds; (2)
alkene formation through �-hydrogen transfer; (3) regen-
eration of the catalytic surface through the formation of
H2. Apart from the initial physisorption of ethane on Cr,
this mechanism amounts to steps 1–3 in Fig. 2.


Our calculations show that the coordination energy of
ethane to chromium is negligible, and that the same
applies to H2. Even at the more polar alumina surface,
taking into account the elevated temperatures at which
the reaction takes place, it appears that adsorption would
require a reactive collision of ethane on the chromium
site, making the C—H activation step follow Eley–
Rideal kinetics. With this modification, our results show
that a cycle consisting of the three last steps does indeed
constitute a viable mechanism.


C—H activation is energetically costly with a reaction
barrier in the range 120–160 kJ mol�1. Unless surface
strain acts to weaken the Cr—O bond, the strengths of the
involved bonds are such that the reaction becomes highly
endothermic. Furthermore, at high temperatures, surface-
catalyzed reactions are partially driven by increase in
entropy upon desorption of product molecules. The
(1,2,3) cycle involves two elementary reactions before
ethene desorbs as the first product molecule. The free
energy increases until this happens, which makes reaction
(2) rate determining. The overall free energy and en-
thalpy of activation are correspondingly relatively high.


The activation free energy of the (1,2,3) cycle as
computed for the DeRossi-1 model and C—H activation
involving the hydroxyl ligand, is computed in the range
266–286 kJ mol�1, depending on the point at which the
entropy increases associated with desorption of ethene


start to outweigh the losses in coordination energy.
However, the water formed in reaction (1) on DeRossi
species is likely to desorb, thus preventing regeneration
of the chromium species. Activity due to the (1,2,3) cycle
is therefore more likely to involve Cr—O ester linkages
to the surface, with formation of a silanol moiety during
the initial C—H activation step. In this case, weak
coordination of silanol to the metal results in a higher
electronic energy of the ethyl complex and consequently
also of the rate-determining step of the cycle, which
involves �-hydrogen transfer and ethene desorption.
The increase in energy amounts to about 50 kJ mol�1,
which appears also in the overall enthalpy and free
energy of activation. The lowest values of activation
enthalpy and free energy of the (1,2,3) cycle are thus in
the order of 200 and 300 kJ mol�1, respectively. This
gives a reaction rate constant in the order of
5:5 � 10�9 mol�1 m3 s�1 per (—O)3Cr species at 500 �C.


An alternative mechanism is apparent from our calcu-
lations, in which H2 formation and C—H activation take
place in a second, concerted reaction between chromium
and ethane. Since C—H activation takes place at the
reactive hydride complex rather than at a fairly stable
chromium species with three oxygen ligands, the activa-
tion barrier for C—H activation becomes markedly
lower. Still, the entropy loss associated with chemisorp-
tion of ethane contributes to make C—H activation the
rate determining step for the (4,2) cycle. On the DeRossi-
1 model and in the absence of a spectator water ligand,
the activation free energy of the (4,2) cycle is
181 kJ mol�1, corresponding to a rate constant at 500 �C
of 0.6 mol�1 m3 s�1 per hydridochromium complex. The
second of the two steps in this mechanism is �-hydrogen
transfer to the metal, to form ethene and to regenerate
the hydride. The same reaction step in reverse has
previously been proposed for the initiation phase
during Phillips polymerization.85 Considering the simi-
larity of the preparation of these systems it is not
unlikely that the same elementary step is present in
both reactions, with the direction governed by the stoi-
chiometry of the feed.


Using propane pressure of 5 kN m�2 in flow experi-
ments at 500 �C, a turnover frequency in the order of 10�3


molecules s�1 per surface Cr atom was observed on Cr–
silica.13 On the basis of our computed free energies of
activation, turnover frequencies in the order of 10�1


molecules s�1 per hydridochromium complex are
obtained for the (4,2) cycle and 10�9 molecules s�1 per
(—O)3Cr species for the (1,2,3) cycle.


Converting to overall activation enthalpies, we have
found the activation energy to be in excess of 200 and
70 kJ mol�1, respectively for the (1,2,3) and (4,2) cycles.
For comparison, activation energies of 88� 10 kJ mol�1


on Cr–silica, 67� 10 kJ mol�1 on Cr–alumina, 76�
10 kJ mol�1 on �-chromia have been reported for the
dehydrogenation of propane.13 All are comparable to
that of the (4,2) cycle. However, an activation energy of
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about 140 kJ mol�1 is reported for dehydrogenation of
isobutane on Cr–alumina.86


The mechanism of C—H activation is a crucial ques-
tion in the dehydrogenation mechanism. Several workers
have proposed C—H activation to involve a Cr—O
pair.3,13,26,36,37 An indication that this could be the case is
that hydridochromium and surface hydroxy groups were
detected by IR upon dosage of hydrogen over chromia.87


In another study, the Cr–zirconia catalyst has been found
to be poisoned by Kþ, possibly due to coordination to
oxygen atoms near Cr to the extent that C—H activation
is prevented.88 On the Cr–alumina system, rearrangement
of the surface is observed upon exposure to dehydrogena-
tion conditions.13 This could indicate irreversible loss of
Cr—O bonds, preventing reaction (3) in Figs. 2 and 10.
Puurunen et al.34 performed dehydrogenation experi-
ments with chromium deposited on alumina surfaced
by aluminum nitride. While the replacement of oxygen
by the more basic nitrogen was expected to increase the
probability of dissociation of the alkane, and thereby the
rate of dehydrogenation, the opposite was found. These
workers concluded that nearby oxygen may be required
to obtain chromium sites with high activity. An alter-
native explanation could be that in the dominant catalytic
cycle of elementary reactions, C—H activation does not
involve a structural anionic ligand, but rather a hydride.
In this case the vicinity to chromium of the ligand—H
group formed in reaction (1) will determine the activity as
the hydride is easily consumed in reaction (3) unless the
ligand—H group is removed from chromium. In turn,
this may lend support to the (4,2) cycle.


In kinetic modeling of the dehydrogenation reaction of
isobutane on Cr–alumina, it was found that adsorption
parameters of both isobutane and H2 had to be included to
describe the reaction rate satisfactorily.36 It was proposed
that adsorption might include a Cr—O pair, as shown in
steps (1) and (3) of Figs. 2 and 10. Moreover, adsorption
of the alkane was found to be rate determining. In our
computations the surface reaction (2) of �-hydrogen
transfer appears rate-determining for the (1,2,3) cycle.
This could suggest that on the more polar alumina sur-
face, the hydridochromium( ethene) species is consider-
ably stabilized as compared with Cr–silica. Alternatively,
activity is largely due to the (4,2) cycle, of which
C—H activation is found to be rate determining.
Although activation at a hydridochromium complex
was not considered in the study of Airaksinen et al.,36


the necessity to include adsorption parameters of both
isobutane and H2 to describe satisfactorily the reaction
rate, is consistent with the reversibility of reaction (4),
C—H activation at a hydridochromium complex.


Prevention of reaction (3), reforging of the Cr—O
bond, is a prerequisite for anything but sporadic activity
of the (4,2) cycle and appears to be very sensitive to the
local surrounding of chromium. DeRossi-type species are
favorable in the sense that any water molecule formed in
the initial C—H/Cr—O activation step, is likely to


desorb and thereby render regeneration of the Cr—OH
bond and thus termination of the (4,2) cycle unlikely, see
Fig. 7. On the three-bridged surface species, a silanol
group is made in the initial C—H/Cr—O activation.
Depending on the geometric constraints on the chromium
site, reformation of the Cr—O bond could be facile or
difficult. For a fairly relaxed surface species, the silanol
group is likely to stay coordinated to chromium. The
average number of turns of the (4,2) cycle before deac-
tivation according to reaction (3) is probably higher for
strained (—O)3Cr species where the silanol group re-
laxes away from chromium, see Fig. 12.


Small amounts of water on the surface have been found
to be detrimental to the dehydrogenation activity.88 This
has been ascribed to competing coordination on chro-
mium or rearrangement of the surface following hydra-
tion of oxygen bridges linking chromium to the surface.86


The observation is also consistent with the (4,2) cycle of
Fig. 4 being more active than the (1,2,3) cycle, since
addition of water would remove any hydridochromium
sites. Since both hydrogen atoms are predicted to origi-
nate from the same ethane according to the (1,2,3) cycle
and from two different ethane molecules in the (4,2)
cycle, these mechanisms can be distinguished in isotopic
labeling experiments.


CONCLUSIONS


Mechanistic aspects of dehydrogenation of ethane over
mononuclear Cr(III)–silica have been studied by means
of quantum chemistry. A family of cluster models have
been generated based on the conceptual idea of mono-
nuclear Cr(III) with three covalent ligands that coordinate
through oxygen, as exemplified by the Cr(III)G structure
earlier proposed by DeRossi et al.,13 cf. Fig. 1. For the
main reaction steps investigated, the various models
provide consistent reaction energy profiles.


A reaction mechanism consisting of the following
three reaction steps is found to be viable: (1) C—H
activation of ethane according to �-bond metathesis,
accompanied by formation of O—H and Cr—C bonds,
(2) �-H transfer to chromium with subsequent loss of
ethene, and (3) regeneration of the chromium site by
means of �-bond metathesis with subsequent loss of H2.
Apart from the absence of molecular adsorption of
ethane, the cycle consisting of reactions (1–3) agrees
with earlier proposals.3,37 Regeneration of the catalytic
cite according to reaction (3) requires the initial C—H
activation step to involve a Cr—O ester linkage to the
surface. Based on free-energy calculations, the second
reaction step, involving �-hydrogen transfer to the metal,
is found to be rate determining. Activation free energy
and enthalpy are computed in excess of 300 and
200 kJ mol�1, respectively.


Based on the computed energies, an alternative me-
chanism is formulated in which C—H activation takes
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place at a reactive hydridochromium complex formed in
reaction (2) (above), rather than at more stable chromium
species with three oxygen ligands. Key features of this
mechanism are the formation of H—H and Cr—C bonds
by means of �-bond metathesis and that C—H activation
becomes rate determining. The computed activation
enthalpy is approximately 70 kJ mol�1, i.e. some
130 kJ mol�1 less than computed for the mechanism
proposed in Refs. 3 and 37. The importance of this
alternative mechanism relies on the ability to maintain
a reactive hydridochromium site, i.e. to prevent formation
of more stable species in which chromium is covalently
bonded to three oxygen ligands. This ability is a sensitive
function of the local structure about chromium. On
DeRossi-type species, the water molecule formed in
reaction (1) is likely to desorb, thus making reformation
of the Cr—O bond less likely. On chromium species with
three Cr—O ester linkages to the surface, a silanol
moiety, rather than water, is made in the initial C—H/
Cr—O activation. At fairly strained surface sites, the
silanol can relax away from chromium, and thus hinder
reformation of the Cr—O bond. On the other hand, if the
silanol moiety remains loosely coordinated to chromium,
one must expect facile regeneration of the Cr—O bond
according to reaction (3) above.


It is conceivable that both mechanisms are at work in
active catalysts. The presence of traces of moisture in the
feed will terminate the hydride-based mechanism. Spe-
cific details in the drying and calcination procedures may
influence the geometrical strain of mononuclear Cr(III)
sites and thereby also the effective mechanism for
dehydrogenation.
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ABSTRACT: Mechanistic research on the nucleophilic substitution of trivalent phosphorus compounds is reviewed
with emphasis on the reactions of phosphoramidites. The reactivity of these compounds towards hydroxyl groups is
utilized, for instance, in the coupling step of the modern automated solid-support synthesis of oligonucleotides.
Growing interest in the large-scale synthesis of oligonucleotides as antisense-strategy drugs has increased the demand
for relevant mechanistic research that has considerably improved our understanding of phosphoramidite alcoholysis
reaction during the last few years. The review also covers phosphites that are formed as products of this reaction and
also phosphorohalidites, azolyl phosphonites and P(III) azolidites that serve as its intermediates. Mechanisms of
reactions of phosphoramidites with azoles and carbozylic acids are included together with those of halogenation and
transamidation. Alternative reaction mechanisms published in the literature for substitution reactions of P(III)
compounds range from dissociative to concerted and associative pathways while different types of activation have
been suggested. Reactions of phosphoramidites with alcohols have been shown to be subject to both nucleophilic and
acid catalysis and most likely proceed with a concerted mechanism of dissociative character. The consequences of
these conclusions for the development of the phosphoramidite approach of oligonucleotide synthesis are also
discussed. Copyright # 2003 John Wiley & Sons, Ltd.
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INTRODUCTION


Automated machine-assisted synthesis of oligonucleotides
on a solid support is nowadays everyday laboratory routine.
The most extensively applied protocol, the so-called phos-
phoramidite approach, is based on the phosphite triester
method of Letsinger and Ogilvie1 developed to the cur-
rently used form by Beaucage and Caruthers2 (Scheme 1).
The breakthrough of the methodology has largely resulted
from the replacement of the originally employed P(III)
chloridite building blocks with significantly more stable
phosphoramidites. When activated with 1H-tetrazole, the
appropriately protected nucleoside 30-phosphoramidites
may readily be reacted with the 50-hydroxy of the growing
solid-supported oligonucleotide chain.


It has been well established that the expression of a
given gene may be inhibited in a highly selective manner
with structurally modified, so-called antisense oligonu-
cleotides.3 This finding has brought oligonucleotides


among the potential chemotherapeutic agents, the first
of which has already entered the market. Clinical phase
screening of various antisense oligonucleotides has, in
turn, created the demand for increasing amounts of pure
oligonucleotides via minimal purification steps. Accord-
ingly, although the existing phosphoramidite chemistry is
satisfactory for laboratory-scale synthesis, many of its
steps are currently under reinvestigation from the point of
view of safety, convenience and cost-effectiveness crucial
for scaling-up the synthesis. Alternative activators for the
coupling step have, for example, been searched because
1H-tetrazole is relatively expensive, hygroscopic, spar-
ingly soluble in acetonitrile and even explosive. Substi-
tuted 1H-tetrazoles4–7 still share the shortcomings of the
parent compound, and hence the search for better alter-
natives has been directed to acidic azoles,8–12 azolium
salts,7,13–17 pyridinium salts,18–21 anilinium salts,2,17,21,22


phenols23 and combinations of these.20,24


Mechanisms of the substitution reactions of P(III)
compounds have not been very intensively studied, com-
pared with their pentavalent analogues, undoubtedly
largely owing to the experimental difficulties. Sensitivity
towards water and polar impurities necessitates rigorous
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purification and continuous protection from the moisture,
and further challenges are involved in the monitoring of
very fast reactions and interpretation of the usually
complex reaction kinetics. Only fairly recently have the
new demands for more effective oligonucleotide synth-
esis urged scientists to overcome these thresholds.


The mechanistic significance of many studies has been
rather limited, owing to their highly applied nature. While
experiments on DNA synthesizers may well demonstrate
the efficiency of various activators, they tell us little about
the reasons behind the observed behaviour. Furthermore,
basic physical chemical factors, such as the effect of
solvent on the relative acidity of the solutes, are often
insufficiently emphasised in the discussions.


The phosphoramidite coupling reaction actually is a
nucleophilic substitution reaction by an alcohol on a
trivalent phosphorus centre (Scheme 2). This kind of
nucleophilic substitutions are typical reactions for most
P(III) compounds. The P(III) halidites, mixed anhydrides,
phenyl esters and azolidites (also called azolyl phospho-
nites) all contain a good leaving group, and they react with
acids, alcohols and amines without additional activation.
Phosphoramidites, in turn, are less reactive, requiring an
acidic promoter for reactions with nucleophiles. The


amino ligand must be protonated to become displaced.
The alkoxy ligand is displaced only reluctantly.


Hydrolysis of P(III) compounds yields hydrogen phos-
phonates. In addition, they may undergo oxidation, acid-
catalysed dealkylation and Arbusov reaction giving pen-
tavalent products. Accordingly, dry organic, preferably
aprotic solvents, such as dioxane ("¼ 2.2), CHCl3 (4.7),
THF (7.4), CH2Cl2 (9.1) or MeCN (36.7), have to be
employed.


PHYSICO-CHEMICAL PROPERTIES OF P(III)
COMPOUNDS IN ORGANIC MEDIA


Protolytes and salts in aprotic solvents


Salt effects and association in aprotic media. Pho-
sphite esters and phosphoramidites are commonly synthe-
sized from the corresponding phosphorochloridites in the
presence of amines as HCl acceptors. Consequently, P(III)
compounds not carefully purified are contaminated by an
ammonium chloride salt that may result in substantial
effects on reaction rates, especially in apolar solvents.25


The magnitude of the influence that ammonium salts have
on the reactivity of phosphoramidites26 was not fully
understood until in 1985, when methods for the removal
of the salt and an assay for the detection its traces were
presented.27,28 The ability of ion pairs to polarize the
medium and stabilize developing charge during the reac-
tion may even surpass that of acid or base catalysts,29


hence kinetic studies ignoring the careful control of such
issues should be considered with certain caution.


Protic reagents may participate in the solvation of salts
in organic medium, and this may affect their own reac-
tivity. Simultaneously, the solubility of the salt is
increased, hence the salt effect is enforced. In solvents
of low polarity, salts and protolytes often prefer associa-
tion to ion pairs, hydrogen-bonded dimers and higher
aggregates,29 as has been reported, for instance, for
azolium salts in MeCN.30 This may lead to altered kinetic
orders, as observed for tetrazole-promoted phosphorami-
dite alcoholysis.31 Accordingly, the mechanistic interpre-
tation of an observed reaction order is not always
straightforward.


Protolytic equilibria in acetonitrile. Although aqu-
eous pKa values may be applicable in alcohol solutions,
they certainly do not provide a useful basis for discussion
in aprotic solvents. The use of appropriate dissociation
constants is crucial since even the order of acidity of the
solutes may be changed on going from one solvent to
another. Tables 1 and 2 summarize the pKa values for
some neutral and cationic acids in an aqueous solution
and in MeCN, the solvent most extensively used in
phosphoramidite chemistry.


As far as compounds with the same functionality are
concerned, the pKa values in MeCN and in aqueous


Scheme 1. Coupling step in oligonucleotide synthesis by
the phosphoramidite approach


Scheme 2. Substitution reactions of trivalent phosphorus
compounds
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solution are linearly related (r> 0.92). Interestingly, the
pKa values of azoles, and also those of amines, fall on a
single correlation line irrespective of whether the proton
donor is a neutral molecule or an azolium (ammonium)
ion. These correlations are useful when pKa values in
MeCN are approximated on the basis of aqueous data.
Concerning the other protolytes, carboxylic acids are
much weaker acids in MeCN than in water, while the
opposite is true for ammonium ions. In other words, the
stability of ionic species compared with neutral molecules
is much lower in MeCN than in an aqueous solution.


Protonation of trivalent phosphorus compounds.
Trialkyl phosphites have been protonated on the phos-
phorus atom (1JPH� 700 Hz) with sulphuric acid,34 triflic
acid or HCl,35 although concurrent dealkylation has
sometimes been observed. Protonation of the bicyclic
phosphite 1 with HBF4 has been shown to yield a
pentacoordinative species 2 (x-ray crystallography).36


Protonated P(III) amides were first studied by Dahl.37


When compounds 3–6 were treated with triflic acid in
chloroform, protonation took place mainly on phos-
phorus (�P� 45 ppm). Additional signals (�P� 153.0,
168.3 and 142.9 ppm) were tentatively assigned to N-
protonated species. Nifant’ev and co-workers managed to
isolate and purify P(III) trisamidites and phosphinami-
dites as P-protonated salts obtained by treatment with
HBF4.38 The surprisingly high stability of the protonated
structures allowed their crystallisation from alcohol and
characterisation by x-ray crystallography.28


P-protonation of phosphoramidites was first proposed
on the basis of an IR absorption band at 2450 cm�1, but
treatment with HBF4 was later found to yield a complex
mixture of products.28 These were identified to be fluori-
nated P(III) structures in another study39 in which phos-
phoramidite 7 was treated with triflic acid in MeCN. This
afforded a relatively stable P-protonated product (8,
�P¼ 25.9 ppm) that was easily deprotonated on addition
of a base [triethylamine (TEA)], but it reacted reluctantly
with nucleophiles (propan-2-ol, tetrazole). Similar P-
protonation of 7 was resulted in by sufficiently acidic
(pKa< 10) ammonium and pyridinium triflates.33


Table 1. pKa values for neutral acids in acetonitrile and
water


Acid pKa(MeCN)a pKa(H2O)b


Alcohols ROH 41–46c 15–20
2,2,2-Trifluoroethanol 33.4c 12.4


Amines Aniline 41.1c 27.7
Diphenylamine 37.1c 22.4


Azoles Pyrrole 34.6c 16.5f


Imidazole 29.4c 14.5f


Benzimidazole (26.7)d 12.9
1,2,4-Triazole (22.4)d 10.3
1H-Tetrazole 14.5e 4.9


Phenols Phenol 27.2 9.99
4-Nitrophenol 20.7 7.14
2,4-Dinitrophenol 16.0 4.1
2,4,6-Trinitrophenol 10.9 0.3


Carboxylic Acetic acid 22.3 4.76
acids Chloroacetic acid 18.8 2.86


Dichloroacetic acid 15.8 1.35
Trichloroacetic acid 10.6 �0.5
Trifluoroacetic acid 12.7 �0.6


Halogen Hydrochloric acid 8.9
acids Hydrobromic acid 5.5


Perchloric acid 1.6
Sulphonic Methanesulphonic acid 8.4 �1.9
acids Triflic acid 2.6 �5.1


a Ref. 32a.
b Ref. 32b.
c Ref. 32c.
d Estimated based on the fact for azoles (in water) pKa(HA)� pKa(BHþ)¼
constant32d and that for imidazole (in MeCN) pKa(HA)� pKa(BHþ)¼ 12.35.
e Ref. 33.
f Ref. 32e.


Table 2. pKa values for the conjugate acids of some nitro-
gen bases and alcohols in acetonitrile and water


Base pKa(MeCN)a pKa(H2O)b


Amines Tetramethylguanidine 23.3c 13.6
Triethylamine 18.5 10.75
N,N-Dimethylbenzylamine 16.5e 8.91f


N-Methylmorpholine 15.6 7.38f


Triallylamine 15.2e 8.31
N,N-Diisopropylaniline 14.5e 7.37f


Aniline 10.7 4.6
N,N-Dimethylaniline 8.6e 5.1f


Azoles Imidazole 17.1e 7.0
N-Methylimidazole 17.1e 7.95f


Benzimidazole 14.3e 5.5
N-Methylbenzimidazole 14.1e 5.54i


1,2,4-Triazole 10.0e 2.3
Pyridines 2,6-Lutidine 14.4h 6.60f


Pyridine 12.6h 5.23
3-Chloropyridine 10.0h 2.84f


2-Chloropyridine 6.8h 0.49f


Alcohols Methanol 2.3 �2.05
tert-Butyl alcohol 3.4 �3.8f


Phenol 0.4 �6.4


a–c,e,f As in Table 1.
h Ref. 32g.
i Ref. 32d.
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Protonation of a simple model structure, H2P—NH2,
has been studied with molecular modelling. Calculations
by Korkin and Tsvetkov40 indicate that protonation of the
phosphorus atom shortens and strengthens the P—N
bond. As a result, the p character of the unshared electron
pair of the nitrogen atom is increased and the NH2 group
becomes more flattened. Protonation of the nitrogen
atom, in turn, lengthens and weakens the P—N bond.
The s character of the phosphorus lone pair is increased,
and the resulting structure resembles an adduct of phos-
phenium ion and ammonia (Scheme 3).
N-Protonation has been detected (31P NMR spectro-


scopy and x-ray crystallography) only on treating excep-
tionally resonance-stabilized tetramethylguanidinyl P(III)
amides, such as 9, with HCl in CDCl3.41


Mechanistic alternatives of P(III) substitutions


Associative vs dissociative mechanisms. The clas-
sical categorization of substitution mechanisms on the
basis of the relative timing of the nucleophilic attack and
the leaving group departure gives the following alterna-
tives for P(III) substitutions: (1) dissociative SN1-type
reaction via a phosphenium cation, (2) concerted SN2-
type mechanism and (3) associative mechanism via a
pentacoordinated intermediate (Scheme 4).


An SN1-type process is initiated by rate-determining
departure of a good leaving group, and the resulting
phosphenium cation is then trapped by the entering
nucleophile (Scheme 5). A good leaving group, such as
an anion of a strong acid, is sufficiently stable to depart
spontaneously, whereas a poor leaving group, such as an


amino group, requires protonation either prior to or
concerted with the bond cleavage.


Consistent with this, phosphenium cations have been
observed (�P� 270 ppm), for instance, on treatment of
phosphorotrisamidites with triflic acid.37 Furthermore, in
the absence of a nucleophile, P(III) triflate 10 has been
found to exist mainly as the phosphenium triflate 11
(Scheme 6).42


The concerted mechanism is basically an SN2 process
obeying second-order kinetics and leading to inversion of
configuration. Also in this mechanism, the leaving group
has to be a good one or activated by protonation either
prior to or concerted with its departure (Scheme 7).


Inversion of configuration resulting from in-line attack
of the nucleophile is observed, for instance, for P(III)
halide substitutions.43 Under acid-catalysed conditions,
the measurements have been complicated by racemiza-
tion taking place during the substitution: for ammonium
halide-catalysed alcoholysis and transamidation of P(III)
amides in CDCl3, Nielsen and Dahl observed inversion of
stereochemistry during early stages of the reaction,
although retention dominated at the final equilibrium.44


An SN2 mechanism has also been proposed for reactions
of acyl phosphites with alcohols and amines.45


An associative mechanism proceeds via a phosphor-
ane-like pentacoordinated intermediate having a trigonal
bipyramid (TBP) geometry with three shorter, equatorial
bonds and two longer, apical bonds. In most cases, these
species obey the so-called Westheimer guidelines,
according to which the ligands may interchange positions
by pseudorotation (�) and nucleophiles enter and depart
only through apical positions.


Attack of an anionic nucleophile yields a phosphora-
nide intermediate [Scheme 8(a)] whose pseudorotation
may result in retention of configuration not possible for
the SN2 mechanism.46 In case of protic nucleophiles, true
pentacovalent species are usually presented as intermedi-
ates, owing to the possibility of proton transfer to


Scheme 3. Resonance structures of N- and P-protonated
phosphoramidite


Scheme 4.Dissociative (D), concerted (C) and associative (A)
mechanisms for P(III) substitution


Scheme 5. P(III) amidite replacement by a dissociative SN1
mechanism


Scheme 6. Observed equilibrium between covalent and
ionic forms of P(III) triflate42


Scheme 7. P(III) amidite replacement with a concerted SN2
mechanism
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phosphorus [Scheme 8(b)].47 When the —NH2 group is
less apicophilic than —Y, it originally takes an equatorial
position and departs only after pseudorotation accompa-
nied by a proton transfer from the phosphorus atom to the
leaving nitrogen atom. Since P-protonation is known to
promote the formation of a pentacoordinated structure,36


it is also possible that an acid-catalytic step precedes the
formation of the pentacoordinated intermediate [Scheme
8(c)].


According to Westheimer’s rules, the TBP species is
stabilized by an equatorial–apical ring and phosphoranes
with cyclic or bicyclic structure are well known. Penta-
coordinative species have been detected as intermediates
(31P NMR) in reactions where alcohol replaces an
alkoxy48 or phenoxy49 group.


The reaction through a four-membered cyclic transi-
tion state (Scheme 9) has been regarded as a viable
mechanistic alternative for protic nucleophiles. This
mechanism involves binding of the proton of the nucleo-
phile concerted with coordination of the phosphorus atom
to the lone electron pair of the nucleophile.50


The four-membered ring mechanism has been
proposed for substitutions of phosphites,51 phenyl phos-
phites,35 phosphoramidites52 and phosphorochloridites.53


In a modified version of the mechanism, two nucleophile
molecules participate, giving a six-membered cyclic
transition state, as proposed for the hydrolysis of phos-


phites (Scheme 10).54 Related mechanisms have been
described for the Wittig reaction and the ligand-exchange
reactions between two P(III) compounds.


Catalysis alternatives. Substitution reactions of P(III)
amides and esters are subject to acid catalysis that is also
considered to be a prerequisite for these displacements.55


Nevertheless, the mechanism of the acid catalysis, above
all the site of protonation, has remained a subject to
debate and speculations.


pKa data suggest protonation of the —NR2 group
before its departure, which should lengthen and weaken
the P—N bond,40 and hence promote the substitution by
a dissociative or concerted mechanism. With phosphite
esters, proton transfer concerted with the leaving group
departure appears more likely, owing to the extremely
high acidity of the O-protonated species. The P-proto-
nated P(III) amides have a priori been postulated to be
highly reactive, but experimental findings have proved
otherwise.28,39 P-Protonation that promotes pentacoordi-
nation36 and shortens and strengthens the P—N bond of
phosphoramidites,40 should, however, accelerate the
reaction by an associative mechanism via a pentacoordi-
nated intermediate.


A catalytic H-complex with only partial P-protonation
has been presented as a mechanistic alternative for the
phosphoramidite alcoholysis (Scheme 11).28 The sugges-
tion was supported by low reactivity of the P-protonated
species and the Brønsted � value (0.05–0.65)28,56 taken as
a measure of the degree of proton transfer in the transition
state.57 Proton transfer to the departing amine was
assumed to take place only after the nucleophilic attack.


Assistance by a base may be envisaged in P(III)
substitutions where a good leaving group is replaced by
a protic nucleophile and the otherwise resulting unfavour-
able N- or O-protonated structure can be stabilized by
deprotonation. Base catalysis has been observed in alco-
holysis of a phenyl phosphite,49 P(III) halides,58 acyl
phosphites45,59 and tetrazolidite.31


The catalytic role of acids or bases is often complicated
by their protolytic reaction with the released leaving
group. For instance, the amine liberated in acid-catalysed


Scheme 9. Mechanism for concerted P(III) ester transester-
ification involving a four-membered cyclic transition state


Scheme 10. Phosphite hydrolysis through a six-membered
cyclic transition state


Scheme 11. Acid-catalysed P(III) amide substitution via a
catalytic H-complex


Scheme 8. Associative P(III) substitutions by (a) an anionic
nucleophile through a phosphoranide anion, (b) by neutral,
protic nucleophile through a pentacoordinated intermediate
and (c) by initial protonation of the phosphorus atom
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phosphoramidite alcoholysis deprotonates the activator
that hence has to be applied in a stoichiometric rather
than catalytic amount. The protolytic removal of the
product, in turn, drives the substitution equilibrium
towards completion.


P(III) substitutions have often been suspected to be
subject to nucleophilic catalysis, and hence to consist of
two consecutive displacements. This complicates the
mechanistic discussion, since both reactions must pro-
ceed by some of the mechanistic alternatives discussed
above. Accordingly, evidence for the nucleophilic cata-
lysis would still not reveal the detailed mechanisms of the
partial reactions. Furthermore, experimental verification
of nucleophilic catalysis is not easy since the intermedi-
ate may be too unstable to be detected, even less
subjected to direct kinetic studies. It may also be formed
via a reactive species that could also to some extent be
attacked directly by the final stoichiometric nucleophile.


MECHANISMS OF THE SUBSTITUTION
REACTIONS OF P(III) ESTERS, ANHYDRIDES,
AZOLIDES AND HALIDES


RO— as a leaving group


The pKa values of alcohols in MeCN are >40, which
makes the alkoxy group a poor leaving group that has to
be protonated during the displacement.60 Moreover, the
remarkable stability of the P(III)—O bond limits the
potential of RO— as a leaving group. Transesterification
of phosphite esters, for example, usually requires ele-
vated temperature and removal of the liberated alcohol to
proceed. Reaction via a pentacoordinated intermediate
[Scheme 8(c)] obtained by a nucleophilic attack on a
P-protonated phosphite has been suggested.61


Direct NMR spectroscopic evidence for a phosphorane-
like intermediate has been reported by Watanabe et al. in
tetrazole-promoted transesterification of phosphite 12
(CH2Cl2–CHCl3).48 A 31P NMR signal at �24.95 ppm
(1JPH¼ 666.5 Hz) was assigned to pentacovalent species
13 stabilized by a five-membered apical–equatorial ring
(no analogous acyclic structures were detected).


The pentacoordinated reaction path has also been
disputed and a four-membered ring mechanism (Scheme
9) suggested instead.51 Consistent with this suggestion, a
trimolecular six-membered cyclic transition state has
been proposed for phosphite hydrolysis (Scheme 10) on
the basis of the second-order dependence of the rate on
the concentration of water.


ArO— and RCOO— as leaving groups


Phenoxy [pKa(MeCN)¼ 10.9–26.6] and acetoxy
[pKa(MeCN)¼ 10.5–22.3] groups are more potent leav-
ing groups than alkoxy groups, and they are not suscep-
tible to acid-catalysed dealkylation. Acyl phosphites give
P(III) substitution products with alcohols, phenols and
amines,62 the reactions being catalysed by bases rather
than acids.59 An SN2-type mechanism is supported by
first-order kinetics in nucleophiles and their reactivity
order (EtO�>Et2NH>H2O>EtOH).45 The base-cata-
lysed displacement of the acetyl group is faster than that
of phenyl group.


The conversion of phenyl phosphite 14 to chloridite 15
in dioxane or ether has been proposed to proceed by a
four-membered ring mechanism (Scheme 9).35


A cyclic pentacoordinated intermediate 17 (�P¼ 34–
44 ppm) was observed during the base-catalysed alcoho-
lysis of 16. The superiority of phenoxide ion as a leaving
group is indicated by the release of phenol (pKHA¼ 26.6)
rather than aniline (pKHA¼ 41.1) in both the alcoholysis
and aminolysis of 16.49


Azoles or azolide ions as leaving groups


Both acidic (e.g. tetrazole) and basic azoles (e.g. benzi-
midazole and imidazole) have proved to be efficient
leaving groups in P(III) substitutions. Tetrazolidite 18
was found to react with alcohols faster than the corre-
sponding chloridite.63 Reaction of imidazolidite 19 in the
presence of imidazolium fluoride had t1/2< 2 min.58


Rapid alcoholysis of azolidites 20 and 22 has been
verified by 31P NMR spectroscopy.64
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Alcoholysis and aminolysis of a series of P(III) azoli-
dites have been studied in dioxane by Nifant’ev et al.,
who found that alcoholysis is faster than aminolysis, the
reactivity order of the leaving groups being triazoli-
de< benzimidazolide< imidazolide.65 The reaction rate
also depends on the identity of the other substituents on
phosphorus, increasing in the series R2P— < (R2N)2P—
< (RO)2P—.


A kinetic study on substitution reactions of tetrazoli-
dite 23 in THF revealed a first-order dependence of the
rate on the nucleophile concentration, alcoholysis being
faster than aminolysis.31 Alcoholysis was found to be
subject to acid, base and salt catalysis (in order of
increasing efficiency), the latter being attributed to ion-
pair catalysis. Diisopropylammonium tetrazolide salt that
easily contaminates tetrazolidites had a significant effect
on the reactivity of 23 even at the low concentration
limited by its poor solubility in THF.


The tetrazolyl group may also be displaced by other
azoles: addition of 5-(4-nitrophenyl)tetrazole, 5-ethyl-
thiotetrazole or 3-nitro-1,2,4-triazole to a solution of 23
in THF resulted in fast azole exchange,31 whereas the
corresponding triethylammonium azolide salts gave no
such reaction. Undoubtedly, 23 undergoes in the presence
of tetrazole a similar exchange as first suggested by Stec
and co-workers on the basis of the lack of stereoselectiv-
ity in the tetrazole-catalysed phosphoramidite alcoholy-
sis.66 Later, 23 has been observed (31P NMR
spectroscopy) to exist as N1 and N2 isomers that slowly
equilibrate in THF,31 but collapse into one averaged
signal in more polar MeCN, owing to faster exchange.


Halide ions as leaving groups


As anions of strong acids (pKa of HCl¼ 8.9 and that of
HBr¼ 5.5 in MeCN), halide ions are excellent leaving
groups, as indicated by the frequent use of PCl3 as a
starting material for the synthesis of P(III) esters and
amides. The phosphorus–halogen bond strength increases
in the series I�<Br�<Cl�< F�, the phosphorus–fluorine
bond being in fact considerably stable [�H(P—F)¼ 490,
while �H(P—O)¼ 407, �H(P—Cl)¼ 319 and �H(P—
N)¼ 290 kJ mol�1]. Consequently, phosphorofluoridite 24
has been found to be unreactive with amines in spite of its
fast base-catalysed alcoholysis, the rate of which depended
on the strength and concentration of the base.58


Studies on substitution reactions of P(III) chloridites
revealed complete inversion of stereochemistry, which
allowed the authors to propose an SN2 mechanism
(Scheme 7).43 A four-membered ring mechanism has
also been suggested.53 Szewczyk and Quin reported the
halogen displacement to proceed by retention of config-


uration, with the exception of aminolysis.46 This was
explained by an associative mechanism whose tendency
to undergo pseudorotation determines the stereochemis-
try. Nielsen and Dahl also found that displacement of
chloride at P(III) in CDCl3 gives retention products
already at the early stages of the reaction and proposed
that non-stereoselectivity of the actual substitution step
rather than racemisation of the starting material or
product was responsible for this.44


MECHANISMS OF THE SUBSTITUTION
REACTIONS OF P(III) AMIDES


Substitutions of P(III) amides by departure of the amino
group as an amide anion is very unfavourable (pKa of
amines in MeCN >40). A proton has to be transferred to
the leaving group by an acidic activator before or during
the P—N bond cleavage.60 Sometimes acidic impurities
are sufficient to result in the displacement. Phosphorami-
dites have been the subject of many studies. Their use as
phosphitylating agents has been reviewed by Nifant’ev
and co-workers67 and the applications in solid-support
synthesis of oligonucleotides by Beaucage and Iyer.68


Reactions with acids


Replacement by an acid. Sufficiently strong acids
replace the amino function of phosphoramidites unless
their conjugate bases are too weakly nucleophilic. Triflic
acid (in MeCN, pKa¼ 2.6), for example, results in P-
protonation rather than substitution, while methanesul-
phonic acid (pKa¼ 8.4) affords mesyl phosphite.33 Treat-
ment of bisamidite 25 with HCl leads either to P(III)
substitution (26, in light petroleum) or dealkylation (27,
in CH2Cl2), the main product depending on the reaction
conditions:69 N-protonation promotes the P(III) substitu-
tion and P-protonation dealkylation.


P(III) amides react with phenols and carboxylic acids
giving phenyl and acyl phosphites, respectively. In the
absence of solvent, 28 reacts instantly with acetic acid or
trifluoroacetic acid,59 and the reaction with phenols takes
place without catalysts, which are able to result in only a
modest acceleration.70 The reactivity of these nucleo-
philes has been attributed to N-protonation, which
enhances the displacement by a dissociative pathway
(cf. Scheme 3). A four-center mechanism (Scheme 9)
has also been discussed as a possible alternative.50
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In spite of fast substitutions in protic systems, the
reactions do not necessarily proceed at all in MeCN, in
which solvent AcOH and PhOH are weak acids
(pKa¼ 22.3 and 27.2, respectively). TFA71 (pKa¼ 12.4)
and 2,4-dinitrophenol23 (pKa¼ 16.0), in turn, are fairly
reactive even in MeCN.


Reactions of acidic azoles with P(III) amides have been
studied for their applications in oligonucleotide
synthesis. In THF, the rate of displacement [products
30–32 (Scheme 12), 31P NMR spectroscopy] increased in
the activator series 1,2,4-triazole< 2,3-dichloroimida-
zole� 3-chloro-1,2,4-triazole and in the leaving group
series pyrrolidine< dimethylamine< morpholine.8 The
authors suggested a mechanism via an N-protonated
species that was assumed to equilibrate rapidly with
both the starting material and product. Still, no direct
evidence for the existence of the N-protonated species
could be obtained even at �50 �C. It is worth noting that
bisamidites gave only monosubstituted products even
when activators were used in 4-fold excess.


The reaction between diethyl N,N-diisopropylphos-
phoramidite (29) and tetrazole gives the corresponding
tetrazolidite 22, as proved by Berner et al.,64 who
identified the product by comparing its NMR spectra
with those of an authentic sample. Whereas the reaction
of 29 with tetrazole in MeCN was complete in <2 min,
those with 1,2,4-triazole and imidazole gave 21 and 22 in
only 30 and 10% yield, respectively. The authors attrib-
uted this difference to decreasing activator acidity on the
basis of the pKa(H2O) values for tetrazole, triazole and
imidazole (4.76, 10.26 and 14.0, respectively).


The reaction of diisopropyl N,N-diisopropyl phosphor-
amidite 7 with 3-nitro-1,2,4-triazole, 5-(4-nitrophenyl)
tetrazole and 5-methylthiotetrazole also yielded azolidites
in THF. The reaction rate increased with the decreasing
pKa of the azole.72 By contrast with earlier studies,64


triazole (pKa¼ 22.4) and imidazole (pKa¼ 29.4) were
not observed to react with 7 in MeCN.33 However, in the
presence of triethylammonium triflate (pKa¼ 18.5), imi-
dazole, benzimidazole and triazole did slowly convert 7
to the corresponding azolidites.


The reaction of tetrazole with amidite 7 in THF proved
to be second-order in tetrazole concentration,71 which
was tentatively explained by a mechanism involving N-
protonation by a tetrazole dimer. In THF, association of
azoles has been observed to yield hydrogen-bonded
associated chains30b and this may also account for the
observed higher kinetic orders.


Reactions with salts of acids. Ammonium salts of
nucleophilic acids allow substitution of P(III) amides
under milder conditions than the acids themselves.
Weakly acidic ammonium chlorides promote the rever-
sible conversion of amidites to the corresponding chlor-
idites.74 The equilibrium can be shifted from, for
instance, 33 towards 34 by removal of the liberated
TEA.75


Sufficiently acidic ammonium salts drive the substitu-
tion to completion by protolytic trapping of the departed
amine: 2 equiv. of N,N-dimethylanilinium chloride con-
vert a phosphoramidite to the corresponding chloridite in
CDCl3.2 Ammonium chlorides also permit the selective
monosubstitution of bisamidites whereas HCl results in a
disubstitution.76 It has been suggested that the ammo-
nium salts are unable to N-protonate the monosubstitu-
tion product that is a weaker base than the bisamidite.


Ammonium carboxylates and suphonates convert ami-
dite 7 to acyl and sulphonyl phosphites, respectively.74 In
MeCN, the reactivity of ammonium trifluoroacetates and
mesylates correlates with the pKa value of the ammonium
ion, while the corresponding triflates are unreactive.33


Tetrazolide salts give tetrazolidites almost instantly,
which is indicative of the high nucleophilicity of azoles
towards trivalent phosphorus.


The salts of basic azoles, such as imidazolium and
benzimidazolium triflates (pKa¼ 17.1 and 14.3, respec-
tively), also yield azolidites when reacted with 7 (Scheme
13).33 Azolium salts with a potentially nucleophilic
anion, such as a trifluoroacetate ion, invariably give an


Scheme 12. Azolidites observed by Moore and Beaucage.8


R2N¼N,N-dimethylamino, N,N-diisopropylamino, morpho-
lino or pyrrolidino


Scheme 13. Displacement of the diisopropylamino group of
7 with a protonated azole (I), protonated N-methylazole (II)
and an acid anion (III). The overall stoichiometry is deter-
mined by both the actual displacement and the subsequent
protolytic equilibrium
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azolidite rather than an acyl phosphite as a product. Even
salts of N-methylimidazole and N-methylbenzimidazole
yield analogous P(III) substitution products in spite of the
inability of these adducts to undergo deprotonation after
the displacement.


Reactions with other acid derivatives. Acid chlo-
rides react with P(III) amides giving a carboxylic amide
and phosphorochloridite (route b in Scheme 14) or a
pentavalent Arbusov product (route a in Scheme 14), the
favoured path depending on the reaction conditions and
reagents.77,78 A four-membered ring mechanism
(Scheme 9)77 and an addition–elimination process have
been considered to be possible mechanistic alternatives.78


Batyeva et al.79 suggested that ammonium chloride
impurities catalyse the reaction of acid chlorides with
P(III) amides. Accordingly, a P(III) substitution between
the amidite and ammonium chloride is assumed to yield
the phosphorochloridite, while subsequent reaction of the
released amine with acid chloride regenerates the catalyst
(Scheme 15).


Similarly, the reaction of P(III) amides with carboxylic
acid anhydrides yields acyl phosphites and carboxylic
amides. Four-membered80 and six-membered78 ring
mechanisms have been proposed for the transformation
(Scheme 16).


Transamidation


Transamidation of P(III) amides has been studied mostly
in the presence of ammonium halides that evidently act as
acid catalysts: the reaction rate is increased with the
increasing concentration and acidity of the salt, and a
carefully purified amidite does not react. For instance, the


ammonium halide catalysis in the reaction of 35 with
aziridine (36) has plausibly been explained by a
P-protonation based acid catalysis mechanism.81


In addition, nucleophilic participation of the halide
anion has been considered possible.55,82 Phosphorami-
dites are in equilibrium with the corresponding chlori-
dites74,75 that may react either with the added amine or
the one liberated from the original amidite. For instance,
in the presence of diethylammonium chloride, amidite 37
has been shown to be converted to 38, since aniline is
more reactive than diethylamine towards chloridite 39
(Scheme 17).


Consequently, Batyeva et al.82 distinguished two path-
ways: (1) transamidation proper (energetically unfa-
voured), proceeding via an attack of the more basic
amine on the phosphorus atom and cleavage of the less
basic one by a four-center mechanism, and (2) transami-
dation with ammonium chlorides that proceeds via phos-
phorochloridites, formed by N-protonation. The
reversibility of the reaction has been demonstrated by
the temperature-dependent equilibration between 40 and
41.83 The driving force of the substitution evidently is the
formation of a more stable ammonium salt. Consistent
with this, anilinium chloride, when added to a mixture of
40 and TEA, has not been observed to give any substitu-
tion product (triethylammonium chloride was formed),
while deprotonation of 41 with TEA has been shown to


Scheme 14. Proposed mechanisms of Arbusov (a) and P(III)
substitution (b) reactions between phosphoramidites and
carboxylic acid chlorides78


Scheme 15. Suggested nucleophilic catalysis of ammonium
halides in halogenation of phosphoramidites with acid
chlorides79


Scheme 16. Four- and six-membered ring mechanisms
proposed for the reaction of phosphoramidites with car-
boxylic acid anhydrides


Scheme 17. Mechanism for the ammonium chloride-cata-
lysed phosphoramidite transamidation82
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yield 40. Pudovik et al.83 suggested that after N-proto-
nation either aniline or chloride ion may act as a nucleo-
phile, giving the transamidation product either directly or
via a chloridite intermediate, respectively.


Nulceophilic catalysis has also been observed in tetra-
zole-activated transamidation of phosphoramidites.84


The two amidites, bearing diisopropyl and 50-O-
dimethoxytrityl-30-aminothymidine groups on phos-
phorus, were both found to be in equilibrium with
corresponding P(III) tetrazolidite. The overall equili-
brium between the amidites was found to proceed accord-
ing to the principle of the cleavage of the more basic
amine, the equilibrium constant being in good agreement
with the (aqueous) dissociation constants of the applied
amines.


Nifantyev et al. have reported the transamidation of 42
to obey zero-order kinetics, the rate being dependent only
on the catalyst concentration.85 An equilibrium between
the two amidites occurs, and the same equilibrium
composition is reached on using 43 as a starting material.
The slow reaction rates in CHCl3 (as compared with those
in MeCN) have been observed to increase with decreas-
ing concentration. This has been attributed to rate-retard-
ing association of the reactants in a weakly polar solvent,
especially at higher concentrations.


Alcoholysis


The pioneering research in the 1960s already revealed
that the alcoholysis of phosphoramidites was affected by
ammonium chlorides,26 acetic acid86 and phenol.70 The
presence of a sufficiently strong acid was realised to be a
prerequisite for the reaction55 and the idea of acid
catalysis was then introduced by Nifant’ev and co-work-
ers.26 Theories of nucleophilic catalysis originated from
the observation that phosphoramidites reacted readily
with acidic nucleophiles and gave displacement products
that exhibited high reactivity towards alcohols. Evdakov
et al. proposed a nucleophilic contribution of carboxylic
acids and phenols,59 and Batyeva et al. suggested a
similar mode of action for ammonium chlorides.55


Nucleophilicity of tetrazole and other azoles was con-
sidered to be an important factor since their introduction
as promoters for oligonucleotide synthesis.63 This cata-
lytic role was actually taken as a fact8 well before any
solid evidence for it had been published.


Effect of the entering alcohol, leaving group and
other substituents on P(III). In the absence of an
acidic activator, phosphoramidites react only with acidic
alcohols in a protic medium. The rate of this unassisted
reaction depends on the pKa value of the alcohol; among
the aliphatic alcohols, the acidity of 1H,1H-heptafluoro-
butan-1-ol [pKa(H2O)� 12] is comparable to that of
phenol [pKa(H2O)¼ 10].70 Ethylene glycol [pKa(H2O)
¼ 15.4] has been suggested to react by intramolecular
assistance of the vicinal hydroxyl group, but it is also
significantly more acidic than tert-butyl alcohol
[pKa(H2O)¼ 19.2] that remained unreacted under the
same conditions.86


Formal kinetics of the alcoholysis with respect to the
alcohol concentration have often been obscured by the
usually applied pseudo-first-order conditions. A study on
tetrazole-activated alcoholysis if 1c in THF has, however,
revealed a zero-order dependence of the rate on the
alcohol concentration, consistent with nucleophilic cata-
lysis by tetrazole.71


It has been shown that an aniline ligand is displaced
faster than a more basic aliphatic amine. Apparently, this
might argue against mechanisms involving N-protona-
tion,87 but the observation may as well be accounted for
by the fact that the anilinium salt contaminating the
aniline derivative is more acidic than the ammonium
salt contaminating the amidite. The latter explanation
receives support from more recent results reporting t1/2¼
50 min for the alcoholysis of 43 catalysed by diethylam-
monium fluoride, but only t1/2< 2 min for the corre-
sponding reaction of 42 in the presence of N-
ethylanilinium fluoride.58


Similar results have been reported by Dahl and co-
workers. On using 0.02 equiv. of dimethylammonium
chloride as an activator, the alcoholysis rate of phosphor-
amidites in CHCl3 is increased with decreasing leaving
group basicity: —NPri


2< —NMe2< —NMePH< —
NPh2.4 In contrast, in the presence of 1 equiv. of tetrazole
in MeCN an opposite trend has been observed.88 In the
presence of a weakly acidic dimethylammonium ion
(pKa¼ 18.7), especially in a solvent of low polarity, the
effect of the salt presumably present as a contaminant
may become significant and account for the first trend. On
the other hand, an equimolar amount of tetrazole
(pKa¼ 14.5) should result in such an efficient rate accel-
eration that the possible salt effects may be neglected.


The identity of the alkoxy groups on the phosphorus
atom has also been found to affect the alcoholysis rate
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that is increased in the series 2-chlorophenyl �—
C(CH3)2CH2CN< —CH(CH3)CH2CN< —CH2CH2CN
< —CH3. The sensitivity of the reaction to steric hin-
drance appears to be modest compared with the inductive
effect of the aryl group.


General acid catalysis. Kinetic studies have proved
that phosphoramidite alcoholysis is subject to general
acid catalysis. Nifant’ev et al. followed (31P NMR
spectroscopy) the reaction in tert-butyl alcohol in the
presence of various ammonium salts, the pKa values of
which ranged from 5 to 11 (aqueous pKa values used in
alcohol solutions).89 Pseudo-first-order rate constants
(k�1 ) were determined and used for the calculation of
catalytic constants (kc) of each salt:


dP


dt
¼ k�1 amidite½ � ¼ k0 þ kc catalyst½ �ð Þ amidite½ � ð1Þ


log
kc


S


� �
¼ logGA � �pKa ð2Þ


The logarithmic plot of kc vs –pKa [Eqn (2)] gave a value
of 0.05 for the Brønsted � coefficient, interpreted as a
measure of the degree of proton transfer in the transition
state.57 More extensive studies in tert-butyl alcohol gave
a Brønsted � of 0.1328 and those in methanol a value of
0.65.56


General acid catalysis has later been confirmed in
MeCN with the reaction of amidite 7 with propan-2-ol
in the presence of ammonium triflates, mesylates and
trifluoroacetates falling in the pKa range 14.5–16.5, the
Brønsted � values obtained being 0.6, 0.7 and 0.9,
respectively (see Fig. 1 and Table 3). Triethylammonium
salts to (pKa¼ 18.5) have been reported to be too weak
acids to permit the alcoholysis.


Studies on the alcoholysis of phosphonamidite 44 have
provided evidence for intramolecular general acid cata-
lysis.90 The reaction rate was found to be independent on
the pKa value of the added ammonium halides that
became deprotonated by the basic amino function of
the starting material. The alcoholysis was 300 times
faster than that of the analogue 45 that cannot be
activated in an intramolecular manner. With 45, the
normal dependence of rate on the activator acidity was
observed.


Nucleophilic catalysis by azoles. The first observa-
tion lending support to nucleophilic catalysis of tetra-
zole (TH) was the appearance of a 31P NMR signal
(�P� 126 ppm), tentatively assigned to a tetrazoli-
dite.88,91 This allowed Moore and Beaucage to suggest
a mechanism in which N-protonated amidite was attacked
either by the azole or alcohol,8 and any azolidite formed
reacted subsequently with the alcohol. Dahl et al.,88 in
turn, proposed a fast proton transfer followed by a slow
equilibrium between the P-protonated species and the
tetrazolidite that acts as the phosphitylating agent.
The identity of tetrazolidite intermediate 22 was later
verified, lending further support to the nucleophilic role
of tetrazole.64


Kinetic work by Dahl et al. in MeCN showed that the
alcoholysis was faster if tetrazole and amidite had been
mixed before the introduction of alcohol.88 (Reaction
samples were quenched with TEA, which would convert
any tetrazolidite formed to amidite and hence [amidi-
te]obs¼ [amidite]þ [tetrazolidite].) This is in agreement


Figure 1. Reaction of 7 with PriOH in the presence of
ammonium trifluoroacetates (~), mesylates (*) and triflates
(&) in MeCN. Brønsted dependence of the half-life of the
reaction on acidity of the activator33


Table 3. Half-lives (s) for the reaction of 7 (0.1mol dm�3) with PriOH (1.0mol dm�3) in acetonitrile on using trialkylammonium
salts (0.1mol dm�3) as activators33


Ammonium salts Anions Triflate Mesylate Trifluoroacetate Tetrazolide
Cations pKa 2.6 8.4 12.7 14.5


Triethylammonium 18.5 1 1 1 1
N,N-Dimethylbenzylammonium 16.5 13 000 1300 125 <5
N-Methylmorpholinium 15.6 4500 400 20 <5
Triallylammonium 15.2 1800 120 10 <5
N,N-Diisopropylanilinium 14.5 950 — —
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with the nucleophilic contribution of tetrazole, but
alternative explanations, such as rate-retarding associa-
tion of tetrazole with the alcohol, are still worth con-
sidering. Furthermore, the reaction rate was dramatically
reduced by addition of even 0.1 equiv. of diisopropylam-
monium tetrazolide to the system. The applied method
gives two alternative explanations for this: retardation of
the formation of tetrazolidite could be explained by rate-
retarding tetrazole–salt association, while the alcoholysis
of tetrazolidite might be slowed either by a similar
alcohol–salt association or by a common ion mass effect.


The strongest evidence for nucleophilic catalysis by
tetrazole (TH) was obtained in a kinetic study on amidite
7 in THF, in which solvent the moderate reaction rates
(31P NMR spectroscopy) allowed calculation of the rate
constants on the basis of the initial rates. The key
observation was that the reaction of 7 with alcohol in
the presence of tetrazole was kinetically equivalent to the
reaction of 7 with tetrazole: both reactions were observed
to be second order in TH [Eqn. (3), n¼ 2] with the rate
constants 0.33 and 0.31 dm6 mol�2 s�1, respectively.


v0 ¼ limt!0


d½7�
dt


� �
¼ k1 7½ �0 TH½ �n0 ð3Þ


The formal kinetics for the alcoholysis of 23 were also
determined and the model of two consecutive reactions
tested by a simulation program. The reasonably good fit
supported the nucleophilic catalysis, but some systematic
deviation occurred, leaving a possibility for the existence
of a minor reaction path bypassing 23 as intermediate.
One explanation for the incomplete fit was presented
later: the reactivity of 23 in THF is very sensitive to the
ammonium tetrazolide salt formed during the reaction.31


The solubility of this salt, in turn, has been observed to be
affected by the presence of tetrazole. Consequently, the
high tetrazole concentration at early stages of the reaction
enhances the salt concentration and thus accelerates the
reaction of 23 more than predicted by the tested model.


Nucleophilic catalysis by ammonium salts. The
early suggestions,55 according to which the halide ion
of ammonium halides served as a nucleophilic catalyst in
the alcoholysis of phosphoramidites, were questioned by
a study on the alcoholysis of phosphoramidite 42 and the
corresponding fluoridite 24.58 In the absence of alcohol,
42 and N-ethylanilinium fluoride yielded a mixture of 24
and N-methylaniline. These were found to react with
alcohol more slowly than the original reactants, which
was interpreted to argue against the role of 24 as an
intermediate. The pitfall of this logic, however, is that the
substantial amount of the salt activator still present after
the formation of the fluoridite 24 may have a huge effect
on the reactivity of 24, and hence the relevance of
comparisons of two separate reactions may be ques-
tioned.31 Furthermore, the affinity of F towards P(III)
and the remarkable stability of the P—F bond impede


extrapolation of fluoridite reactivity to the other halidites.
For example, diethylammonium chloride and bromide
have been observed to be twice as effective activators of
the phosphoramidite alcoholysis as the corresponding
fluoride.


Evidence for the nucleophilic contribution of ammo-
nium salts has been presented in a recent kinetic study.
The reaction of amidite 7 with nucleophilic salts in the
absence of alcohol was faster than its alcoholysis in the
presence of a weakly nucleophilic salt. For salts of equal
acidity, the alcoholysis rate was found to depend on their
nucleophilicity (Table 3). The nucleophilicity of the
anions increased in the order CF3SO3


�<CH3-


SO3
��Br�<Cl��CF3COO�< tetrazolide anion. If


the basicity of the anion is taken as a measure of its
nucleophilicity, �nucl value of 0.2 is obtained for the
applied ammonium salts.


The nucleophilic contribution of the triflate anion
remained uncertain, since these salts were unable to
give displacement products in the absence of alcohol.
Nevertheless, the appearance of a highly unstable P(III)–
triflate intermediate cannot be ruled out, since the corre-
sponding stable structures have been reported to exist.42


It has also been argued that under weakly nucleophilic
conditions, traces of H-phosphonate, formed as a hydro-
lysis product, could act as a nucleophile, enabling alco-
holysis to occur via dialkylphosphite anhydride, the 31P
NMR signal of which has been detected during many
reactions.


Nucleophilic catalysis by azolium and pyridinium
salts. Kinetic results (MeCN) have lent support to the
suspected nucleophilic role of azolium salts.33 Alcoho-
lyses promoted by benzimidazolium and imidazolium
salts (pKa¼ 14.3 and 17.1, respectively) took place
almost instantaneously. Even the corresponding N-
methylazoles were equally effective as activators, while
less nucleophilic salts of similar acidity gave lower
reaction rates. Triethylammonium salts (pKa¼ 18.5)
were too weakly acidic to catalyse the alcoholysis when
the anion was a poor nucleophile, such as a triflate ion.
The reaction, however, took place when a good nucleo-
phile was added. Neutral nucleophiles proved to be
superior to anionic ones, since even the tetrazolide
anion remained unreactive while imidazole and benzimi-
dazole favoured the reaction. Azolium salts have been
studied by Hayakawa et al., who also explained the
observed reactivity by a nucleophilic contribution.14


The absence of phosphorochloridite (31P NMR signals,
MeCN) after the reaction of pyridinium chloride with a
phosphoramidite led Beier and Pfleiderer to suggest
nucleophilic catalysis by pyridine.18 Products resonating
at 10–20 ppm, most likely hydrogen phosphonates
formed by hydrolysis or dealkylation of the 2-cya-
noethoxy group, were observed instead. However, pyri-
dinium chloride and 2,6-di-tert-butylpyridinium chloride
successfully served as promoters on a synthesizer.
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Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 1–17







Degradation to the product at 10–20 ppm was slower with
the less acidic tert-butyl derivative.18


15N NMR observations of Sanghvi et al. indicated that
no pyridinium species were formed in a reaction of
phosphoramidite with a pyridinium salt, since pyridine
seemed to exist in a neutral form.19 Indeed, the anions of
pyridinium salts, rather than pyridine, have later been
observed to displace the amino group of phosphoramidite
1c.33 The evident thermodynamic stability of these pro-
ducts is not, however, a sufficient proof for their kinetic
significance: the pyridinium salt-promoted substitutions
by salt anions as well as alcohol could still take place via
the debated P(III)–pyridinium species.


In P(V) chemistry, the intermediacy of pyridinium
structures has been suspected since their observation by
31P NMR spectroscopy.92 More recently, pyridine
adducts have been detected even for neutral P(V) die-
sters93 and kinetic evidence has been presented that H-
phosphonate alcoholysis proceeds via such species.94 For
trivalent phosphorus, the phosphenium ion character of
P(III) triflates has been shown to be enforced by the
introduction of 4-aminopyridine, which has been attrib-
uted to the formation of P(III)–pyridinium species.95


Furthermore, kinetic results on pyridinium activators
are best explained by the nucleophilic contribution of
the deprotonated pyridine:33 For example, in MeCN, the
alcoholysis promoted by 2,6-lutidinium triflate (pKa¼
14.4) was considerably faster than that in the presence of
N,N-diisopropylanilinium triflate (pKa¼ 14.5). Like
azoles, pyridine and 2,6-lutidine promoted the alcoholy-
sis when they were added to an otherwise unreactive
mixture of 1c, triethylammonium triflate and propan-2-ol
in MeCN. This suggests a reaction via a P(III)–pyridi-
nium species that is too unstable to be observed directly.


Concise mechanism of the P(III) amide
substitution


Acid catalysis. The applicable promoters of phosphor-
amidite alcoholysis fall in the pKa range (in MeCN) 12.5–
18.5. Acids weaker than this are unable to promote the
reaction (in MeCN), whereas ammonium ions with


pKa¼ 18.5 are effective only in the presence of good
neutral nucleophiles. About 1.5 units more acidic imida-
zolium salts are already effective activators. The acidity
of many activators (tetrazole and benzimidazolium salts,
pKa¼ 14.5) is surprisingly high compared with that of
dichloroacetic acid (DCA, 15.8) used as an acid catalyst
in the detritylation step of oligonucleotide synthesis.
Even more acidic pyridinium salts (12.6) could be
expected to be less compatible with the normal protocol
of oligonucleotide synthesis. In spite of this, these acti-
vators have been reported to give good results.


The acid catalysis of the activators refers in all like-
lihood to N-protonation of the leaving group. The
N-protonated species is too unstable to be detected, but
indirect evidence for its existence has been presented:
P-protonation has only been observed with non-nucleo-
philic acids having a pKa< 10.39 While weaker acids are
unable to result in P-protonation, nucleophilic salts of
similar acidity still are good activators, and the reaction
hence must proceed by another route, namely N-proto-
nation taking place as part of the rate-limiting step, as
discussed below in more detail.


According to molecular modelling, N-protonation pro-
motes the reaction by a dissociative mechanism, while a
P-protonated phosphoramidite reacts by an associative
reaction path.40 Apparently, protonation of the phos-
phorus atom is the thermodynamically favoured alterna-
tive, but it does not lead to fast alcoholysis. Since P-
protonation strengthens the P—N bond, it prevents the
other possible reaction, viz. N-protonation of the leaving
group concerted with the P—N bond cleavage. Accord-
ingly, relatively strong acids [pKa(MeCN)< 10] capable
of quantitative protonation of the starting material are not
very efficient activators (Fig. 2). Weaker acids that leave
the starting material largely unprotonated permit P—N
bond elongation facilitated by a concerted proton transfer
from the activator. Evidently, this mechanism for P—N
bond cleavage is considerably more favoured than that
via the P-protonated species.39


Concerted mechanism. The phosphoramidite substi-
tution reaction is above all a process of P—N bond
cleavage, whose immediate products, the amide anion


Figure 2. Effect of acids on phosphoramidites as a function of the acid strength. 2-CPyrH¼ 2-chloropyrinium ion;
DMAnH¼N,N-dimethylanilinium ion; PyrH¼pyridinium ion; DIAnH¼ diisopropylanilinium ion; BDMAH¼N,N-dimethylben-
zylammonium ion; BimiH¼benzimidazolium ion; ImiH¼ imidazolium ion; Tri¼ triazole
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and phosphenium cation, need to be stabilized by an acid
and a nucleophile, respectively. The observed Brønsted
�¼ 0.6–0.9 and �nucl¼ 0.2 values indicate that the
nucleophile and the acid enter the reaction in a concerted
manner, but in the transition state, proton transfer is well
advanced compared with the modest degree of the
nucleophilic attack.33 This means that the reaction
mechanism must have a dissociative character. Brønsted
� values can be taken as measure of degree of proton
transfer of the partial charge of the protonated transition
state.56,57 Since N-protonation of phosphoramidites
induces the positive charge on phosphorus and promotes
P—N bond cleavage,40 the high � values also indicate
advanced departure of the cleaving group compared with
the phosphorus–nucleophile bond formation.


Consequently, a mechanism commencing with stretch-
ing of the P—N bond and proton transfer to the nitrogen,
followed by concerted, dissociative nucleophilic attack,
has been proposed.33 The identity of the nucleophile has
been observed to affect the reaction rate, in which case the
nucleophile naturally has to be present in the transition
state. However, excess of imidazole used as a nucleophile
has been observed not to accelerate substitution reactions
in the presence of ammonium ions as acids. This has been
explained by a hypothesis stating that for a very good
nucleophile used in excess, the barrier of the nucleophilic
attack may become lower than that of the acid catalytic
step, which then alone remains rate-limiting (Fig. 3).


A concerted mechanism is in good agreement with
stereochemical results of phosphoramidite alcoholysis. In
the presence of a non-nucleophilic activator such as
trialkylammonium fluoborate, phosphoramidite alcoho-


lysis has been observed to proceed with inversion of
stereochemistry attributable to direct in-line attack of the
alcohol.96 Nucleophilic promoters have frequently
resulted in racemisation of any P-enantiopure phosphor-
amidite.66 However, in some cases use of diastereomeric
phosphoramidite with chiral phosphorus moiety or an
amidite bearing a chiral auxiliary have selectively yielded
retention products, presumably as a result of two con-
secutive in-line replacements on the phosphorus centre.97


Nucleophilic catalysis and effect of the leaving
group. The paradox of phosphoramidite alcoholysis
lies in the considerably high activation energy required
to obtain the thermodynamically stable product. The
barrier that is partially attributable to the poor protolytic
properties of alcohols in an aprotic medium is easily
overcome if the leaving group is good, but amino groups
that require activation are alcoholysed reluctantly. Hence
nucleophilic catalysis is crucial for fast alcoholysis of
phosphoramidites.


Nucleophilic attack on P(III) seems to require a suffi-
ciently well developed electron deficiency on phos-
phorus, the amount of which depends mainly on the
nature of the leaving group. An easily polarizable bond
to a good leaving group, such as tetrazolide, trifluoroa-
cetate of chloride, ensures advanced charge formation on
P(III) and hence results in a fast displacement. For
phosphoramidites, the required polarization can only be
obtained by proton transfer to the departing amino group.
Since N-protonated phosphoramidites are only margin-
ally stable, phosphoramidites react readily only with
nucleophiles capable of attacking before complete pro-
tonation (cf. the � values). The short lifetime of the
activated species hinders or completely blocks reactions
with nucleophiles whose reactivity is reduced by unfa-
voured immediate products. The positive charge of
P(III)–pyridinium species and especially that of P(III)
N-methylazolidites is stabilized by resonance that
increases their reactivity. While these leaving groups
clearly depart as neutral species, it is easily overlooked
that this must also apply to the non-methylated P(III)
azolidites of similar basicity. They become excellent
leaving groups on protonation that is facilitated by the
topological fact that it does not take place on the nitrogen
atom bonded to phosphorus.


Interestingly, the observed outcome of most reactions
is surprisingly well explained by viewing them solely as
protolytic equilibria. In other words, the equilibrium
constant of the actual substitution may be insignificant
to the reaction that is controlled by the protolytic interests
of its components.


Conclusion: Catalyst alternatives in the past and
the future


Table 4 lists activators reported in the literature together
with data for their acidity and nucleophilicity. For


Figure 3. Energy profiles for the acid-catalysed phosphor-
amidite alcoholysis with a poor (solid line) and a good
(dashed line) nucleophile. The barrier for the nucleophilic
attack (B) is of comparable height to that of the protonation
step (A) in the case of a poor nucleophile, but with a good
nucleophile it is significantly lower than the protonation
barrier
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catalysts with several possible nucleophiles, the one
found to be the most effective33 is suggested. It seems
that some salt activators may have been chosen without
an exact knowledge of their acidity, since they do not
exist as ions in MeCN (although they can still be efficient
activators). Interestingly, the catalyst concentration may
also affect its success; for instance, pyridinium tetrafluor-
oborate (pKa¼ 12.6) has given excellent results when
used in a 1:1 ratio with the amidite, but resulted in
detritylation when applied in excess.14,17


Acid strength as modest as 17.1 of imidazolium ion has
proved to be sufficient for activation as long as a good
neutral nucleophile is present.14,15,33 Since the detrityla-
tion risk increases together with pKa, there seems to be
little reason to use acids stronger than tetrazole (14.5) or,
preferably, DCA (15.8). Imidazolium, N-methylimidazo-
lium and the recently introduced N-phenylimidazolium


salts14 (pKa� 16.0) seem to be good activator candidates.
Alternatively, a combination of a neutral azole and a
suitable acid can be applied, in which case the nucleo-
philicity and the acidity of the activator to be adjusted in
an independent manner.


The choice of an optimum catalyst is a complicated
issue depending on the oligomer being synthesized, and
many factors contributing to the outcome are still unclear.
For instance, TFA used alone resulted in detritylation
whereas TFA–pyridine mixture of equal acidity was a
successful activator.19 The activity of the azolium acti-
vators has been reported to depend on the identity of the
anion,14 which, according to other results, should not
participate in the reaction.33 It seems that a deeper
understanding of the interactions between the activators
and phosphoramidites, and research assessing the
kinetics of the really fast processes involved in the


Table 4. List of activators reported in literature, and the nucleophiles and acids responsible for their reactivity together with
their pKa values in MeCN, with activity indicated as follows:—, not as good as TH; þ as good as TH; þþ better than TH; þþþ,
the highest activity observed thus far


Activator Acid pKa Nucleophile Activity Ref.


1H-Tetrazole TH 14.5 T� þ
5-(p-Nitrophenyl)-1H-tetrazole NO2-Ph-TH 13.3a NO2-Ph-T� þþ 5, 14
5-(Ethylthio)-1H-tetrazole EtS-TH 12.9a EtS-T� þþ 6
5-Trifluoromethyl-1H-tetrazole CF3-TH — CF3-T� þþ 7
3-Chloro-1,2,4-triazole Cl-Tri — Cl-Tri� 8
4,5-Dichloroimidazole Di-Cl-Imi — Di-Cl-Imi� þ 8
4,5-Dicyanoimidazole Di-CN-Imi — Di-CN-Imi� þþ/� 10, 14, 19
2-Bromo-4,5-dicyanoimidazole Br-di-CN-Imi — Br-di-CN-Imi� þþþ 11, 14
2-Mesityl-4,5-dicyanoimidazole Mes-di-CN-Imi — Mes-di-CN-Imi� þþ 12
Benzimidazolium triflate BimiHþ 14.3 Bimi þþ 13, 14
Benzimidazolium fluoborate BimiHþ 14.3 Bimi þþ 13, 14
Imidazolium triflate ImiHþ 17.1 Imi þþ/� 14, 15, 19
Imidazolium perchlorate ImiHþ 17.1 Imi þþ 14, 15
Imidazolium fluoborate ImiHþ 17.1 Imi þþ 14, 15
Imidazolium chloride ImiHþ 17.1 Imi � 19
N-Methylbenzimidazolium triflate N-Me-BimiHþ 14.1 N-Me-Bimi þþþ 14
N-Methylimidazolium triflate N-Me-ImiHþ 17.1 N-Me-Imi þþ 14, 16
N-Methylimidazolium chloride N-Me-ImiHþ 17.1 N-Me-Imi þþ 7
N-Methylimidazolium trifluoroacetate N-Me-ImiHþ 17.1 N-Me-Imi � 17
N-Phenylimidazolium triflate N-Ph-ImiHþ 16.0a N-Ph-Imi þþþ 14
N-Phenylimidazolium perchlorate N-Ph-ImiHþ 16.0a N-Ph-Imi þþþ 14
N-Phenylimidazolium fluoborate N-Ph-ImiHþ 16.0a N-Ph-Imi þþþ 14
Pyridinium chloride PyrHþ 12.6 Pyr þ/� 18–20
Pyridinium bromide PyrHþ 12.6 Pyr þ 18
Pyridinium fluoborate PyrHþ 12.6 Pyr þþþ/� 14, 17
Pyridinium tosylate PyrHþ 12.6 Pyr þ 18
Pyridinium triflate PyrHþ 12.6 Pyr � 18
Pyridinium trifluoroacetate TFA/PyrHþ 12.7 Pyr þ/� 19, 20
Pyridinium dichloroacetate DCA 15.8 Pyr þ 19
4-Chloropyridinium chloride 4-Cl-PyrHþ 10.9a 4-Cl-Pyr � 18
2,6-Di(tert-butyl)pyridinium chloride di-But-PyrHþ — Cl� þ 18
N,N-Dimethylanilinium chloride HCl/DMAnHþ 8.9 Cl� þ 2
N-Methylanilinium trifluoroacetate TFA 12.7 CF3COO� þ/� 21, 17
N-Methylanilinium trichloroacetate TCA 10.6 CCl3COO� þ 22
Pyridinium chloride and imidazole ImiHþ 17.1 Imi þ 24
Pyridinium salts and N-methylimidazole N-Me-ImiHþ 17.1 N-Me-Imi þ 20
Pyridinium bromide and N-methylimidazole N-Me-ImiHþ 17.1 N-Me-Imi � 20
2,4-Dinitrophenol Di-NO2-PhOH 16.0 Di-NO2-PhO� þ 23


a Values estimated from aqueous constants using the appropriate pKa(H2O)� pKa (MeCN) dependences illustrated in Table 1.


MECHANISMS OF THE PHOSPHORAMIDITE SUBSTITUTIONS 15


Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 1–17







activation, are required to complete the mechanistic
picture of P(III) amide substitution and give us keys to
master the reaction.
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Organic Chemistry, Åbo Akademi University) for his
valuable contribution to our work. Financial support by
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ABSTRACT: The TrpnCo(III)(OH)(OH2)-promoted hydrolysis of a range of methyl aryl phosphate diesters was
investigated at 37 �C and I ¼ 0:1 M (NaClO4). The pH–rate profile confirms that the aqua-hydroxy form of the
complex is the only kinetically significant ionic form. At pH 6.9, all the reactions are first order in both diester and
Co(III) complex. Plotting the second-order rate constant for Co(III) complex-promoted hydrolysis against the pKa of
the leaving aryloxy group revealed a bent LFER indicating a change in rate-limiting step. This is discussed in terms of
either a change from rate-limiting hydrolysis to rate-limiting binding or the presence of a phosphorane intermediate.
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INTRODUCTION


Phosphate esters are extremely kinetically stable to
hydrolysis under physiological conditions.1 This means
that the enzymes that catalyse these processes are the most
proficient established to date.2 Many of these enzymes
require metal ion cofactors,3 which are often in intimate
contact with the substrate at the active site. Hence ex-
tensive efforts over the years have been directed at under-
standing the link between these interactions and efficient
catalysis.4 A central question is whether the same transi-
tion state as in solution is stabilized by the contact with the
ions, or whether they significantly change the nature of
the transition state.5 Model complexes provide the most
accessible route to investigating this question in detail for
defined interactions between metal ions and substrates.


Metal ion complexes also form the basis of the most ef-
fective artificial systems that have been created in efforts to
reproduce enzyme-like reactivity. Since the structure of the
ligands coordinating the metal ions are the only means to
control the modes of action and activity of a particular ion,
rational improvement will depend on understanding how
activity and ligand structure are related. Owing to its
defined coordination geometry and relatively slow rates
of ligand exchange, Co(III) has been used extensively to
explore metal ion-promoted phosphate hydrolysis.6


A key example is the systematic investigation by Chin
et al.7 on the effect of ligand structure on the reactivity of


mononuclear Co(III) complexes with cis binding sites in
promoting hydrolysis of bis-4-nitrophenyl phosphate.
Despite the similarities in structure, the complexes 1, 2
and 3 showed relative reactivities of 1:50:300. These data
were rationalized by considering the increase in strain at
the metal ion centre as it becomes part of a four-
membered ring including the reacting phosphate diester
(as shown schematically in Fig. 1). The angle � becomes
more acute as the transition state is formed, and this is
facilitated if the ligand can accommodate an obtuse
complementary bite angle �.


However, to understand better whether the metal ion-
promoted pathway involves any change in transition state
at the phosphate and to be able to extend these data to
different substrates, systematic study of the effect of
changing the substrate structure is required. To show
that the differences correspond to rate-limiting diester
cleavage for diester substrates, it was demonstrated that
bis-2,4-dinitrophenyl phosphate reacted more rapidly in
each case.7 However, the effect of varying the leaving
group on the transition state structure of the phosphate
diester was not investigated in detail. In this paper, we
describe the TrpnCo (3)-promoted hydrolysis of the
methyl aryl phosphates (4).


EXPERIMENTAL


Materials


Acetone and tert-butyl alcohol were dried over activated
4 Å molecular sieves and distilled prior to use. Dichlo-
romethane was distilled from calcium hydride prior to use.
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cis-Diaqua-Co(III)-tris(3-aminopropyl)amine was syn-
thesized according to previously published methods.8


Methyl aryl phosphate diesters were synthesized acco-
rding to the following general procedure. Dry imidazole
(0.26 g, 3.7 mmol) was dissolved in dichloromethane
(5 ml) and added slowly to a solution of phenol
(3.7 mmol) in dichloromethane (5 ml). Dimethyl chlor-
ophosphate (0.4 ml, 3.7 mmol) in dichloromethane (2 ml)
was added slowly with stirring and the solution was
stirred at room temperature for 16 h. The resulting pre-
cipitate was removed by filtration, washed with dichlor-
omethane and the filtrate concentrated in vacuo. The
crude triester was purified by flash chromatography on
silica if necessary, then dissolved in dry acetone (5 ml)
and added dropwise to a stirred solution of lithium
chloride (0.16 g, 3.7 mmol) in dry acetone (�25 ml).
The solution was heated at reflux for 30 min and allowed
to stand overnight. The precipitate was filtered off,
washed with dry acetone (3 � 10 ml) and air dried to
yield the lithium salt of the methyl aryl phosphate diester.
4a: �H (250 MHz, D2O) 3.70 (3H, d, J ¼ 11 Hz), 7.01–
7.12 (2H, m), 7.15–7.22 (1H, m), 7.29–7.35 (1H, m); �P


(101 MHz, D2O) � 2.38. 4b: �H (250 MHz, D2O) 3.68
(3H, d, J ¼ 11:3 Hz), 7.65–7.58 (2H, m), 8.11–8.09 (2H,
m); �P (101 MHz, D2O) � 2.47. 4c: �H (250 MHz, D2O)
3.68 (3H, d, J ¼ 11:3 Hz), 7.50 (2H, d, J ¼ 8:5 Hz), 8.17
(2H, d, J ¼ 8:5 Hz), �P (101 MHz, D2O) � 2.90. 4d: �H


(250 MHz, D2O) 3.65 (3H, d, J ¼ 11:3 Hz), 8.40 (2H, dd,
J ¼ 2:2, 1.2 Hz), 8.90 (1H, t, J ¼ 2:1 Hz); �P (101 MHz,
D2O) � 3.01. 4e: �H (250 MHz, D2O) 3.65 (6H, d,
J ¼ 11:3 Hz), 6.78–6.64 (1H, m), 7.27–7.17 (1H, m),
8.17–8.06 (1H, m); �P (101 MHz, D2O) � 3.42. 4f: �H


(250 MHz, D2O) 3.70 (3H, d, J ¼ 11:3 Hz), 7.50 (1H,
ddd, J ¼ 9:2, 2.5, 0.9 Hz), 7.71 (1H, dd, J ¼ 2:5, 0.6 Hz),


8.09 (1H, d, J ¼ 9:2); �P (101 MHz, D2O) � 3.62. 4g: �H


(250 MHz, D2O) 3.66 (3H, d, J ¼ 11:6 Hz), 7.69 (1H, dd,
J ¼ 9:1, 0.6 Hz), 8.50 (1H, dd, J ¼ 9:1, 0.6 Hz), 8.91
(1H, dd, J ¼ 2:7, 0.6 Hz); �P (101 MHz, D2O) � 3.81.


To prepare isotopically labelled dimethyl phosphate,
18O-enriched water (97% 18O) (0.075 ml, 4.16 mmol) was
added to potassium tert-butoxide (0.8 g, 8.33 mmol) in
10 ml of tert-butyl alcohol. Dimethyl chlorophosphate
(0.38 ml, 3.75 mmol) was added and the solution stirred
overnight. The solution was then lyophilized and the
resulting white solid was crystallized from ethanol to
yield dimethyl [18O] phosphate (0.2 g, 32%). �H


(250 MHz, D2O) 3.63 (6H, d, J ¼ 10:7 Hz, CH3); �P


(101 MHz, D2O) 3.56. MS (ES): 126.9 (%TIC: 68.18,
18O-enriched dimethyl phosphate), 124.9 (%TIC: 28.26,
dimethyl [16O]phosphate).


Kinetic methods


All solutions were made up with doubly distilled, deio-
nized water and AnalaR-grade reagents. Alkaline and
acidic solutions were made up from BDH ConvoL
ampoules. The buffers used in determining the pH–rate
constant profile were MES, MOPS, EPPS, CHES and
CAPS and were freshly prepared for each experiment.
The experiments at pH 6.9 used MOPS buffer. The stock
TrpnCo (3) solution was titrated to the relevant buffer pH
before mixing with the buffer prior to each experiment.
The pH was measured at 37 �C before and after each run
and did not vary in the course of the experiment. All
UV–visible readings were taken on a Varian Cary 1 Bio
UV–visible spectrophotometer and first-order rate con-
stants obtained by fitting the observed changes in absor-
bance to a first-order exponential curve with Cary Win-
UV software. In all experiments, TrpnCo (3) was in
�10-fold excess over the phosphate substrate. For the
slower reactions (4a and 4b), the reaction progress was
monitored by quenching aliquots using an equal volume
of pH 12.5 phosphate buffer (2 M), analysing them by
HPLC and using an initial rate analysis of the data.
Solvents for HPLC were of HPLC grade, filtered through
Sartolon polyamide 0.2 mm filters and degassed with
helium; the column used was a Phenomenex Luna
C18(2) 5 mm, 250 � 4:6 mm i.d. reversed-phase column
and the eluent was a 60:40 methanol–20 mM ammonium
phosphate buffer (pH 5.5). Both the UV–visible and
HPLC methods were used with 4c and gave excellent
agreement.


RESULTS


The pH dependence of the hydrolysis reaction was
measured at 37 �C using 4f as the substrate and a TrpnCo
(3) concentration of 1 mM, 10 mM buffer and 0.1 M


NaClO4 (Fig. 2). These data were fitted to a single


Figure 1. As the transition state for metal hydroxide attack
at the phosphate is reached, the angle � has to become
acute. This is facilitated if the complementary angle � can
become obtuse
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ionization event with pKa¼ 7.11� 0.06. None of the
substrates have ionizable groups within the pH range
measured, and all subsequent reactions were followed at
pH 6.9. Using 4c as substrate, the rate of hydrolysis
promoted by 1.2 mM TrpnCo (3) was measured with and
without 10 mM MOPS at pH 6.9 in the presence of 0.1 M


NaClO4 and showed a 10% increase in the observed rate
constant; however, in the absence of added NaClO4, the
rate constants decreased by a similar proportion with the
same change in buffer concentration. Thus, at the buffer
concentrations used, buffer catalysis was ignored as a
significant contribution to the observed reaction rate. All
the subsequent reactions were buffered at pH 6.9 using
10 mM MOPS buffer and the buffering action of the
complex itself, in the presence of 0.1 M NaClO4.


To establish the order of reaction in complex, the
TrpnCo (3) concentration was varied over the range
0.8–3.2 mM for each of substrates 4a–g (maintaining at
least a 10-fold excess of complex over substrate). In each
case, a first-order curve gave an excellent fit to the data,
showing the reaction to be first order in diester. Plotting
these pseudo-first-order-rate constants against TrpnCo (3)
concentration gave good linear plots, confirming that the
reaction is also first order in metal ion complex, and
linear least-squares fitting provided the second-order rate
constants for complex promoted hydrolysis of the diester
(Table 1).


The pKa of each of the phenol leaving groups was
measured by spectrophotometric titration under the ex-
perimental conditions (37 �C, 10 mM buffer and 0.1 M


NaClO4); these are recorded in Table 1. The second-
order rate constants were plotted against these pKas
to generate a linear free energy relationship (LFER)
(Fig. 3).


When dimethyl phosphate was used as substrate (6 mM


in the presence of 2 mM complex), no hydrolysis could be
detected over a period of 3 days at 37 �C, as expected.
Similarly, no change in the isotopic ratio of 18O-enriched
dimethyl phosphate could be detected by ESMS. The
complex does not appear to catalyse exchange of solvent
oxygen into the non-bridging phosphoryl positions.


DISCUSSION


The pH–rate profile is consistent with the assumption that
the only active ionic form of the complex is the aqua-
hydroxy form, as previously described by Chin et al.,7


and has been fitted to this scheme, revealing a kinetic pKa


of 7.1; this is consistent with the previously reported
values for the second pKa of TrpnCo (3). As the associa-
tion constant has been measured as �1 M


�1,9 the propor-
tion of the substrate that is complexed with the TrpnCo 3


Figure 2. pH--rate constant profile for the hydrolysis of
0.05mM 4d promoted by 1mM 3 (37 �C, 10mM buffer
and 0.1M NaClO4). The line shown is a non-linear least-
squares fit to a scheme where a single ionisation controls the
pH dependence, and gives a kinetic pKa of 7.11�0.06 and a
maximal rate of (9.0� 0.9)�10�3 s�1


Table 1. Second-order rate constants k2 for the TrpnCo
(3)-promoted hydrolysis of diesters (4) and pKa values
of the aryloxy leaving groups at 37 �C, in the presence of
10mM buffer and 0.1M NaClO4


Substrate k2 (M
�1 s�1) Leaving group pKa


4a (9.9� 0.3)� 10�6 8.73� 0.03
4b (6.3� 0.3)� 10�5 8.13� 0.02
4c 0.69� 0.01 6.83� 0.01
4d 2.96� 0.03 6.36� 0.01
4e 4.31� 0.05 5.92� 0.01
4f 8.0� 0.1 5.11� 0.03
4g 15.4� 0.5 3.89� 0.01


Figure 3. Linear free energy relationship between the sec-
ond-order rate constant for hydrolysis of esters 4 promoted
by 3 and the pKa of the aryl leaving group at 37 �C in the
presence of 10mM buffer and 0.1M NaClO4. The solid and
dotted lines are the non-linear least-squares fits to the
reaction schemes described in the text. The dashed line
represents the rate of binding of inorganic phosphate with
3 at 25 �C and pH 7 as reported by Chin et al.7
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is not significant under our experimental conditions, and
the first-order dependence on both complex and substrate
reflect the presence of only one of each in the rate-
limiting transition state. This is also consistent with
Chin et al.’s7 earlier report and shows that there is no
contribution from an active dimer as observed for 2 at
high concentrations.10


However, the LFER is clearly non-linear, indicating a
change in rate-limiting step when the leaving group has
pKa� 6; the solid line shown is a non-linear least-squares
fit to this scheme, and indicates that �lg changes from
� 0.17 to � 1.05 as the leaving group becomes poorer.


The likely mechanisms are shown in Scheme 1. Under
the conditions used, there is initially a complexation step,
followed by intramolecular attack of the metal-bound
hydroxide which displaces the aryloxy leaving group
either in a single step (pathway A) or via a pentacoordi-
nate intermediate (pathway B).


As Co(III) undergoes ligand exchange slowly, it is
plausible that the substrate binding step will become
rate limiting for highly reactive substrates.11 If this is
the case, then it is known that binding at Co(III) com-
plexes is very insensitive to the nature of the incoming
anion,11 and since the effect of varying the aryl moiety on
the binding properties of the diester will be small in any
case, the rate of the binding step will be constant for all
the compounds 4. Hence, to apply this interpretation, the
rate-limiting binding regime needs to be constrained to a
�binding value of zero. The resulting non-linear least-
squares fit is shown by the dotted lines on the graph,
and still leads to an acceptable fit to the data (with the
break now occurring at leaving groups with pKa� 5.7), a
similar �lg for the poorer leaving groups of � 0.98 and a
limiting rate constant of 13 M


�1 s�1.
These data can be compared with the rate of com-


plexation of TrpnCo (3) by inorganic phosphate mea-
sured by Chin et al.7 at 25 �C and pH 7, which leads to a
second-order rate constant for binding of 120 M


�1 s�1,
which is �10-fold faster than the limiting rate shown by


the LFER (Fig. 3, dashed line); this difference is a lower
limit due to the 12 �C temperature difference. This
appears to suggest that the change in rate-limiting step
is unlikely to be due to rate-limiting binding.


If this is not the rate-limiting step, then the reaction of
the bound diester would have to involve an intermediate
(pathway B). The likelihood of such an intermediate is
open to debate; in the course of studying many Co(III)-
promoted reactions, Sargeson and colleagues have
frequently invoked pentacoordinate intermediates even
for monoester hydrolysis.13 Recent heavy atom kinetic
isotope studies have led to the suggestion that in dinu-
clear complexes, diesters with such good aryl oxy leaving
groups could form a phosphorane-like intermediate.14


However, related evidence for the reaction between
similar phosphate diester substrates and hydroxide is in
favour of a concerted mechanism.15 Similarly, investiga-
tions of Co(III)-promoted hydrolysis of phosphate die-
sters using heavy atom kinetic isotope effects have been
interpreted in terms of a single step concerted reaction
(pathway A).10 If such a phosphorane intermediate exists
on the reaction pathway, rate-limiting attack at phos-
phorus would be expected to be relatively insensitive to
the nature of the leaving group (assuming binding is
independent of leaving group pKa). As bond fission to the
leaving group becomes rate limiting, �lg increases in
magnitude as expected, reflecting the expected increase
in effective charge development on the O atom in the
rate-limiting transition state.


If a phosphorane intermediate is reversibly formed (i.e.
for diesters with relatively poor leaving groups), then it
opens up the possibility of observing exchange of oxygen
between the solvent and the non-bridging phosphoryl
oxygens of the diester. To explore this, dimethyl phos-
phate enriched in the non-bridging positions with 18O
was incubated with TrpnCo (3) for 3 days. No hydrolysis
was observed over this time-scale, as would be expected
by extrapolating the LFER to a leaving group of
pKa¼ 15.5. However, no measurable change in the iso-
topic composition of the dimethyl phosphate is observed.
This is perhaps unsurprising, as the exchange process
would require both a proton transfer and pseudo-rotation
step to occur to allow the nucleophilic hydroxide become
incorporated into the diester. Furthermore, the TrpnCo (3)
complex is not stable for long periods in aqueous solu-
tion, and so a decrease in catalyst concentration may also
be occurring on these time-scales. Hence the absence of
exchange does not preclude the presence of such an
intermediate.


The above data do not lead to a definitive distinction
between the two pathways, and need to be examined
more closely. First, there may be a difference between
(monoanionic) diester binding and (dianionic) inorganic
phosphate binding if preliminary ion pair formation is a
key step in the binding event. Assuming that this is the
case, Haim suggested that dianionic ligands may bind
approximately an order of magnitude more rapidly than


Scheme 1
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monovalent anions.16 At the pH of Chin et al.’s7 binding
experiment, inorganic phosphate is 60% monoanion and
40% dianion. Thus, if the dianion does bind �10-fold
more rapidly owing to its higher charge, partitioning the
observed rate constant between the two species leads to
an estimate of 26 M


�1 s�1 for binding by monoanionic
phosphate at 25 �C. This is close to the limit indicated by
the LFER, but anation at Co(III) has a high enthalpy of
activation17 and so the temperature difference will be a
significant factor. Assuming the same entropy of activa-
tion as reported for anation of the aqua-hydroxy form of
bis (diethylenediamine)-Co(III) by phosphate17 leads to
an estimated temperature factor of �4-fold for the 12 �C
temperature increase, leaving the overall estimate for
binding at around 120 M


�1 s�1 as shown in Fig. 2.
Second, Banaszczyk et al.18 have reported the second-
order rate constant for the binding of sulfate to TrpnCo
(3) at pH 2.9 and 25 �C. Assuming that the hydroxy-aqua
species is the only active form for binding leads to a
second-order rate constant of �11 M


�1 s�1, in contrast
with the data reported by Chin et al.7 for inorganic
phosphate binding. Nevertheless, the binding of mono-
anionic phosphate is clearly the most relevant data,
although the difference in binding rates (expected to be
independent of anion) is surprising. It is not clear from
the data reported by Banaszczyk et al.18 whether the rates
correspond to rate limiting binding or the rate of chela-
tion of the Co(III) centre by initially monodentate sulfate,
which may explain the discrepancy.


On the other hand, when considering the expected �lg


for rate-limiting attack at the phosphate, it is noteworthy
that even the nucleophilic substitution of phenols by
oxygen nucleophiles with high pKa (which is most likely
to involve a mechanism of rate limiting phosphorane
formation), shows a greater sensitivity to the leaving
group (�lg� � 0.35)19 than the very shallow �lg


(� 0.17) obtained in the LFER reported here. In a similar
vein, the hydroxide-catalysed cyclization of both Up-
OAr20 and UpOR21 esters has been studied at 25 �C with
a range of aryloxy and alkoxy leaving groups, respec-
tively. Interestingly, constructing an LFER from these
two data sets (Fig. 4) also yields a bent plot (with the
break occurring for leaving groups with pKa� 12.5), but
in comparison with Fig. 3, the shallower �lg is substan-
tially larger in magnitude at � 0.52. The steeper �lg is
also greater in magnitude than in Fig. 3 (� 1.33). In this
case, there is no binding step to consider and the simplest
explanation is in terms of a pentacoordinate intermediate
(although the data may also be explained in terms of a
Hammond effect on a concerted pathway20).


Regardless of the mechanisms, the LFER does provide
information about the transition state for the poorer
leaving groups. Following the effective charge analysis
of Williams,22 the effective charge on the O-Ar atom in
the starting diester is þ 0.74 and becomes � 1.0 in the
product aryloxy anion. As the �lg for leaving groups
where the bond breaking step is clearly rate limiting is


� 1.0, this leads to an estimate of� 0.26 for the effective
charge on the leaving oxygen in the transition state.
Assuming that the charge reflects bond cleavage, bond
cleavage in the transition state would be �0.57 along the
reaction coordinate. This is further advanced than the
hydroxide promoted cleavage of the uncomplexed diester
(�0.37),23 and suggests more substantial bond formation
to the nucleophile in the transition state than for the
intermolecular reaction.


CONCLUSION


Overall, we have to conclude that these data and analyses
cannot unambiguously exclude rate-limiting binding for
the most reactive diesters; this is a conservative inter-
pretation of the data, but is not wholly convincing. If it
can be shown that binding is significantly faster than the
observed rate of hydrolysis for all phosphate diesters
under the conditions of our experiments, then it would
appear that the metal ion diverts the reaction into an
addition–elimination reaction from the concerted process
observed in the intermolecular attack of hydroxide. In
considering the phosphorane intermediate interpretation,
we note that the bound diester will have its negative
charge partially quenched by the metal ion, and so will be
somewhere between a diester and triester in character, so
the proposal of a pentacoordinate intermediate is not
unreasonable. Furthermore, the break in LFER occurs
close to the pKa of the incoming nucleophile, which is
where such a break is expected. At this point, the rate of
return to starting material and breakdown to products will
be in balance, and in a symmetrical system will occur


Figure 4. Linear free energy relationship between the sec-
ond-order rate constant for hydroxide catalysed hydrolysis of
UpOAr and UpOR esters and the pKa of the aryloxy or alkoxy
leaving group at 25 �C; data taken from Refs. 20 and 21,
respectively. The solid line is a non-linear least-squares fit to a
two-step reaction mechanism, giving �lg values of �0.52
and � 1.33 for good and poor leaving groups, respectively
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when the nucleophile and leaving group have matching
pKas. In this system, the nucleophile is part of a small
ring, and so its departure might be slightly enhanced
relative to its pKa. The same observation is made for the
transesterification uridyl esters, where the break is ob-
served at around 12.5, close to the pKa of the 20-hydroxyl
nucleophile.


In any case, the metal ion-promoted reaction leads to a
transition state where the leaving oxygen develops more
effective charge (� 0.26) than the corresponding inter-
molecular hydroxide-promoted hydrolysis (þ 0.10),23


suggesting that the transition state is changed and that
the way to more effective catalysts may be focus on
interactions at the leaving group.
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ABSTRACT: The reaction of hydroxide with epichlorohydrin in the gas phase was investigated with ab initio
calculations. Three mechanisms were examined, each corresponding to nucleophilic attack at a different carbon atom
of the substrate. It was determined that through attack at the ring methylene position was favored, whereas attacks at
the alkyl methylene or ring methine positions were found to have larger activation energies. These results are
consistent with experimental results found in the literature. Copyright # 2004 John Wiley & Sons, Ltd.
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INTRODUCTION


Epichlorohydrin is a commercially important compound
used in the industrial production of glycerol, resins and
elastomers.1a It is also a toxic substance, a vesicant and is
potentially carcinogenic in humans (see toxicological
references in Ref. 1a). Epichlorohydrin has also been
used in the synthesis of optical isomers of antihyperten-
sive and antianginal drugs.1b For these reasons, epichlor-
ohydrin has been the subject of numerous experimental
investigations.


These studies have frequently sought to establish the
reaction mechanism between epihalohydrins and nucleo-
philes. For instance, does the initial attack by the nucleo-
phile occur at the C1 (ring methylene) or C3 (alkyl
methylene) position? In the most important examination
of the reaction mechanism, McClure et al.2 demonstrated
that the answer to this question depends on the choice of
leaving group, nucleophile and reaction conditions. Sub-
sequent studies by Ohishi and Nakanishi3 on epichlor-
ohydrin and by Cawley and Onat4 on epibromohydrin
confirmed that both pathways are active. It should be
noted that, with the exception of an acetolysis investiga-
tion by Whalen,5 little attention has been given to the
possibility of nucleophilic attack at the C2 (ring methine)
position.


In the course of my work with epichlorohydrin as a
polymeric cross-linking agent, the question of its reactiv-
ity again arose; unexpected products could not be entirely
explained by an appeal to the experimental literature. It
also appears that no systematic theoretical investigation
of the reactivity of epichlorohydrin has been reported.
A computational study of limited scope, which included
an examination of the reaction of ammonia with epi-
chlorohydrin, has been reported previously6. An ab initio
study into the inherent (gas-phase) reactivity of epi-
chlorohydrin with hydroxide was therefore carried out.
While solvation effects will clearly have a strong influ-
ence on the current system, the gas-phase reaction co-
ordinates established here will serve as the first step
towards a more thorough theoretical understanding of
the reactivity of epichlorohydrin in solution under basic
conditions.


COMPUTATIONAL METHODS


All structures were fully optimized at the restricted
Hartree–Fock (RHF) level of theory with the double
split-valence 6–31G basis set of Pople and co-workers7


to which sets of d-polarization8 and sp-diffuse9 functions
were added to all non-hydrogen atoms (6–31þG*). The
structures were deemed converged when the maximum
and r.m.s. gradients fell below 0.012 and 0.004
kcal mol�1Å�1, respectively (1 kcal¼ 4.184 kJ). Hessian
matrices were computed for all stationary points at the
same level of theory. The absence of negative eigenvalues
confirmed the stationary points as minima, while a single
negative eigenvalue defined a stationary point as a transi-
tion state. All vibrational frequencies were scaled by a
factor of 0.8953 to compensate for the known
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overestimation of harmonic vibrational frequencies at the
Hartree–Fock level with double-zeta quality basis sets.10


Enthalpies and entropies were computed at 298.15 K
and 1 atm using standard equations from statistical
mechanics.11


Minimum energy paths were determined by carrying
out intrinsic reaction coordinate (IRC)12 calculations
from the transition states to the associated ‘reactant’
and ‘product’ minima. All minima were subsequently
fully optimized and their Hessian matrices computed.


Single-point energy calculations were performed upon
all HF stationary structures using second-order Møller–
Plesset (MP2)13 perturbation theory with the augmented,
correlation-consistent, double split-valence basis set of
Dunning and co-workers (aug-cc-pVDZ).14 Only the
valence electrons were correlated in these calculations,
i.e. the frozen core (fc) approximation was used.15 These
calculations were intended to recover the effects of
dynamic electron correlation, which can be important
in the description of transition states in which bonds are
formed or broken.


Finally, all stationary point structures (minima and
transition states) were reoptimized at the MP2(fc)/6–
31þG* level of theory. These calculations were per-
formed to assess the importance of dynamic electron
correlation on the optimized structures. Enthalpic and
entropic corrections were calculated at the HF/6–31þG*
level.


All calculations were carried out with the GAMESS16


program, which is freely available from Iowa State
University, on a cluster of personal computers running
the Linux operating system.


RESULTS


Three mechanisms were investigated, each correspond-
ing to nucleophilic attack by hydroxide at a different
carbon atom of epichlorohydrin. While a number of
elimination pathways involving hydroxide and epichlor-
ohydrin are possible, they were not the focus of this study.
The following free energies were calculated at the MP2/
aug-cc-pVDZ//HF/6–31þG* level of theory:


In the first mechanism, nucleophilic attack occurs at
the C1 (ring methylene) position, resulting in an oxide
intermediate [Scheme 1(a)]. The anionic oxygen atom
can then attack the C3 (alkyl methylene) position to form
glycidol with the loss of chloride [Scheme 1(b)]. Both
reactant ion–molecule (RIM) and product ion–molecule
(PIM) complexes are formed along the gas-phase path-
way; the reactant complex is composed of hydroxide and
epichlorohydrin, and the product complex is formed from
chloride and glycidol. As three minimum-energy con-
formers exist for epichlorohydrin (gauche�, cis and
gaucheþ) [at the MP2 level of theory, the relative free
energies of the three conformers are cis
(1.5 kcal mol�1)> gauche� (0.4 kcal mol�1)> gaucheþ
(0.0 kcal mol�1); this translates into a Boltzmann popula-
tion of cis (5%)< gauche� (32%)< gaucheþ (63%);
these results reproduce those found in the literature at
the B3LYP/6–311G(2d,2p) level of theory17], there are
also three possible transition states (TS) for the C1
mechanism. All three transition states were located at
the Hartree–Fock (HF) level of theory.


In the second mechanism, nucleophilic attack takes
place at the C2 (ring methine) position, which results in
ring opening of the epoxide to form an oxide intermediate


Scheme 1
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(Scheme 2a). A reactant (hydroxide–epichlorohydrin) ion–
molecule complex was again found, and numerous at-
tempts to locate three transition states led only to the two
gauche-related structures. Upon formation of the oxide
intermediate, three subsequent reaction steps were inves-
tigated: (1) attack by the anionic oxygen atom on the C3
(alkyl methylene) position to yield 2-hydroxyoxetane with
loss of chloride [Scheme 2(b)]; two transition states and
product (chloride–oxetane) ion–molecule complexes were
located for this pathway; (2) proton transfer between the
hydroxyl group and the anionic oxygen atom to produce
another oxide intermediate [Scheme 2(c)], followed by the
attack of the new anionic oxygen atom on the C3 (alkyl
methylene) position to form glycidol with loss of chloride
[Scheme 1(b)]; three transition states and product (chlor-
ide–glycidol) ion–molecule complexes were found; (3)
proton transfer from the C2 methine position to the anionic
oxygen atom accompanied by the elimination of chloride
to form a 2-propen-1,3-diol [Scheme 2(d)]; two transition
states and product (chloride–diol) ion–molecule com-
plexes were located.


For the third mechanism studied, nucleophilic attack
occurs at the C3 (alkyl methylene) position, resulting in


the direct displacement of chloride to form glycidol
(Scheme 3). Only two transition states, associated with
the gauche conformers, reactant (hydroxide–epichloro-
hydrin), and product (chloride–glycidol) ion–molecule
complexes were found.


It should be noted that the complete reaction coordi-
nates for the C1 and C2 pathways are not given in
Schemes 1 and 2, respectively. The missing steps corre-
spond to low-energy transitions between conformers (e.g.
INT 1a! INT 1b in Scheme 1). As they are not
predicted to be rate-limiting steps, they are not discussed.


The reaction path energetics for Schemes 1–3 are given
in Tables 1–3, respectively. For the sake of clarity, only
results from the lowest energy pathways are given. Both
enthalpies (�rH


�) and free energies (�rG
�) at 298.15 K


and 1 atm are provided at the Hartree–Fock (HF) and
Møller–Plesset (MP2) levels of theory. The structures
corresponding to important stationary points are pre-
sented in Figs 1–3.


A known deficiency of Hartree–Fock theory is the
overestimation of activation energies (Ea).


18 This is
particularly true for transition states in which bonds are
formed or broken. In these transition states, dynamic


Scheme 2


Scheme 3
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electron correlation effects can be large. It is not surpris-
ing, therefore, that HF theory, which takes no account of
dynamic electron correlation, fails to describe the present
transition states adequately. Results obtained at the
Møller–Plesset level of theory will, therefore, be focused
upon in the Discussion.


A comparison of the results predicated upon HF and
MP2 optimized structures reveals that dynamic electron
correlation does not have a significant effect on the
structures and thus energetics. [The following enthalpies
and free energies of activation, based upon MP2(fc)/6–
31þG* optimizations and HF/6–31þG* Hessians, were
calculated: �rH


�(TS1a)¼�15.2; �rH
�(TS2a)¼�12.1;


�rH
�(TS3a)¼�14.0; �rG


� (TS1a)¼�6.5; �rG
�


(TS2a)¼�3.1; and �rG
�(TS3a)¼�5.3 kcal mol�1.


These values compare very favorable with those obtained
at the highest level of theory reported in this paper:
MP2(fc)/aug-cc-pVDZ//HF/6–31þG* (Tables 1–3). Ex-
amining the HF and MP2 structures for these transition
states also reveals that the two sets of structures are in
good agreement with one another. Comparing the dis-
tances associated with the reaction coordinates for the
three transition states evinces a mean difference and
standard deviation of only �0.01 and 0.05 Å, respec-
tively.] This validation of the current computational
approach (MP2 single-point energies on HF optimized
structures) is important for reasons beyond the current
study. First, an investigation into the effects of solvation
upon the reactivity of epichlorohydrin under basic con-
ditions is currently being conducted. The approach under-
taken in this work is one of microsolvation, where the
solutes are surrounded with a number of solvent mole-


cules. Optimizations at the MP2 level would, therefore,
prove very costly in this context. Second, these results
underscore the importance of selecting the appropriate
level of theory. Too often computational chemistry is
marginalized by the demand that only the highest level of
theory be employed. This attitude severely limits the
applicability of ab initio methods.


DISCUSSION


A cursory examination of the energetics for the three
mechanisms reveals that initial nucleophilic attack on
the substrate is the rate-limiting step. Based on previous
studies of ambident substrates, it is predicted that the SN2
mechanism should be favored under basic conditions.
Nucleophilic attack should, therefore, take place at the
least substituted position, i.e. C3>C1>C2. Attack at the
ring methylene (C1) position [Scheme 1(a)] has a lower
activation energy than attack at the alkyl methylene (C3)
position (Scheme 3), while attack at the C2 methine
position [Scheme 2(a)] possesses the largest activation
energy. The relative activation enthalpies are 3.1
(C2)> 1.6 (C3)> 0.0 (C1) kcal mol�1. The relative acti-
vation free energies similarly are 3.3 (C2)> 1.6 (C3)> 0.0
(C1) kcal mol�1. The inclusion of entropic effects serves,
therefore, only to raise the absolute activation energies for
the three transition states. The associated imaginary fre-
quencies for the C1, C2 and C3 transition states are 599,
610 and 418 cm�1, respectively, revealing that the C1 and
C2 transition states are tighter and less accessible than the
C3 transition state. This should in turn favor nucleophilic


Table 1. Reaction coordinate energetics for nucleophilic attack on the C1 position of epichlorohydrin [Scheme 1(a) and 1(b)]a


�rH
� [Scheme 1(a): attack on C1 position]


Epichlorohydrinþ Reactant ion– Transition Intermediate
Level of theory hydroxide molecule (RIM 1a) state (TS 1a) (INT 1a)


HF 0.0 �21.5 �7.1 (599 i cm�1) �50.9
MP2 0.0 �23.8 �16.6 �48.1


�rG
� [Scheme 1(a): attack on C1 position]


HF 0.0 �14.1 1.6 �41.4
MP2 0.0 �16.4 �7.9 �38.6


�rH
� [Scheme 1(b): epoxide formation]


Intermediate Transition Product ion–molecule Glycidolþ
(INT 1b) state (TS 1b) (PIM 1b) chloride


HF �61.3 �53.9 (418 i cm�1) �79.1 �69.9
MP2 �59.8 �51.7 �62.4 �50.3


�rG
� [Scheme 1(b): epoxide formation]


HF �51.3 �43.9 �71.7 �67.8
MP2 �49.7 �41.8 �55.0 �48.2


a Standard enthalpies (�rH
�) and free energies (�rG


�) in kcal mol�1. Parenthetical values correspond to transition-state imaginary vibrational frequencies.
HF¼HF/6–31þG*; MP2¼MP2/aug-cc-pVDZ//HF/6–31þG*. See text for details.
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Table 2. Reaction coordinate energetics for nucleophilic attack on the C2 position of epichlorohydrin [Schemes 2(a)–(d)]a


�rH
� [Scheme 2(a): attack on C2 position]


Epichlorohydrinþ Reactant ion–molecule Transition Intermediate
Level of theory hydroxide (RIM 2a) state (TS 2a) (INT 2a)


HF 0.0 �21.5 �1.9 (610 i cm�1) �50.8
MP2 0.0 �23.8 �13.5 �48.1


�rG
� [Scheme 2(a): attack on C2 position]


HF 0.0 �15.0 7.0 �41.3
MP2 0.0 �17.3 �4.6 �38.7


�rH
� [Scheme 2(b): oxetane formation]


Intermediate Transition Product ion–molecule 2-Hydroxyoxetaneþ
(INT 2b) state (TS 2b) (PIM 2b) chloride


HF �50.5 �42.1 (455 i cm�1) �113.8 �70.9
MP2 �47.2 �38.5 �70.9 �49.6


�rG
� [Scheme 2(b): oxetane formation]


HF �40.7 �31.8 �105.8 �68.7
MP2 �37.5 �28.2 �62.8 �47.3


�rH
� [Scheme 2(c): proton transfer from C2 hydroxyl to C3 oxide]


Intermediate (INT 2c) Transition state (TS 2c) Intermediate (INT 2c0)


HF �56.4 �53.9 (1384 i cm�1) �61.3
MP2 �55.5 �59.5 �59.8


�rG
� [Scheme 2(c): proton transfer from C2 hydroxyl to C3 oxide]


HF �46.3 �43.5 �51.3
MP2 �45.4 �49.1 �49.7


�rH
� [Scheme 2(d): proton transfer from C2 methine to C3 oxide]


Intermediate Transition Intermediate 2-Propene-1,3-
(INT 2d) state (TS 2d) (PIM 2d) diolþ chloride


HF �50.8 4.1 (1925 i cm�1) �102.3 �22.6
MP2 �48.1 �10.6 �89.7 �4.4


�rG
� [Scheme 2(d): proton transfer from C2 methine to C3 oxide]


HF �41.3 13.7 �94.4 �52.8
MP2 �38.7 �1.0 �81.8 �34.6


a Standard enthalpies (�rH
�) and free energies (�rG


�) in kcal mol�1. Parenthetical values correspond to transition-state imaginary vibrational frequencies.
HF¼HF/6–31þG*; MP2¼MP2/aug-cc-pVDZ//HF/6–31þG*. See text for details.


Table 3. Reaction coordinate energetics for nucleophilic attack on the C3 position of epichlorohydrin [Scheme 3]a


�rH
� [Scheme 3: attack on C3 position]


Epichlorohydrinþ Reactant ion– Transition Product ion– Glycidolþ
Level of theory hydroxide molecule (RIM 3a) state (TS 3a) molecule (PIM 3a) chloride


HF 0.0 �21.5 �13.7 (418 i cm�1) �79.1 �69.9
MP2 0.0 �23.8 �15.0 �62.4 �50.3


�rG
� [Scheme 3: attack on C3 position]


HF 0.0 �14.1 �4.9 �71.7 �67.8
MP2 0.0 �16.4 �6.3 �55.0 �48.2


a Standard enthalpies (�rH
�) and free energies (�rG


�) in kcal mol�1. Parenthetical values correspond to transition state imaginary vibrational frequencies.
HF¼HF/6–31þG*; MP2¼MP2/aug-cc-pVDZ//HF/6–31þG*. See text for details.
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attack at the alkyl methylene position. Based on the
activation energies, however, nucleophilic attack should
occur at the C1 position resulting in the formation of an
oxide intermediate, with attack at the C3 position being
less competitive. Assuming a Boltzmann distribution for
the activation energies, 93.4% of the reactions should
proceed via the C1 pathway and only 6.3% through the
C3 pathway. Given the even larger activation energies for
the C2 pathway, this mechanism should only be active to a
very limited extent (0.4% of the reactions).


These conclusions are fairly consistent with experi-
mental results. Ohishi and Nakanishi3 reacted a phenolate
with radiolabeled epichlorohydrin and discovered that
attack at the C1 (ring methylene) position is slightly more
favorable than at the C3 (alkyl methylene) position by a
7:5 ratio. No attack was detected at the C2 (ring methine)
position. Similarly, Cawley and Onat4 reacted catecholate
anion with epibromohydrin and determined the free
energy of activation to be marginally lower for attack at
the C1 position: �rG


�(TS1a)¼ 22 and �rG
�


(TS3a)¼ 24 kcal mol�1. As the authors note, while the
enthalpic contribution to the free energy of activation is
lower for attack at the ring methylene position
[�rH


�(TS1a)¼ 12 and �rH
�(TS3a)¼ 19 kcal mol�1],


the entropic contribution is nearly double that for attack
at the alkyl methylene position [�rS


�(TS1a)¼�34 and
�rS


�(TS3a)¼�18 cal mol�1K�1]. There is, therefore, a
subtle interplay between enthalpy and entropy for this
system that slightly favors attack at the C1 position.
Again, no attack at the ring methine position was found.
This balance between pathways was most dramatically
shown by McClure et al.2 when they reacted a number of
para-substituted phenols with enantiomerically pure epi-
chlorohydrins under a variety of reaction conditions. By
examining the products for retention or inversion of
configuration, they found that the choice of nucleophile,
solvent system and reaction conditions determined
whether attack occurred at the C1 or C3 position.


It must be noted that the HF level of theory predicts a
different ordering of the transition states for this initial
step: C2>C1>C3. The relative differences in activation
energies are also greater. Both the enthalpies and free
energies for attack at the ring methylene position are four
times larger than for attack at the alkyl methylene


Figure 1. Structures of stationary points along reaction
coordinate [Scheme 1(a) and 1(b)] for hydroxide attack
at the C1 position of epichlorohydrin. RIM, reactant
ion–molecule complex; TS, transition state; INT, inter-
mediate; PIM, product ion–molecule complex. See text for
details


Figure 2. Structures of stationary points along reaction
coordinate [Schemes 2(a)–(d)] for hydroxide attack at
the C2 position of epichlorohydrin. RIM, reactant ion–
molecule complex; TS, transition state; INT, inter-
mediate; PIM, product ion–molecule complex. See text for
details


Figure 3. Structures of stationary points along reaction
coordinate (Scheme 3) for hydroxide attack at the C3
position of epichlorohydrin. RIM, reactant ion–molecule
complex; TS, transition state; PIM, product ion–molecule
complex. See text for details
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position. Similarly, the enthalpies and free energies for
the C2 transition state are nearly four times larger at the
HF level than at the MP2 level. Effectively 100% of the
reactions should proceed through the C3 transition state.
The exclusion of dynamic electron correlation, therefore,
favors the C3 pathway over the C1 pathway. This result
stands in contrast with experimental results.2–4


Nucleophilic attack at the ring methylene position
opens the epoxide to form an oxide intermediate. A
new epoxide can be formed via attack of the anionic
oxygen atom on the alkyl methylene position with loss
of chloride [Scheme 1(b)]. The activation energies
for this process are significantly lower than those for the
initial nucleophilic attack [Ea(H


�)¼�35.1 and Ea(G
�)¼


�33.9 kcal mol�1]. Examination of the associated ima-
ginary frequency (418 cm�1) reveals that this transition
state is also less demanding than for the initial attack.
Consequently, glycidol should be readily formed by
attack at both C1 and C3 positions.


As stated in the Results section, nucleophilic attack at
the ring methine position may be followed by three
different steps. Both the transition states for oxetane
formation [Scheme 2(b)] and proton transfer from the
hydroxyl group [Scheme 2(c)] are lower in energy than
that for initial attack. Proton transfer is favored over
oxetane formation [�Ea(H


�)¼�21.0 and �Ea(G
�)¼�


20.9 kcal mol�1). The imaginary vibrational frequency
for oxetane formation (455 cm�1) is far smaller than for
proton transfer (1384 cm�1) and should favor oxetane
formation. An elimination pathway involving proton
transfer from the methine group to form the diol [Scheme
2(d)] was also investigated. An activation energy larger
than for the initial attack was found [�Ea(H


�)¼ 2.9 and
�Ea(G


�)¼ 3.6 kcal mol�1). The associated imaginary
vibrational frequency is 1925 cm�1. Based on these
results, it is predicted that nucleophilic attack at the C2
position should lead to glycidol formation (via proton
transfer from the hydroxyl group to the anionic oxygen
atom followed by epoxide formation). Oxetane should be
a minor product to the extent that it is formed at all, and
diol formation should not occur.


The formation of glycidol (Schemes 1–3) and oxetane
(Scheme 2) are exothermic (glycidol pathways: �rH


� ¼
�50.3 and �rG


� ¼�48.2 kcal mol�1; oxetane pathways:
�rH


� ¼�49.6 and �rG
� ¼�47.3 kcal mol�1). Given


these small differences in exothermicities, the product
distribution for the reaction of hydroxide with epichlor-
ohydrin should be under kinetic control. While the
formation of the diol is also thermodynamically favorable
(�rH


� ¼�4.4 kcal/mol and �rG
� ¼�34.6 kcal mol�1),


the associated activation energies are greater than those
for the formation of glycidol or oxetane.


Both glycidol and 2-hydroxyoxetane are subject to
further nucleophilic attack. These reactions were not
investigated, but as basic conditions favor SN2 mechan-
isms, attack would presumably occur at the least sub-
stituted positions and should be thermodynamically


favored. Both steps are indeed exothermic. Using
experimental heats of formation for water (�fH


� ¼
�57.8 kcal mol�1) and glycerol (�fH


� ¼�138.1 kcal
mol�1), and using Benson’s group equivalent scheme to
calculate the heats of formation for glycidol (�fH


� ¼
�58.0 kcal mol�1) and 2-hydroxyoxetane (�fH


� ¼
�59.2 kcal mol�1), the following reaction enthalpies
were computed:


[�fH
�(H2O), Ref. 19; �fH


�(C3H8O3), Ref. 20; group
equivalents, Ref. 21].


It is reasonable to wonder if the intermediate oxides
formed in Schemes 1 and 2 could abstract a proton from
an aqueous solvent system and thus preclude glycidol or
oxetane formation. While solvent effects were not ex-
plicitly considered in the current work, such a process is
unlikely in the gas phase. The oxides should be signifi-
cantly less basis than hydroxide, and their conjugate acids
should not form to any great extent. [The conjugate acids
of the oxides can be modeled by 1,2-dihydroxyethane
(ethylene glycol). Its gas-phase acidity has been mea-
sured: �rG


� ¼ 360.9� 2.0 kcal mol�1.22 Likewise, the
gas-phase acidity of water is experimentally known:
�rG


� ¼ 383.7� 0.3 kcal mol�1.23 The transfer of a pro-
ton from water to the oxides of ethylene glycol is
appreciably endothermic and should not occur in the
gas phase. The pKa for ethylene glycol is not known
conclusively.] A comparison of the pKas would be more
meaningful, but experimental values for the oxides in
question are not known.


CONCLUSIONS


The reaction of hydroxide with epichlorohydrin in the gas
phase was studied via ab initio calculations. Three
mechanisms corresponding to nucleophilic attack at
each of the three carbon atoms of epichlorohydrin were
considered. Attack at the C1 position was found to be
favored over attack at the C3 position at the highest level
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of theory. Attack at the C2 position was found to be
unlikely. In a subsequent paper, solvent effects upon the
reactivity of epichlorohydrin with hydroxide will be
reported. It will prove interesting to interpret these results
in light of the aforementioned experimental work of
McClure et al..2


Acknowledgement


It is a pleasure to acknowledge the assistance of Professor
Steven R. Kass (University of Minnesota), who read and
commented upon an earlier draft of this paper.


REFERENCES


1. (a) Ullmann’s Encyclopedia of Industrial Chemistry (6th edn),
vol. 12. Wiley-VCH: Weinheim, 2003; (b) Kawamura K, Ohta T,
Otani G. Chem. Pharm. Bull. 1990; 38: 2092–2096.


2. McClure DE, Arison BH, Baldwin JJ. J. Am. Chem. Soc. 1979;
101: 3666–3668.


3. Ohishi Y, Nakanishi T. Chem. Pharm. Bull. 1983; 31: 3418–3423.
4. Cawley JJ, Onat E. J. Phys. Org. Chem. 1994; 7: 395–398.
5. Whalen DL. Tetrahedron. Lett. 1978; 50: 4973–4976.
6. Politzer P, Laurence PR. Int. J. Quantum. Chem. Quantum.


Biochem. Symp. 1984; 11: 155–166.
7. (a) Ditchfield R, Hehre WJ, Pople JA. J. Chem. Phys. 1971; 54:


724–728; (b) Hehre WJ, Ditchfield R, Pople JA. J. Chem. Phys.
1972; 56: 2257–2261; (c) Francl MM, Pietro WJ, Hehre WJ,


Binkley JS, Gordon MS, DeFrees DJ, Pople JA. J. Chem. Phys.
1982; 77: 3654–3665.


8. Hariharan PC, Pople JA. Theor. Chim. Acta 1973; 28: 213–222.
9. (a) Clark T, Chandrasekhar J, Spitznagel GW, Schleyer PvR.


J. Comput. Chem. 1983; 4: 294–301; (b) Spitznagel GW. Diplo-
marbeit, Erlangen, 1982.


10. (a) Pople JA, Scott AP, Wong MW, Radom L. Isr. J. Chem. 1993;
33: 345–350; (b) Scott AP, Radom L. J. Phys. Chem. 1996; 100:
16502–16513.


11. McQuarrie DA. Statistical Mechanics. University Science Books:
Sausalito, CA, 2000.


12. Gonzales C, Schlegel HB. J. Chem. Phys. 1989; 90: 2154–2161.
13. Fletcher GD, Rendell AP, Sherwood P. Mol. Phys. 1997; 91:


431–438.
14. (a) Dunning TH Jr. J. Chem. Phys. 1989; 90: 1007–1023; (b)


Kendall RA, Dunning TH Jr. J. Chem. Phys. 1992; 96: 6769–
6779.


15. Saunders WH Jr. J. Phys. Org. Chem. 1994; 7: 268–271.
16. Schmidt MW, Baldridge KK, Boatz JA, Jensen JH, Koseki S,


Matsunaga N, Gordon MS, Nguyen KA, Su S, Windus TL,
Elbert ST, Montgomery J, Dupuis M. J. Comput. Chem. 1993;
14: 1347–1363.


17. Wang F, Polavarapu PL. J. Phys. Chem. A 2000; 104: 6189–6196.
18. Hehre WJ, Radom L, Schleyer PvR, Pople JA. Ab Initio Mole-


cular Orbital Theory. Wiley: New York, 1986.
19. Cox JD, Wagman DD, Medvedev VA. CODATA Key Values for


Thermodynamics. Hemisphere: New York, 1984.
20. Bastos M, Nilsson SO, Ribeiro Da Silva MDMC, Ribeiro Da Silva


MV. J. Chem. Thermodyn. 1988; 20: 1353–1359.
21. Benson SW. Thermochemical Kinetics (2nd edn). Wiley:


New York, 1976.
22. Crowder C, Bartmess J. J. Am. Soc. Mass Spectrom. 1993; 4:


723–726.
23. Smith JR, Kim JB, Lineberger WC. Phys. Rev. A 1997; 55: 2036–


2043.


248 G. N. MERRILL


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 241–248








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2007; 17: 1007–1016
Published online 13 August 2004 in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/poc.820


Kinetics and thermodynamics of C----Cl bond
activation by [Ir(CO)2Cl2]


�y


Paul W. Vickers, Jean M. Pearson, Talit Ghaffar, Harry Adams and Anthony Haynes*


Department of Chemistry, University of Sheffield, Sheffield S3 7HF, UK


Received 25 August 2003; revised 1 March 2004; accepted 10 March 2004


epoc ABSTRACT: Kinetic measurements are reported for the oxidative addition reactions of methyl chloride and acetyl
chloride with [Ir(CO)2Cl2]�. At 40 �C the second-order rate constant for MeCOCl addition is estimated to be nearly
40 000 times larger than that for MeCl addition. The Ir(III) products, [Ir(CO)2Cl3R]� (R¼Me, COMe) have been
isolated and characterised by spectroscopy and x-ray crystallography. In the absence of excess organic chloride, both
Ir(III) complexes undergo reductive elimination of RCl. Kinetic measurements show these reactions to be first order in
the Ir(III) complex with elimination of MeCOCl estimated to be ca 7000 times faster than MeCl elimination at 40 �C.
Combination of activation parameters for the forward and reverse reactions allows calculation of thermodynamic
parameters for oxidative addition. Both MeCl and MeCOCl additions are exothermic (by 44 and 68 kJ mol�1,
respectively) but disfavoured entropically. The trends are predicted satisfactorily by ab initio and DFT computational
methods. The results for MeCl addition to [Ir(CO)2Cl2]� are compared with data for MeI addition to [Ir(CO)2I2]�.
Kinetic data are also reported for carbonylation of [Ir(CO)2Cl3Me]� into [Ir(CO)2Cl3(COMe)]� under mild
conditions in PhCl–MeOH. It is concluded that the low activity of iridium–chloride carbonylation catalysts is due
primarily to the relatively slow reaction of [Ir(CO)2Cl2]� with MeCl. Copyright # 2004 John Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience


KEYWORDS: iridium; carbonyl; halide; oxidative addition; kinetics; thermodynamics


INTRODUCTION


Activation of organic molecules by oxidative addition to
transition metal complexes plays a key role in many
catalytic processes.1 In a typical oxidative addition reac-
tion, cleavage of a covalent bond in the substrate is
accompanied by formation of two new metal—ligand
bonds to give a product complex in which the coordina-
tion number and formal oxidation state of the transition
metal are both raised by two, Eqn (1). The reverse of this
process, reductive elimination, is often the step in a
catalytic cycle by which an organic product is released
from the transition metal centre.


½LnM� þ X � Y Ð ½LnMðXÞðYÞ� ð1Þ


Many of the fundamental studies of oxidative addition
reactions have been carried out using Vaska’s complex,
trans-[Ir(CO)(PPh3)2Cl] and its analogues.2 Such square


planar d8 Ir(I) complexes react with a variety of sub-
strates, including H2, HX, X2 and RX (X¼ halide,
R¼ alkyl, aryl or acyl). The kinetics and thermody-
namics of oxidative addition depend on the steric and
electronic properties of the coordinated ligands and on
the substrate being added. Oxidative addition of methyl
iodide and reductive elimination of acetyl iodide are key
steps in the industrial processes for carbonylation of
methanol to acetic acid, catalysed by [M(CO)2I2]�


(M¼Rh, Ir).3,4 Although methyl iodide is found to be
the most effective co-catalyst in these processes, methyl
chloride has also been used in some studies. For example,
Gelin et al. found that MeCl is almost as effective as MeI
as a promoter for the vapour phase carbonylation of
methanol, using Ir dicarbonyl species entrapped in zeolite
cavities.5


In this paper we report the reactivity of [Ir(CO2Cl2]�


with methyl chloride and acetyl chloride. In each case,
the kinetics of both the forward (oxidative addition) and
reverse (reductive elimination) reaction have been
measured, enabling thermodynamic parameters to be
estimated and compared with the results of theoretical
calculations. X-ray crystal structures of the Ir(III)
products are reported, as well as kinetic data for carbo-
nylation of [Ir(CO)2Cl3Me]� into [Ir(CO)2Cl3(COMe)]�.
Implications for halide effects on methanol carbonylation
activity are considered.
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RESULTS AND DISCUSSION


Oxidative addition of MeCl to [Ir(CO)2Cl2]
�


The tetraphenylarsonium salt of [Ir(CO)2Cl2]� was found
to react very slowly with neat MeCl at 55 �C. After
several days, a pure sample of Ph4As[Ir(CO)2Cl3Me]
was isolated and characterised by IR and NMR spectro-
scopy and by elemental analysis. In the IR spectrum,
two strong �(CO) absorptions at 2116 and 2056 cm�1


are consistent with a cis-dicarbonyl geometry for
[Ir(CO)2Cl3Me]�. The methyl ligand gives rise to reso-
nances at � 1.6 and � �13.7, respectively, in the 1H and
13C NMR spectra, while the two equivalent CO ligands
give a 13C resonance at � 156.1. The fac–cis geometry of
[Ir(CO)2Cl3Me]� was confirmed by an x-ray crystal
structure of Ph4As[Ir(CO)2Cl3Me] (vide infra).


The kinetics of the reaction of [Ir(CO)2Cl2]� with
MeCl were monitored using IR spectroscopy. Since
MeCl exists as a gas at room temperature and pressure,
experiments were performed by condensing MeCl into a
Fisher Porter vessel at �196 �C. The sealed vessel was
then warmed to the required temperature (40–55 �C),
generating a vapour pressure of 7–10 atm. At regular
time intervals the pressure was released allowing the
MeCl to evaporate, hence quenching the reaction.
The resulting mixture of solid [Ir(CO)2Cl2]� and
[Ir(CO)2Cl3Me]� was dissolved in CH2Cl2 and an IR
spectrum recorded. During the reaction, the two �(CO)
bands of [Ir(CO)2Cl2]� at 2054 and 1971 cm�1 decayed
and new absorptions due to [Ir(CO)2Cl3Me]� grew at
2116 and 2056 cm�1. The intensities of the well resolved
reactant and product bands at 1971 and 2116 cm�1,
respectively, were used to generate concentration vs
time plots for the two Ir species. The decay in concentra-
tion of [Ir(CO)2Cl2]� was well fitted by an exponential
curve, showing the reaction to be first order in the Ir(I)
complex. Values of the observed pseudo-first-order rate
constant, kobs, are given in Table 1.


Since neat MeCl was employed as both reactant and
solvent to achieve convenient reaction rates, it was not
feasible to determine the order of the reaction in MeCl by
measuring the dependence of kobs on [MeCl]. If it is
assumed that the reaction is first order in MeCl (and
therefore second order overall) as commonly found for
this type of reaction,2,6–8 the second-order rate constant,
k1, can be calculated using k1¼ kobs/[MeCl] (with
[MeCl]¼ 18.14 M for neat methyl chloride). Values of


k1 over the range 40–55 �C are given in Table 1 and
activation parameters calculated from the slope and
intercept of an Eyring plot [ln(k1/T) vs 1/T] are given in
Table 5. The large negative entropy of activation is
consistent with the reaction proceeding through a highly
ordered transition state, typical of an SN2-type reaction
mechanism (Scheme 1).9


Oxidative addition of MeCl to [Ir(CO)2Cl2]� is much
slower than the analogous reaction of MeI with
[Ir(CO)2I2]�, for which kinetic data have been reported
previously.8 For example, at 40 �C we estimate that MeCl
addition is ca 70 000 times slower than MeI addition.
Although the most likely reason for the large difference
in rates is the change in the alkyl halide substrate, the
change in the halide ligands coordinated to Ir may also
contribute. We therefore measured the kinetics of oxida-
tive addition of MeI to [Ir(CO)2Cl2]� for comparison.
The reaction of [Ir(CO)2Cl2]� with MeI gives a mixture
of two cis-dicarbonyl isomers of [Ir(CO)2Cl2IMe]�, with
the methyl ligand trans to either I or Cl. Full details of
these experiments will be reported elsewhere. The
second-order rate constant obtained (3.22� 10�3


M
�1 s�1


at 25 �C in CH2Cl2) is very similar to that for the reaction
of MeI with [Ir(CO)2I2]� (3.09� 10�3


M
�1 s�1). There-


fore the much lower reactivity observed for the MeCl
reaction is clearly due to the nature of the alkyl halide.
Qualitative tests on the reaction of MeBr with
[Ir(CO)2Br2]� revealed a reactivity intermediate between
the chloride and iodide systems. The reaction was found
to reach completion in within 48 h using 2 M MeBr in
t-BuOMe at 75 �C.


Our results concur with the trend in reactivity found for
alkyl and aryl halides in other oxidative addition reac-
tions. For example, the rate of reaction of trans-
[Ir(PPh3)2(CO)Cl] with methyl halides6 and with p-tolyl
halides.10 decreases in the order RI>RBr>RCl. Coll-
man and Maclaury reported that oxidative addition to a
rhodium(I) macrocycle complex is more than 105 times
faster for C5H11I than for C5H11Cl.11 This trend reflects
the increase in C—X bond dissociation energy [D(C—
X)/kJ mol�1 327, X¼Cl; 285, X¼Br; 213, X¼ I).12 The
results of both experimental2,6,13 and theoretical9,14 stu-
dies indicate that oxidative addition of methyl halides to
square planar d8 complexes proceeds via initial nucleo-
philic attack by the metal centre on the methyl carbon
(Scheme 1). The SN2 type transition state will have a
significantly weakened C—X bond, and hence the acti-
vation barrier is expected to be sensitive to the reactant
C—X bond strength.


Table 1. Kinetic data for MeCl addition to [Ir(CO)2Cl2]
� (in


neat MeCl)


T( �C) 106 kobs (s�1) 107 k1 (M
�1 s�1)


40 2.56 1.41
45 3.44 1.90
50 5.23 2.88
55 8.21 4.53


Scheme 1. SN2 mechanism for oxidative addition of MeX to
a square planar complex
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Reductive elimination of MeCl
from [Ir(CO)2Cl3Me]�


The stability of [Ir(CO)2Cl3Me]� at elevated tempera-
tures was studied using in situ high pressure IR spectro-
scopy. When a solution of Bu4N[Ir(CO)2Cl3Me] in
chlorobenzene was heated above 90 �C under N2 (5
atm), the two �(CO) bands of [Ir(CO)2Cl3Me]� at 2111
and 2052 cm�1 were replaced by bands due to
[Ir(CO)2Cl2]� at 2051 and 1970 cm�1, indicating reduc-
tive elimination of MeCl from the Ir(III) methyl complex
(Scheme 2). The decay of [Ir(CO)2Cl3Me]� was found to
obey first-order kinetics, and values of the rate constant,
k� 1 are reported in Table 2. Activation parameters
obtained from an Eyring plot of these data are given in
Table 5. Combination of the activation parameters for
oxidative addition and reductive elimination of MeCl
allow the reaction thermodynamics to be estimated as
�Ho �37 kJ mol�1 and �So �95 J mol�1 K�1. Thus the
oxidative addition reaction is exothermic, but disfavoured
entropically.


Reductive elimination of MeI from [Ir(CO)2I3Me]�


For comparison, we have conducted a study of reductive
elimination of MeI from [Ir(CO)2I3Me]�. On heating a
solution of Ph4As[Ir(CO)2I3Me] in PhCl under N2 to
100 �C, a weak absorption appeared in the IR spectrum
at 1968 cm�1, corresponding to the low frequency �(CO)
band of [Ir(CO)2I2]�. This band reached a maximum
intensity that remained constant for several hours, indi-
cating an equilibrium lying in favour of the Ir(III)–methyl
complex (Scheme 2, X¼ I).


In order to determine the kinetics of reductive elimina-
tion from [Ir(CO)2I3Me]�, we monitored the rate of
methyl exchange between [Ir(CO)2I3CD3]� and CH3I.
The CD3 labelled Ir complex displays weak IR bands at
2120 and 2065 cm�1 in addition to the strong �(CO)


bands at 2095 and 2045 cm�1. The weaker pair of bands
are assigned to �(CD) vibrational modes, and on heating
in the presence of excess CH3I, these absorptions dis-
appear [the �(CO) bands remaining constant], due to the
exchange reaction, Eqn (2).


½IrðCOÞ2I3CD3�� þCH3I ðxsÞ!½IrðCOÞ2I3CH3��þ CD3I


ð2Þ


The kinetics of this reaction were found to be first order
in [Ir(CO)2I3CD3]�. Assuming that the methyl exchange
occurs via a stepwise reductive elimination–oxidative
addition sequence, the observed rate constant can be
equated to k�1 for reductive elimination of CD3I from
[Ir(CO)2I3CD3]�. Values of k�1 are given in Table 2 and
are ca 30 times larger than the corresponding rate con-
stants for elimination of MeCl from [Ir(CO)2Cl3Me]�.
Activation parameters derived from an Eyring plot of the
data are given in Table 5. Combination of these para-
meters with published data8 for the oxidative addition of
MeI to [Ir(CO)2I2]� allows estimation of thermodynamic
parameters �Ho �44 kJ mol�1 and �So �56 J mol�1


K�1. Thus the oxidative addition process is more exother-
mic for MeI than for MeCl.


Oxidative addition of MeCOCl to [Ir(CO)2Cl2]
�


The reaction of acetyl chloride with [Ir(CO)2Cl2]� to
give [Ir(CO)2Cl3(COMe)]� has been reported by
Forster.15 We have used a similar procedure to isolate
Ph4As[Ir(CO)2Cl3(COMe)], which was characterised
by IR and NMR spectroscopy and elemental analysis.
Spectroscopic data are given under Experimental and
are consistent with a fac–cis geometry for
[Ir(CO)2Cl3(COMe)]�, analogous to [Ir(CO)2Cl3Me]�.
This structure was confirmed by an x-ray crystal structure
(vide infra).


The kinetics of oxidative addition of acetyl chloride to
[Ir(CO)2Cl2]� were monitored by IR spectroscopy using
acetonitrile as the solvent. The concentration of acetyl
chloride was kept in large excess over [Ir] in order to
achieve pseudo-first-order conditions. The kinetic data
for each experiment were well fitted by an exponential
curve, showing the reaction to be first order in
[Ir(CO)2Cl2]�. Observed pseudo-first-order rate con-
stants, kobs, are given in Table 3. A plot of kobs vs
[MeCOCl] at constant temperature (25 �C) is linear,
indicating the reaction to be first order in MeCOCl and
therefore second order overall. The second-order rate
constant, k2, obtained from the gradient of this plot is
2.09 (� 0.1)� 10�3


M
�1 s�1. Kinetic measurements were


also made over the temperature range 5–35 �C and
second-order rate constants were calculated using
k2¼ kobs/[MeCOCl], assuming that second-order beha-
viour persists at each temperature. Activation parameters


Scheme 2. Oxidative addition of MeX to [Ir(CO)2X2]
�


(X¼Cl, I)


Table 2. Kinetic data for MeX elimination from
[Ir(CO)2X3Me]� (X¼Cl, I) (in PhCl)


T( �C) 106 k�1 (s�1) 104 k�1 (s�1)
X¼Cl X¼ I


93 3.94 1.05
108 8.02 3.36
119 26.9 9.00
132 91.9 25.4
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calculated from an Eyring plot of the data are given in
Table 5, the large negative value of �Sz being consistent
with an associative mechanism. Extrapolation to 40 �C
predicts a rate constant for the addition of MeCOCl to
[Ir(CO)2Cl2]� of 5.3� 10�3


M
�1 s�1, which is nearly


40 000 times larger than that for MeCl addition at the
same temperature. This difference in rate constant arises
from a lowering of �Hz by 27 kJ mol�1.


Reductive elimination of MeCOCl from
[Ir(CO)2Cl3(COMe)]�


This reaction has been described briefly by Forster,16 and
occurs under much milder conditions (25–60 �C) than
elimination of methyl chloride from [Ir(CO)2Cl3Me]�


(90–130 �C). When a solution of Bu4N[Ir(CO)2Cl3
(COMe)] in MeCN was monitored by IR spectroscopy,
conversion of the acetyl complex into [Ir(CO)2Cl2]� and
MeCOCl was observed, until an equilibrium was attained
in which a significant amount of the acetyl complex
remained (Scheme 3).


In order to drive the reductive elimination to comple-
tion, an amine was added to scavenge the acetyl chloride.
In the presence of excess diphenylamine, IR spectroscopy
indicated the conversion of [Ir(CO)2Cl3(COMe)]�


(2128, 2074, 1690, 1670 cm�1) into [Ir(CO)2Cl2]�


(2054, 1971 cm�1). In addition, an absorption grew at
1666 cm�1, corresponding to the amide, Ph2NCOMe
(confirmed by a separate reaction of acetyl chloride
with diphenylamine in MeCN). The reaction stoichio-
metry can be defined as Eqn (3), the HCl produced
presumably being scavenged by the amine to give
[Ph2NH2]Cl.


½IrðCOÞ2Cl3ðCOMeÞ�� þ Ph2NH !
½IrðCOÞ2Cl2�� þ Ph2NCOMe þ HCl


ð3Þ


Under these conditions the decay of
[Ir(CO)2Cl3(COMe)]� goes to completion and follows
simple pseudo-first-order kinetics. Essentially identical
rate constants were obtained for a range of amine con-
centrations (Table 4), indicating zero-order dependence
on Ph2NH. This confirms that the amine acts merely as a
scavenger for acetyl chloride, and is not directly involved
in the rate-determining step. When the more nucleophilic
N-methyl aniline was used in place of diphenylamine, a
first-order dependence of kobs on [PhMeNH] indicated an
alternative pathway involving direct nucleophilic attack
of amine on the acetyl acomplex. Full details of these
results will be reported elsewhere. The measured kobs


values can therefore be equated with the rate constant for
reductive elimination of acetyl chloride (k�2). Some
solvent dependence was observed, with a significantly
slower rate being observed in the less polar chloroform.
Activation parameters calculated from an Eyring plot of
the variable temperature data obtained in MeCN are
given in Table 5. Based upon these data, elimination of
MeCOCl is estimated to be ca 7000 times faster than
elimination of MeCl at 40 �C.


Combination of the activation parameters for oxidative
addition of MeCOCl and its reverse generates thermo-
dynamic parameters for the reaction, �Ho �68 kJ mol�1


and �So �180 J mol�1 K�1. Thus, the reaction of
[Ir(CO)2Cl2]� with acetyl chloride is significantly more


Table 3. Kinetic data for MeCOCl addition to [Ir(CO)2Cl2]
� (in MeCN)


104 kobs(s
�1)


T( �C) 0.1 M MeCOCl 0.2 M MeCOCl 0.3 M MeCOCl 0.4 M MeCOCl 0.5 M MeCOCl 103 k2(M
�1 s�1)


5 0.755 0.755
15 1.63 1.63
25 2.11 4.63 6.64 8.12 10.8 2.09
34 4.18 4.18


Scheme 3. Oxidative addition of MeCOCl to [Ir(CO)2Cl2]
�


Table 4. Kinetic data for MeCOCl elimination from
[Ir(CO)2Cl3(COMe)]� (in MeCN, unless stated otherwise,
with Ph2NH added as MeCOCl scavenger at stated concen-
tration)


105 k�2(s�1)


0.08 M 0.2 M 0.3 M 0.4 M


T( �C) Ph2NH Ph2NH Ph2NH Ph2NH


26 0.833
34 2.83 2.98
43 8.89 9.19
51 30.9 28.7 28.8 29.4
51 4.75a


51 20.5b


51 23.1c


62 80.6


a In CHCl3.
b In THF.
c In MeNO2.
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exothermic than its reaction with methyl chloride.
Similarly, the reaction enthalpies for oxidative addition
of MeI and MeCOI to [Ir(CO)(PMe3)2Cl] have been
reported as ca 117 and 125 kJ mol�1, respectively.17


Although the C—Cl bond strengths of methyl and
acetyl chlorides are similar, addition of MeCOCl to
[Ir(CO)2Cl2]� is more favourable, both thermodynami-
cally and kinetically, than addition of MeCl. The C—Cl
bond dissociation enthalpy of MeCOCl is calculated to be
354.1 kJ mol�1 based on standard enthalpies of formation
for MeCOCl and the MeCO and Cl radicals. The stability
of the Ir(III)–acetyl product may be enhanced by the �-
acceptor nature of the acetyl ligand, whereas methyl is
essentially a pure �-donor. The difference in reactivity
reflects the higher electrophilicity of acetyl chloride. Our
data do not distinguish between ionic (SN2) and concerted
mechanisms for oxidative addition of MeCOCl. Recent
DFT calculations identified a number of transitions states
for concerted elimination of cis-acetyl and-iodide ligands
from the analogous iodide, [Ir(CO)2(COMe)I3]� (and, by
microscopic reversibility, for oxidative addition to
[Ir(CO)2I2]�).18 For the fac–cis isomer, acetyl iodide
elimination was calculated to have an activation energy
of ca 120 kJ mol�1 and to be endothermic by ca
35 kJ mol�1. An alternative SN2 mechanism (possibly
involving a tetrahedral intermediate, with negative charge
localised on the carbonyl oxygen) was not considered in
that study but cannot be ruled out by the experimental
data.


Theoretical calculations


Computational methods were also employed to estimate
the energetics of these oxidative addition reactions.
Reactant and product geometries were optimised using
both ab initio (MP2) and DFT (B3LYP) methods. The


calculated reaction energies are summarised in Table 6
and compared with experimental values of reaction en-
thalpy, where available. The B3LYP results are in reason-
able agreement with experiment, and concur that
oxidative addition to [Ir(CO)2Cl2]� is more exothermic
for MeCOCl than for MeCl. The MP2 results tend to
overestimate the exothermicity of oxidative addition in
all cases, but reproduce the experimentally observed
trends, with oxidative addition being more exothermic
for MeCOCl and MeI than for MeCl.


X-ray crystal structures


Crystallographic studies were carried out on the Ir(III)
compounds, Ph4As[Ir(CO)2Cl3Me] and Ph4As[Ir(CO)2


Cl3(COMe)]. CCDC 217786 and 217787 contain sup-
plementary crystallographic data for this paper. Both
adopt a monoclinic crystal system with the P1 space
group, and the Ph4Asþ cations have the expected ap-
proximate tetrahedral geometry. The methyl complex
[Ir(CO)2Cl3Me]� has a distorted coordination octahe-
dral geometry, as illustrated in Fig. 1, with a facial set of
three chloride ligands and cis-carbonyls. The coordina-
tion geometry around Ir in [Ir(CO)2Cl3Me]� is very
similar to that reported for the chloride bridged dimer,
[Ir(CO)2Cl2Me]2.19 The acetyl complex [Ir(CO)2Cl3
(COMe)]� (Fig. 2) also has a distorted octahedral
geometry, with the plane of the acetyl ligand rotated
85� relative to the approximate mirror plane of the
Ir(CO)2Cl3 fragment. The bond lengths and angles in
both structures (listed in Table 7) lie within the expected
ranges. The Ir—Cl distances trans to CO are very
similar in both complexes (ca 2.37 Å) whereas those
trans to methyl (2.50 Å) or acetyl (2.56 Å) are signifi-
cantly longer. This can be attributed to the strong trans
influences of methyl and acetyl, which also lead to


Table 5. Activation parameters (conditions as described in the text)


Reaction �Hz/kJ mol�1 �Sz/J mol�1 K�1


[Ir(CO)2Cl2]�þMeCl! [Ir(CO)2Cl3Me]� 64 (� 5) �172 (� 16)
[Ir(CO)2Cl3Me]�! [Ir(CO)2Cl2]�þMeCl 101 (� 13) �77 (� 34)
[Ir(CO)2I2]�þMeI! [Ir(CO)2I3Me]� (ref. 8) 54 (� 1) �113 (� 4)
[Ir(CO)2I3Me]�! [Ir(CO)2I2]�þMeI 98 (� 2) �56 (� 4)
[Ir(CO)2Cl2]�þMeCOCl! [Ir(CO)2Cl3(COMe)]� 37 (� 5) �171 (� 18)
[Ir(CO)2Cl3(COMe)]�! [Ir(CO)2Cl2]�þMeCOCl 105 (� 4) 9 (� 14)
[Ir(CO)2Cl3Me]�þCO! [Ir(CO)2Cl3(COMe)]� 52 (� 2) �136 (� 4)


Table 6. Computed energetics for oxidative addition reactions. Reactants and products optimised at MP2 and B3LYP levels
using the LANL2DZ basis set


Reaction �E (MP2) �E (B3LYP) �Ho (expt)


[Ir(CO)2Cl2]�þMeCl! [Ir(CO)2Cl3Me]� �81.6 �35.1 �37
[Ir(CO)2I2]�þMeI! [Ir(CO)2I3Me]� �97.0 �35.4 �44
[Ir(CO)2Cl2]�þMeCOCl! [Ir(CO)2Cl3(COMe)]� �104.6 �55.9 �68
[Ir(CO)2I2]�þMeCOI! [Ir(CO)2I3(COMe)]� �131.2 �65.6 —
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relatively low frequency �(IrCl) absorptions for
[Ir(CO)2Cl3Me]� (249 cm�1) and [Ir(CO)2Cl3 (COMe)]�


(229 cm�1).


Carbonylation of [Ir(CO)2Cl3Me]�


The organometallic reaction cycle for methanol carbo-
nylation requires insertion of CO into a metal—methyl


bond, in addition to the MeX oxidative addition and
MeCOX reductive elimination steps discussed above.
We have therefore investigated the reactivity of
[Ir(CO)2Cl3Me]� with carbon monoxide, using in situ
high-pressure IR spectroscopy. In PhCl at 93 �C,
[Ir(CO)2Cl3Me]� was found to be unreactive towards
CO (80 psi), whereas in a 1þ1 v/v PhCl–MeOH solvent
system, carbonylation of [Ir(CO)2Cl3Me]� (2119,
2060 cm�1) into [Ir(CO)2Cl3(COMe)]� (2130, 2075,
1690 cm�1) was achieved under relatively mild condi-
tions (30–50 �C). The promotional effect of methanol has
previously been noted for the iodide analogue,
[Ir(CO)2I3Me]�, and was explained by a mechanism
involving substitution of I� by CO, aided by a protic
solvent.20 Kinetic data obtained by monitoring the ex-
ponential decay of the band of [Ir(CO)2Cl3Me]� at
2119 cm�1 are listed in Table 8 and activation parameters
are given in Table 5. An approximate first-order depen-
dence on CO pressure is observed, consistent with a pre-
equilbrium involving substitution of Cl�. The activation
parameters show a larger �Hz but a less negative �Sz for
the chloride compared with the iodide. Under identical
conditions (33 �C, 80 psi CO, 1:1 PhCl–MeOH) the
observed pseudo-first-order rate constant for carbo-
nylation of [Ir(CO)2Cl3Me]� is ca half that for
[Ir(CO)2I3Me]�. In these carbonylation experiments,
the �(CO) bands of [Ir(CO)2Cl3(COMe)]� reach a
maximum before decaying (with t1/2� 20 min at 33 �C)
to give [Ir(CO)2Cl2]� (2059, 1978 cm�1) and methyl
acetate (1745 cm�1). Thus, methanolysis of the iridium


Figure 1. ORTEP plot of the [Ir(CO)2Cl3Me]� anion in the x-
ray crystal structure of Ph4As[Ir(CO)2Cl3Me]. Thermal ellip-
soids are shown at the 50% probability level. Cation and
hydrogen atoms are omitted for clarity


Figure 2. ORTEP plot of the [Ir(CO)2Cl3(COMe)]� anion in
the x-ray crystal structure of Ph4As[Ir(CO)2Cl3(COMe)]. Ther-
mal ellipsoids are shown at the 50% probability level. Cation
and hydrogen atoms are omitted for clarity


Table 7. Selected bond lengths (Å) and angles ( �) from the
x-ray crystal structures of Ph4As[Ir(CO)2Cl3Me] and Ph4As
[Ir(CO)2Cl3(COMe)]


[Ir(CO)2Cl3Me]� [Ir(CO)2Cl3(COMe)]�


Ir(1)—Cl(1) 2.386(2) 2.369(2)
Ir(1)—Cl(2) 2.500(2) 2.560(2)
Ir(1)—Cl(3) 2.365(2) 2.368(2)
Ir(1)—C(1) 1.875(9) 1.904(9)
Ir(1)—C(2) 1.873(10) 1.897(10)
Ir(1)—C(3) 2.114(10) 2.087(9)
C(1)—O(1) 1.094(10) 1.111(10)
C(2)—O(2) 1.114(12) 1.106(11)
C(3)—O(3) — 1.186(11)
C(3)—C(4) — 1.504(13)
O(1)—C(1)—Ir(1) 177.5(9) 177.9(8)
O(2)—C(2)—Ir(1) 175.0(11) 178.0(9)
C(2)—Ir(1)—C(1) 95.6(4) 96.4(4)
C(1)—Ir(1)—C(3) 92.3(4) 90.8(4)
C(2)—Ir(1)—C(3) 88.8(5) 92.4(4)
Cl(3)—Ir(1)—Cl(1) 91.35(9) 90.14(9)
C(3)—Ir(1)—Cl(1) 88.2(3) 88.2(3)
C(3)—Ir(1)—Cl(3) 87.5(3) 90.3(3)
C(3)—Ir(1)—Cl(2) 177.8(3) 179.1(3)
C(1)—Ir(1)—Cl(3) 178.7(3) 177.1(2)
C(2)—Ir(1)—Cl(1) 175.9(3) 176.3(3)
O(3)—C(3)—Ir(1) — 120.0(7)
C(4)—C(3)—Ir(1) — 119.0(7)
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acetyl complex is also fairly facile under mild conditions
(Scheme 4).


CONCLUSIONS


Kinetic measurements have been made for the oxidative
addition of both MeCl and MeCOCl to [Ir(CO)2Cl2]�. In
each case the kinetics have also been measured for the
reverse process, reductive elimination of RCl from
[Ir(CO)2Cl3R]� (R¼Me, COMe). Combination of acti-
vation parameters for the forward and reverse steps has
allowed thermodynamic parameters to be estimated for
the oxidative addition reactions. Addition of acetyl
chloride has a lower activation barrier and is more
thermodynamically favourable than addition of methyl
chloride. In the series of reactions of MeX with
[Ir(CO)2X2]�, reaction rate decreases in the order
X¼ I>Br>Cl, as found in related systems. This trend
can be ascribed mainly to the increase in C—X bond
strength. Carbonylation of [Ir(CO)2Cl3Me]� into
[Ir(CO)2Cl3(COMe)]� occurs under mild conditions in
PhCl–MeOH, at a rate comparable to that with the iodide
analogue. Methanolysis of the Ir—acetyl species leads to
formation of methyl acetate and [Ir(CO)2Cl2]�. Using the
experimental activation parameters in Table 5, extrapo-
lated rate constants at 180 �C indicate that MeCl oxida-
tive addition (at 1 M MeCl) would be ca 103–105 times
slower than migratory CO insertion and MeCOCl
reductive elimination. The lower catalytic activity of
iridium–chloride compared with iridium–iodide based
methanol carbonylation catalysts can therefore be as-
cribed to the much lower reactivity of Ir(I) with MeCl
relative to MeI.


EXPERIMENTAL


Materials


All solvents used for synthesis or kinetic experiments
were distilled and degassed prior to use following litera-
ture procedures.21 Synthetic procedures were carried out
utilizing standard Schlenk techniques. Nitrogen and car-
bon monoxide were dried through a short (20� 3 cm
diameter) column of molecular sieves (4 Å), which was
regenerated regularly. Carbon monoxide was also passed
through a short column of activated charcoal to remove
any iron pentacarbonyl impurity.22 The Ir complexes
[Ir(COD)Cl]2,23 Ph4As[Ir(CO)2I2],8 Ph4As[Ir(CO)2Br2]24


and Ph4As[Ir(CO)2I3Me]8 were synthesized according to
literature procedures. Methyl iodide (Aldrich) was dis-
tilled over calcium hydride and stored in a foil-wrapped
Schlenk tube under nitrogen and over mercury to prevent
formation of I2. Acetyl chloride, methyl chloride, methyl
bromide, Ph4AsCl (Aldrich) and IrCl3�xH2O (Johnson
Matthey) were used as supplied.


Instrumentation


Ambient pressure FTIR solution spectra were measured
using a CaF2 liquid cell (0.1 or 0.5 mm path length) and
either a PerkinElmer 1600 spectrometer or a Mattson
Genesis spectrometer controlled by WINFIRST software.
For �(IrCl) absorptions below 400 cm�1, IR spectra of
nujol mulls between polyethylene sheets were recorded
using a PerkinElmer 684 dispersive spectrometer. In situ
high-pressure FTIR spectra were recorded using a Spectra-
Tech Cylindrical Internal Reflectance (CIR) cell25 and a
PerkinElmer 1710 spectrometer fitted with an MCT
detector. 1H and 13C NMR spectra were recorded using
a Bruker WH400 or a Bruker AC250 spectrometer fitted
with a Bruker B-ACS60 automatic sample changer oper-
ating in pulsed Fourier Transform mode, using the
solvent as reference. Elemental analyses were performed
using a PerkinElmer 2400 Elemental Analyzer.


Synthesis of Ir complexes


(a) Ph4As[Ir(CO)2Cl2]. Ph4AsCl (1.08 g, 2.6 mmol) was
added to a solution of [Ir(COD)Cl]2 (0.874 g, 1.3 mmol)
in dichloromethane (25 cm3) and stirred under an atmo-
sphere of CO (2 h). The volume of the yellow solution
was reduced and diethyl ether was added to crystallise the
product. The pale yellow crystals were filtered and dried
in vacuo; yield 1.243 g (68%). IR [CH2Cl2; �(CO)/cm�1]:
2054, 1971; [nujol; �(IrCl)/cm�1]: 329, 299. The Bu4Nþ


salt was prepared in an analogous manner using Bu4NCl
in place of Ph4AsCl.


(b) Ph4As[Ir(CO)2Cl3Me]. Ph4As[Ir(CO)2Cl2] (0.2 g,
0.28 mmol) was placed in a Fisher Porter tube. Excess


Scheme 4. Carbonylation of [Ir(CO)2Cl3Me]� in PhCl–
MeOH


Table 8. Kinetic data for carbonylation of [Ir(CO)2Cl3Me]�


(in 1:1 PhCl/MeOH)


CO pressure(psig) T( �C) 104 kobs (s–1)


80 30 5.48
80 33 7.04
80 39 10.7
80 44 15.2
80 47 17.1
80 52 24.3


150 33 9.87
200 33 9.73
250 33 13.4
300 33 18.0
350 33 19.2
400 33 21.5
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methyl chloride was condensed into the tube (�196 �C)
which was then sealed. After allowing the vessel to warm
up to room temperature it was heated to 55 �C (resulting in
a pressure of 10 atm) and stirred for 7 days. The pressure
in the Fisher Porter tube was released and the methyl
chloride allowed to evaporate in the fume hood. The
resulting solid was recrystallised from dichloromethane–
diethyl ether and dried in vacuo to give orange crystals;
yield 0.152 g (71%). Anal. Calcd for C27H23As Cl3IrO2:
C, 43.1; H, 3.1; Cl, 14.1. Found: C, 42.5; H, 3.0; Cl, 14.5.
IR (CH2Cl2; �(CO)/cm�1): 2116, 2056; [nujol; �(IrCl)/
cm�1]: 327, 298 249. 1H NMR (CDCl3; �): 1.6 (s, 3H,
IrCH3), 7.6–7.9 (m, 20H, Ph4As). 13C {1H} NMR
(CDCl3; �): 156.1 (CO), 135.0, 133.2, 131.7 (Ph4As,
C—H), 120.4 (Ph4As,C—As),�13.7 (IrCH3). A suitable
crystal was selected for an x-ray diffraction study (vide
infra). The Bu4Nþ salt was prepared in an analogous
manner from Bu4N[Ir(CO)2Cl2].


(c) Ph4As[Ir(CO)2Cl3(COMe)]. A variation of the
method described by Forster15 was used. Ph4As[Ir-
(CO)2Cl2] (49 mg, 70mmol) was dissolved in dichloro-
methane (5 cm3) and acetyl chloride (1 cm3, excess) was
added. After 10 min a dark green precipitate appeared.
This was removed by filtration and discarded. The re-
maining yellow solution was evaporated to dryness and
the resulting solid recrystallised from dichloromethane–
diethyl ether and dried in vacuo to give yellow crystals;
yield 0.043 g (78%). Anal. Calcd for C28H23AsCl3IrO3: C,
43.1; H, 3.0; Cl, 13.6. Found C, 42.9; H, 2.8; Cl, 13.7. IR
[CH2Cl2; �(CO)/cm�1]: 2128 s, 2074 s 1690 m 1667 m;
[nujol; �(IrCl)/cm�1]: 332, 305 229. 1H NMR (CDCl3; �):
2.6 (s, 3H, COCH3), 7.6–7.9 (m, 20H, Ph4As). 13C {1H}
NMR (CDCl3; �): 196.7 (COMe) 153.0 (CO), 135.0,
133.0, 131.5 (Ph4As, C—H), 120.3 (Ph4As, C—As),
42.2 (COCH3). A suitable crystal was selected for an x-
ray diffraction study (vide infra). The Bu4Nþ salt was
prepared in an analogous manner from Bu4N[Ir(CO)2Cl2].


Kinetic experiments


(a) Reaction of [Ir(CO)2Cl2]
� with MeCl. [Ir(CO)2


Cl2]Ph4As (0.5 g, 0.71 mmol) and a magnetic stirrer were
placed in a glass Fisher Porter tube and connected to a gas
manifold. The tube was cooled to �196 �C (liquid N2) to
condense MeCl (ca 15 cm3) admitted from a cylinder.
After sealing the tube it was allowed to warm up to room
temperature resulting in a pressure of ca 4 atm. The
tube was then heated using an oil bath (thermostatted to
40–55 �C using an Heidolph EKT 3000 contact thermo-
meter). At regular timed intervals, the tube was removed
from the oil bath and the pressure was released, allowing
the MeCl to evaporate in the fumehood. The solid residue
was dissolved in dichloromethane and a small sample
was removed for FTIR analysis. The tube was then
reconnected to the manifold and the solvent removed in


vacuo. MeCl was condensed as before and the reaction
was allowed to continue. The Ph4As[Ir(CO)2Cl3Me]
product was recovered at the end of the reaction for use
in other experiments.


(b) Reaction of [Ir(CO)2Cl2]
� with MeCOCl. The


required amount of acetyl chloride was placed in a
10 cm3 graduated flask which was then made up to the
mark with MeCN and shaken. A portion of this solution
was used to record a background spectrum. Another
portion (1 cm3) was added to the solid complex Ph4As
[Ir(CO)2Cl2] (7 mg, 10mmol) in a sample vial to give a
reaction solution containing 10 mM [Ir]. A portion of the
reaction solution was quickly transferred into an IR cell
(0.5 mm pathlength, CaF2 windows), which was main-
tained at constant temperature throughout the kinetic run
by a thermosttated jacket. FTIR spectra were recorded at
regular time intervals using a Mattson Genesis spectro-
meter under computer control.


(c) Elimination of MeCOCl from [Ir(CO)2Cl3
(COMe)]�. The required amount of Ph2NH (MeCOCl
scavenger) was placed in a 10 cm3 graduated flask which
was then made up to the mark with the required solvent
and shaken. A portion was used to record a background
spectrum. Another portion (1 cm3) was added to the solid
complex Bu4N[Ir(CO)2Cl3(COMe)] (6 mg, 10mmol) in a
sample vial to give a reaction solution containing 10 mM


[Ir]. A portion of the reaction solution was transferred into
a thermostatted IR cell and the kinetic experiment per-
formed using the same procedure as in (c) above.


(d) Reactivity of [Ir(CO)2Cl3Me]�. The reaction solu-
tion was prepared by dissolving [Ir(CO)2Cl3Me]Bu4N
(0.18 g, 0.29 mmol) in PhCl (8 cm3). The solution was
filtered into the high-pressure IR cell and the head fitted.
The cell was flushed at least four times with N2 or CO, as
required (whilst stirring the solution) and then pressurised
with 5 atm N2 or the required pressure of CO. The cell was
then heated to the required temperature and FTIR spectra
were recorded at regular time intervals under computer
control.


(e) Data analysis. After each kinetic run, absorbance vs
time data for the appropriate �(CO) absorptions were
extracted and analysed off-line using Kaleidagraph
curve-fitting software. First-order (or pseudo-first-order)
rate constants were obtained from fitting exponential
curves to the experimental data (correlation coefficients
�0.999). Each kinetic run was repeated at least twice
to check reproducibility, the kobs values given being
averaged values with component measurements deviating
from each other by 	5%.


X-ray structure determinations. Three-dimensional,
room temperature x-ray data were collected in the
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range 3.5< 2�< 45� on a Siemens P4 diffractometer by
the omega scan method using Mo-K� radiation
(���¼ 0.71073 Å). The structures were solved by direct
methods and refined by full matrix least squares on F2.
Hydrogen atoms were included in calculated positions
and refined in riding mode. Complex scattering factors
were taken from the program package SHELXL9326 as
implemented on the Viglen 486dx computer. Crystal-
lographic data are summarized in Table 9 and full listings
of data are given in the Supplementary Material.


Computational details


Quantum mechanical calculations using second-order
Møller-Plesset (MP2) theory or DFT (B3LYP) were
performed using the Gaussian94 suite of programs.27


Geometries of reactant and product molecules were
optimized using the Berny algorithm28 as implemented
in Gaussian94 and the LANL2DZ Gaussian basis set
developed by Hay and Wadt.29 This uses a semi-core
double-� contraction scheme for the heavy elements Ir,
and Cl, with the light atoms C, O and H being described
by the split-valence Dunning 9-5V all-electron basis.
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Received 19 January 2003; revised 10 June 2003; accepted 17 June 2003


ABSTRACT: Different methods of estimating H-bond strength are presented. The studies are based on the results of
MP2/6–311þþG** calculations and the binding energies are corrected for the basis set superposition error (BSSE).
The wavefunctions were further applied to localize bond critical points and ring critical points. The characteristics
based on the Bader theory are also applied as indicators and measures of hydrogen bonding. This study compares
samples of different compounds. The H-bond strength measures such as the proton–acceptor distance (H � � �Y), the
length of the proton donating bond, the electron density at H � � �Y bond critical point, the H-bond energy and others
are analysed. The case of the intramolecular hydrogen bonding is also analysed, and its special characteristics are
given. Copyright # 2003 John Wiley & Sons, Ltd.


KEYWORDS: hydrogen bonding; measures of H-bond strength; Bader theory; ab initio calculations; bond critical points;


ring critical points; intermolecular H-bonds; intramolecular H-bonds


INTRODUCTION


Hydrogen bonding is one of the most important interac-
tions encountered in the gas, liquid and solid states. It plays
a crucial role in many chemical processes1 and influences
the arrangement of molecules in crystals.2 It is the inter-
action which may be treated as a preliminary stage of the
proton transfer process.1 Hydrogen bonding plays an im-
portant and dominant role in many life processes.1 Hydro-
gen bonding is understood as a very broad phenomenon
and hence it is among the terms most frequently used in
chemistry, biochemistry and medicine.3,4


The knowledge of hydrogen bonding strength is very
important in the study of chemical, physical and bio-
chemical processes. The estimation of the H-bond
strength is ambiguous since there are a variety of defini-
tions and classifications of this type of interaction.5–7


The hydrogen bond is usually symbolized by X—
H � � �Y and results from the interaction between a pro-
ton-donating bond X—H and a proton acceptor Y, where
X and Y designate electronegative atoms such as O, N


and Cl.8 Hence O—H � � �O, N—H � � �N, N—H � � �O,
N—H � � �Cl and other similar systems are treated as
typical, conventional hydrogen bonds. However, the
ability of carbon atoms to act as proton donors has
been the subject of many studies and C—H � � �Y hydro-
gen bonds have been indicated in many systems.9–11


Additionally, it was pointed out that in a molecular
assembly in the case of deficiency of typical H-bond
acceptors, �-electrons or carbon atoms may act as such
accepting centres12 and thus X—H � � �� or X—H � � �C
hydrogen bonds are possible.13 The above-mentioned
interactions, C—H � � �Y and X—H � � �C (or �-electrons
as acceptor), are usually known as unconventional
H-bonds. Such interactions are often weak since binding
energies for the corresponding complexes amount to
0.5–4 kcal mol�1 (l kcal¼ 4.184 kJ).14,15 Some authors
even suggest that C—H � � �C or C—H � � �� interactions
may stabilize the crystal structures. For example, O—
H � � �O, C—H � � �O and C—H � � �� interactions were
analysed early for crystal structures of propyne and
butyne carbocylcic acids.16 The role of the C—H � � ��
interactions in the arrangement of molecules of one of the
polymorphic forms of acetylene (Acam space group) was
investigated with the use of the atom–atom potentials.17


On the other hand, strong hydrogen bonds are known.
Those which are assisted by charge, so-called charge
assisted H-bonds: CAHB(þ ) and CAHB(� ); an exam-
ple of the latter is the [F � � �H � � �F]� system18,19 and those
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which are assisted by resonance, so-called resonance-
assisted hydrogen bonds (RAHBs).20–22 However, it
should be pointed out that for neutral molecules very
strong intermolecular hydrogen bonds also exist. For
example, phosphonic acid (PA) and its dimethyl deriva-
tive (DMPA) have been studied at the MP2(full)/6–
31þG** and B3LYP/6–31þG** levels of theory.23


Both PA and DMPA form cyclic dimers, where the two
monomers are held together by hydrogen bonds which
are stronger than those existing for carboxylic analogues.
Dimerization enthalpies for PA and DMPA are the high-
est reported for neutral homodimers (23.2 kcal mol�1 for
both complexes). These calculations are in agreement
with the experiment since the study of the gas-phase IR
spectrum of DMPA showed the existence of the ABC
�(OH) absorption structure compatible with the presence
of very strong hydrogen bonds within the dimer.24


An approximate classification of the hydrogen bonding
interaction according to its strength and a composition of
atoms within the X—H � � �Y system may be given
(Table 1). It is worth mentioning that the ranges of energy
for several types of H-bonds are different in various
monographs and review articles on hydrogen bonding.
Hence the values given in Table 1 are a compromise
between different classifications and are mainly based on
the classification given by Kaplan.25 For example, Al-
korta et al.14 established a new classification of hydrogen
bonds with interaction energies up to 5 kcal mol�1 con-
sidered as weak, with energies between 5 and
10 kcal mol�1 defined as medium and those with energy
values >10 kcal mol�1 defined as strong or very strong.


We see that complexes characterized by weak H-bond
strength are similar to van der Waals complexes for which
the binding energies are 0.1–1 kcal mol�1. On the other
hand, the energy of strong H-bonds is 15–60 kcal mol�1


(Table 1), similar to typical covalent bonds for which
bond energies are around 100–200 kcal mol�1.


Table 1 shows that the type of hydrogen bonding and
the composition of the X—H � � �Y system is approxi-
mately related to the H-bond strength. For example, H-
bonds with C—H donors are weaker than H-bonds


containing O—H proton donors if, for both cases, the
acceptors are the same. However, we should be very
careful when applying this crude estimation since there
are many specific cases for which more detailed classi-
fications should be applied. Very strong H-bonds in
neutral molecules of PA and DMPA are examples of
such specific cases. In another example, the theoretical
evidence for moderate C—H � � �C H-bonds was analysed
and the binding energy for H3Nþ—CH2


�� � �HCCH at
the MP2/6–311þþG(3d,3p) level [basis set super-
position error (BSSE) included] was calculated to be
8.16 kcal mol�1.26 Another example concerns the classes
of O—H � � �O bonds which are usually treated as mod-
erate. The detailed classification shows27 that such sys-
tems may be divided into five classes: strong negative
charge assisted, CAHB(� ), strong positive charge as-
sisted, CAHB(þ ), strong resonance assisted, also called
�-cooperative H-bonds, RAHB, moderate polarization
assisted H-bonds, PAHB, and weak isolated H-bonds
which are non-charged, non-resonant and non-coopera-
tive systems. It is worth mentioning that strong resonance
assisted (RAHB) O—H � � �O bonds are often referred to
as low-barrier H-bonds (LBHB).28,29


The most widely employed indicators of the presence
and strength of hydrogen bonding are those connected
with spectroscopic results. The stretching vibration of the
X—H proton donating bond changes significantly upon
complexation with an acceptor molecule. The stretching
mode can be shifted to the red region by hundreds of
cm�1, and the band is intensified several fold.1,5 The red
shift may be treated as a measure of the hydrogen
bonding strength since it correlates with other typical
measures such as H-bond energy and the proton–acceptor
(H � � �Y) distance.8


NMR is a very important tool in the analysis of
H-bonds. The existence of hydrogen bonding causes
electron density shifts which result in perturbation of
the proton shielding tensor.30 The proton chemical shift
anisotropy is a sensitive parameter applied to detect the
presence of H-bonds.31 It has been shown that the
isotropic and anisotropic shieldings correlate with
H � � �Y distance.32 Shifts in anisotropic chemical shield-
ing obtained from ab initio and DFT calculations have
been used for an analysis of weak C—H � � �O hydrogen
bonds within systems where methane or its fluorine
derivatives act as proton donor and water or methanol
is a proton acceptor.15,33 NMR parameters were also
applied for the analysis of other weak H-bonds such as
C—H � � �O and C—H � � �C (or � electrons).34,35


The aim of this review is to discuss different indicators
of the presence and strength of hydrogen bonding. The
emphasis is put on the geometric, energetic and topolo-
gical parameters, the latter being results of the Bader
theory.36 The analysis of other parameters, including
those derived from spectroscopic methods, are not taken
into account here. Different ways of estimating H-bond
strength are presented in next sections. The samples


Table 1. Types of H-bonds


Type of H-bond Examples H-bond energy
(kcal mol�1)


Strong O—H � � �O 15–60
(RAHB; CAHB) [O—H � � �O]�


[O—H � � �O]þ


[F—H � � �F]�


Moderate O—H � � �O 4–15
N—H � � �O
F—H � � �O


Weak C—H � � �O, C—H � � �N, C—H � � �S 0.5–4
O—H � � �C, N—H � � �C, O—H � � � �,


N—H � � ��
C—H � � �C, C—H � � � �
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analysed in this study are mainly based on ab initio and
density-functional theory (DFT)37 calculations. It is worth
mentioning that DFT performs satisfactorily38 and that
generally DFT-optimized geometries are not inferior to
geometries predicted by conventional ab initio techniques
incorporating electron-correlation effects. However, for
complexes the DFT predictions of H-bond energies are
not as reliable as those of the MP2 method. DFT methods
are suitable for studies on intramolecular H-bonds; for
example, the B3LYP/6–31G(d) level of theory has been
found to give results in good agreement with high-level
ab initio calculations for such interactions.39


This review is restricted to the applications to organic
species. Very recently, a review on H-bonds has ap-
peared;40 however, it is mainly focused on the structure
and strength of H-bonds with respect to the various X—
H � � �Y motifs possible in inorganic solids.


GEOMETRIC PARAMETERS


The proton donating bond and
the proton–acceptor distance


The geometry of the X—H � � �Y hydrogen bond may be
defined by three scalar quantities,5 X—H covalent bond
length, H � � �Y hydrogen bond length and X � � �Y dis-
tance; these parameters define the X—H � � �Y hydrogen
bond angle. It is well known that the formation of
hydrogen bonding is connected with the elongation of
the proton-donating bond. The shorter the H � � �Y contact,
the greater is the X—H elongation, the closer the X—
H � � �Y angle is to linearity and the stronger is the
hydrogen bonding. These dependences were often exam-
ined with the use of experimental and theoretical results.
For example, the relationship between the O—H bond
length and the O � � �O distance for O—H � � �O systems
taken from x-ray diffraction results for organic com-
pounds has been investigated for various species.41,42 It
was found that this relationship is better for homogeneous
samples of compounds.43 For example, for accurate
neutron diffraction data (R� 8%, e.s.d.s� 0.005 Å) of
C——O � � �H—O systems there is an H—O vs H � � �O
relationship. The experimental results are in agreement
with this relationship obtained from the bond valence
model.43


The H � � �Y distance is often applied as a criterion of
the presence of hydrogen bonds; it should be shorter than
the corresponding sum of H-atom and Y-atom van der
Waals radii, �r ¼ rvdW


H þ rvdW
Y .9 However, there are pro-


blems with the application of this criterion since the
hydrogen bonding is mainly of an electrostatic nature
and hence this interaction acts far beyond the van der
Waals radii cut-off.6,21


It has been pointed out that the difference between �r
and the H � � �Y distance (rH � � �Y) may be treated as a
measure of the strength of hydrogen bonding even for


heterogeneous samples of complexes since it correlates
with the H-bond energy:44


�r ¼ �r � rH���Y ð1Þ


The H-bond strength depends on the type of proton
donor and also on the type of accepting centre. Table 2
shows the geometric and energetic parameters of H-
bonds characterized by the same type of proton donor,
F—H � � �Y hydrogen bonds. All systems in Table 2
belong to strong or moderate H-bonds and are linear or
approximately linear. The greatest H-bond energies are
those of the (F � � �H � � �F)� and (F � � �H � � �Cl)� systems:
the charge assisted hydrogen bonds, CAHB(� ). The �-
electron system of the C2H2 molecule is the weakest
proton acceptor for this sample. The results in Table 2
were obtained for optimized complexes calculated at the
MP2/6–311þþG** level of theory.44 For the estimation
of H-bond energies, the BSSE correction of Boys and
Bernardi was taken into account.45 This error has been
extensively studied for intermolecular H-bonded sys-
tems.46,47 It is due to the fact that each monomer in
the complex uses to some extent the basis functions of the
other monomer, causing a lowering of the energy of the
system. The data presented in Table 2 are based on results
obtained earlier.44,48 They concern dimers optimized with
the use of the Gaussian 9449 and Gaussian 98 sets50 of
codes.


Figure 1 shows the relationship between the above-
mentioned �r parameter [Eqn. (1)] and H-bond energy
for the sample in Table 2. The correlation coefficient for a
polynomial regression of second order amounts to 0.971.


Table 2. Hydrogen-bonded systems with hydrogen fluoride
as a proton donor and different proton acceptorsa


Proton acceptor HF bond H � � �Y H-bond
length contact energy


F� 1.138 1.138 �39.87
Cl� 0.968 1.895 �20.94
OCH2 0.923 1.869 �5.43
OH2 0.931 1.73 �7.54
NH3 0.948 1.703 �11.18
LiH 0.950 1.399 �12.62
C2H2 0.923 2.186 �3.15
LiCN 0.941 1.732 �12.3
CH3CN 0.931 1.835 �7.9
CH2FCN 0.928 1.878 �6.47
HCN 0.927 1.887 �6.51
FCN 0.926 1.901 �5.86
CHF2CN 0.926 1.915 �5.42
CF3CN 0.924 1.946 �4.68
NO2CN 0.923 1.974 �4.03
NH2CN 0.931 1.823 �8.27
BH2CN 0.928 1.875 �6.61
HOCN 0.929 1.847 �7.42


a The geometric data are given: H � � �Y contacts and HF bond lengths (in
Å) and also the H-bond energies corrected for BSSE (in kcal mol�1). All
results were obtained at the MP2/6–311þþG** level of theory. Results
taken from Refs. 44 and 48.
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The better H-bond strength measure for this sample is
the H—F bond length. Figure 2 shows the correlation
between H—F bond length and the H-bond energy; the
linear correlation coefficient is 0.962 for all entries; the
correlation coefficient for the polynomial regression
of second order is better, 0.994. Table 2 shows that the
sample contains a sub-sample of F—H � � �N———C—R
complexes. If we take into account only that sub-sample
and thus for the relationship between HF bond length and
EHB, the linear correlation coefficient equals to 0.995. We
see that the linear correlation is better if only strongly
related systems are considered.


The geometry of the proton donor may be applied as a
measure of the H-bond strength even for heterogeneous
samples since the normalization of the X—H bond
length elongation is possible51 according to the relation


�XH ¼ ðrX�H � r0
X�HÞ


r0
X�H


ð2Þ


where rX—H is the length of the X—H bond within the
X—H � � �Y system and rX—H


0 is the length of the free
bond not involved within H-bonding. In other words, �XH


is the elongation of the X—H bond due to H-bridge
formation in relation to the free X—H bond length.


It should be pointed out that there are correlations
between geometric and energetic parameters for homo-
geneous samples of dimers connected by strong or
moderate H-bonds. Hence the relationships presented in
the literature usually concern O—H � � �O systems most
often existing in liquids and solids and belonging to
moderate hydrogen bonds. The sample in Table 2 con-
tains systems for which there is the same proton-donating
molecule and hence we may order the strength of accep-
tors from the results in Table 2. The order of the strength
of acceptors is F�>Cl�>H� (LiH)>CN� (LiCN)>
NH3>H2O>HCN>CH2O>C2H2.


The dependences analysed in this section are not so
evident for weak H-bonds such as those of C—H � � �O
type. There is no dependence between C—H bond length
and H � � �O distance for C(sp2)—H � � �O systems52 taken
from the Cambridge Structural Database (CSD);53 only
neutron diffraction results of high accuracy were included
(R� 5%; e.s.d.s� 0.005 Å). In other words, elongation of
the C—H bond due to H-bond formation is not observed
since all neutron diffraction-measured C—H bond
lengths are close to 1.08 Å. The lack of correlation for
C(sp2)—H � � �O systems may be caused by the hetero-
geneous character of the sample. A correlation between
C—H bond length and H � � �O distance was found54 for a
homogeneous sample—neutron diffraction results con-
cerning amino acids and taken from the CSD. However, a
C—H length vs H � � �O distance relationship is not linear
or easily detectable; the Spearman test has been applied
to justify such a relationship.54


The acidity of donors decreases in the following order:
C(sp)—H>C(sp2)—H>C(sp3)—H,55 since the elec-
tronegativity of the carbon atom also decreases for such
an order of bonds.56 C(sp)—H � � �O hydrogen bonds
were analysed34 and compared with other C—H � � �O
systems with sp2 and sp3 hybridizations of carbon atoms
and the results of calculations of H-bond energies are in
agreement with the acidity of donors. Table 3 presents
C(sp)—H � � �O systems for which a water molecule is the


Figure 1. Dependence of the difference between the sum
of H-atom and Y-atom van der Waals radii in the X—H � � �Y
system and H � � �Y distance (in Å) on H-bond energy
(in kcal mol�1); the data used for this relationship are given
in Table 2


Figure 2. Relationship between the HF bond length (in Å)
and H-bond energy (in kcal mol�1). Results from Table 2. The
broken line is the polynomial regression applied for all results
and the solid line corresponds to the linear regression for
N———C—R acceptors


Table 3. Geometric and energetic parameters of complexes
with a water molecule as a proton acceptor and different
R—C—H proton donorsa


HCCH FCCH ClCCH HCN


H-bond energy �2.48 �2.61 �2.64 �4.67
X � � �Y distance 3.268 3.250 3.247 3.142
�R 4.8 6.0 6.0 7.3


a H-bond energies corrected for BSSE (in kcal mol�1), X � � �Y distances in
Å; �R is the elongation of the proton-donating bond (in mÅ); results
obtained at the MP2/6–311þþG** level of theory. Results taken from
Ref. 34.
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proton acceptor. Hence we may analyse the strength of
proton donors, since the acceptor is fixed. We see that the
HCN molecule is the strongest donor and HCCH is the
weakest. The strength of the C(sp)—H � � �O bond
corresponds to the lengthening of the C—H donor
(Table 3).


Use of the bond valence model


The concept of bond number was introduced by Pauling57


and was later used successfully in many chemical pro-
blems.58,59 It is particularly useful for the systems which
fall between the typical covalent bonds and non-bonded
contacts. A coherent model similar to the Pauling idea of
the bond number was introduced by Brown and
Shannon60 and named the bond valence (BV) model.
The designations and definitions of the BV model are
used in this paper since this model was introduced to
describe interactions and it seems to be convenient for
describing hydrogen bonding interactions. According to
the BV model,61 the strength of the bond and of the inter-
or intra- molecular contacts is related to the bond valence.
In Pauling’s original definition it was stated that the bond
number is the number of electron pairs involved in the
bond; the bond valence has a similar meaning to the
meaning of the bond number. The bond valence definition
may be expressed by the following exponential function,
although the other relations may be also applied:


sij ¼ exp½ðr0 � rijÞ=B� ð3Þ


where r0 and B are constants and rij is the length of the
given bond or contact. The constant r0 is often related to
the length of a bond of unit valence. For example, for an
O—H bond not involved in any intermolecular interac-
tion (such as the OH bond of the water molecule in the
gas phase), the bond valence amounts to unity and
rij ¼ r0. The O—H bond length within the O—H � � �O
system is usually elongated and hence the sij value is
lower than unity. The difference between unity and the sij
value of the OH bond (sOH) corresponds to the bond
valence of the H � � �O contact (sH � � �O). Hence we may
write the expression


exp½ðr0 � rOHÞ=B� þ exp½ðr0 � rH���OÞ=B� ¼ 1 ð4Þ


The constant B is usually calculated from Eqn. (3) for a
system for which the bond valence and the bond length
are known. Such calculation is possible from the geome-
try of symmetrical and strong O � � �H � � �O H-bonds
where the proton is in the middle of the O � � �O distance
and the bond valence of H � � �O is equal to 0.5.


It is worth mentioning that for some studies both
constants r0 and B are related to the experimental results:
both are fitted to experimental data.60,61 Equation (4) is a


special case of the more general expression called as the
valence sum rule (VSR):


Vi ¼
X


j


sij ð5Þ


This means that the atomic valence Vi of the ith atom is
equal to the sum of the bond valences of all its connec-
tions, bonds and contacts. According to the BV model,
atomic valences Vi are equal to the oxidation states of
atoms. For the O—H� � �O system, the VSR may be
applied to the construction of the relation between the
length of the O—H bond and the H � � �O (or O � � �O)
distance.62 Furthermore, it was found that Eqn (4) based
on the VSR is in excellent agreement with experimental
results.21,43,63 A similar situation was observed for the
other H-bonded systems such as N—H � � �O, O—H � � �N,
O—H� � �S and S—H � � �O, for which accurate neutron
diffraction results taken from the Cambridge Structural
Database are in agreement with the relations obtained
from the BV model.64 For some cases, a correlation
between X—H bond length and H � � �Y distance may be
detected in spite of a slight elongation of the proton-
donating bond due to H-bond formation. It has been
pointed out earlier21 that the N—H bond can be only
slightly stretched by hydrogen bond formation (from 1.01
to 1.06 Å), in spite of the strong electronegativities of the
donor and acceptor atoms involved in the N—H � � �O
system. Such a situation occurs not only for N—H � � �O
H-bonds but also for the other systems considered by
Steiner.64


The above-presented relationships also exist for mod-
elled unconventional dihydrogen bonds calculated with
the use of different ab initio and DFT levels of theory.65,66


Dihydrogen bonds have been investigated recently both
experimentally67–69 and theoretically.70–72 The concept
of the dihydrogen bond has been introduced a few years
ago67 to express the interaction occurring between a
conventional hydrogen bond donor such as an N—H or
O—H bond as the weak acid component and an element–
hydride bond as the weak base component, where the
element in question can be a transition metal or boron;
they are usually designated X—H�þ� � � ��H—M (Me¼
metal or boron atom).


The relationship between the H�þ� � ���H distance and
H—F bond length for simple H—F � � �H—M (M¼C, Si,
Li, Na, Be, Mg) dimers was based65,66 on MP2/6–
311þþG**, MP4(SDQ)/6–311þþG** and QCISD(T)/
6–311þþG** levels of theory, showing that the applica-
tion of the BV model is also possible for such systems,
since the relationship obtained from the VSR is in
agreement with the calculated results. The VSR for the
H�þ atom within the F—H�þ� � � ��H system may be
written in the following way:


VH ¼ exp½ðrH--F
0 � rH--FÞ=BHF�


þ exp½ðrH���H
0 � rH���HÞ=BH���H�


ð6Þ
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where rH—F and rH � � �H are the H—F bond length and the
H � � �H distance within the F—H � � �H system and rH--F


0 ,
BHF, r


H���H
0 and BH � � �H are constants. Figure 3 shows the


relationships between intermolecular contacts and the
proton-donating bond lengths for two samples of com-
plexes, those connected through typical, conventional
O—H � � �O hydrogen bonds and those connected through
unconventional dihydrogen bonds. The relationships are
based on the calculations performed for complexes of
acetic acid derivatives with water (B3LYP/6–31G** level
of theory)63 and for the above-mentioned modeled sys-
tems with dihydrogen bonds (MP2/6–311þþG** calcu-
lations).65 For both samples, the correlations are
compared with the relations obtained from the VSR.
The VSR is represented by Eqn. (6) for dihydrogen bonds
and for O—H � � �O H-bonds it may be expressed by
Eqn. (4).


Figure 3 shows that the results of calculations are in
agreement with the BV model. The H � � �Y contacts and
H—X proton-donating bond lengths correlate, and are
good descriptors of H-bond strength. These dependences
are fulfilled for both calculations and experimental data.
However, for experimental results, for example those of
neutron diffraction measurements, the relationships are
not so evident. This is due to the many possible effects
existing for crystal structures. Figure 4 shows the rela-
tionship between H � � �O distance and O—H bond length
for O—H � � �O systems taken from CSD.53 Only accurate
neutron diffraction structures were included (with
R� 7% and e.s.d.s� 0.005 Å, error free and not disor-
dered). The only restriction that was given was for H � � �O
distances to be <3.2 Å. We see that for these experi-
mental results, in spite of the high accuracy, a correlation
is not detectable. One reason disturbing the correlation is


the shortening of O—H proton-donating bonds for some
O—H � � �O systems,73 especially for water molecules as
proton donors.74 This effect is visible in Fig. 4. The
second reason is connected with the longer H � � �O dis-
tances for which H-bonds are weaker or do not exist. For
such cases, the influence of intermolecular forces in
crystals causes a greater perturbation of the geometry
of O—H � � �O systems and hence the correlation between
OH and H � � �O is disturbed. Additionally, for longer
H � � �O distances the existence of bifurcated H-bonds is
more probable.


To avoid factors disturbing the correlation analysed
above, the sample of O—H � � �O systems is considered
again (Fig. 5). The accuracy of neutron diffraction results
is the same. However, the sample is homogeneous, only
C——O � � �H—O—C systems are taken into account.
There are two limits: H � � �O contacts <2.6 Å are con-
sidered (the sum of Pauling’s van der Waals radii of
hydrogen and oxygen atoms) and O—H bonds which are
>0.957 Å (the length of the OH bond for the water
molecule in the gas phase). Figure 5 shows that for this
sample the correlation is good; the solid line represents
the polynomial regression of second order with a correla-
tion coefficient of 0.983.


Figure 3. Relationship between the H � � �Y distance and the
proton-donating bond length (in Å) for two samples, the first
one calculated at the MP2/6–311þþG** level of theory for
dihydrogen bonds (�) and the second calculated at the
B3LYP/6–31G** level (&) for O—H � � �O systems. The con-
tinuous lines correspond to the relations obtained from the
valence sum rule


Figure 4. OH vs H � � � .O dependence for a heterogeneous
sample taken from neutron diffraction results. Bond lengths
and distances in Å


Figure 5. OH vs H � � � .O dependence for a homogeneous
sample taken from neutron diffraction results. Bond lengths
and distances in Å
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Proton acceptors


In the previous section, it was shown that systematic
changes in proton-donating bonds are detectable owing to
the formation of hydrogen bonding. The situation is more
complicated for the proton acceptors and has been not
investigated extensively. For example the relationship
between the C——O bond length and the H � � �O distance
in C——O � � �H—O—C systems was investigated43 and a
correlation was detected; for shorter H � � �O distances
there are longer C——O bonds. This correlation was
observed for neutron diffraction results of high accuracy
taken from the CSD. In other words, the elongation of an
accepting carbonyl bond within an H-bonded system may
be treated as a measure of the H-bond strength. This
correlation is supported43 by the BV model, since the
neutron diffraction experimental data are in good agree-
ment with the valence sum rule applied to the oxygen
atom of the carbonyl group.


SH���O þ SC------O ¼ VO ¼ 2 ð7Þ


Equation (7) may be understood in the following way; the
sum of bond valences of the H � � �O contact and of the
C——O bond is equal to the atomic valence of oxygen
atom, i.e. 2 (the oxidation number of oxygen).


Studies concerning the influence of intermolecular
interactions on the geometry of the methoxy group
have been carried out recently.75 Methoxybenzene and
its complexes with HF, H2O, C2H2, C2H4, CH4, CH3F and
NH2CH3 were investigated with the use of DFT calcula-
tions (B3LYP/6–311þG* level of theory and BSSE
included). The results show that the oxygen atom of the
methoxy group is the proton acceptor for different types
of H-bonds: F—H � � �O, O—H � � �O, C—H � � �O, N—
H � � �O. The calculations on methoxybenzene complexes
are in line with the BV model. It has been pointed out that
the bond valence of the H � � �O contact correlates with the
H-bond energy. Additionally, these H-bond strength
measures are related to the changes in geometry of the
methoxy group. For stronger H-bonds the H � � �O contact
is shorter and the corresponding H � � �O bond valence
increases; additionally, the sum of C—O bond valences
of the methoxy group decreases. This is in line with the
relation obtained from the valence sum rule for the
oxygen atom of the methoxy group:


VO ¼ SCðaromÞ�O þ SCðmethylÞ�O þ SH���O ¼ 2 ð8Þ


Figure 6 shows the molecular graph of the complex of
methoxybenzene with hydrogen fluoride to illustrate the
situation described above. This graph was obtained using
the Bader theory36 as a powerful method to investigate
intermolecular interactions, including H-bonds. The de-
scriptors of hydrogen bonds based on this theory are
presented in the following sections.


The above-mentioned dependences between different
parameters are very useful for studing reaction pathways.
It has been pointed out that for molecules or molecular
fragments taken from crystal structures, the shape of the
correlation curves between geometric parameters of mo-
lecules may be reminiscent of structural changes occur-
ring along the pathways of the respective chemical
reactions.76,77 The points of the correlation curve corre-
spond to different stages of the investigated structure
during the reaction. Different types of reactions have
been studied using this method, such as nucleophilic
substitution or addition and elimination reactions.78


Proton transfer reactions have been also investigated for
C——O � � �H—O—C systems,79 and the proton transfer
from the neutral to zwitterionic forms of amino acids
supported by a water molecule-mediated mechanism
has been analysed.80 The BV model was also applied
to N—H � � �N , N � � �H—N81 and N—H � � �O ,
N � � �H—O 82 proton transfer reactions. The relationships
between the hydrogen bond length (N � � �O or N � � �O
distance) and the proton transfer coordinate (the distance
between the position of proton and the middle of N � � �N
or N � � �O) were studied. It was found that these curves
obtained from the BV model are in excellent agreement
with the neutron diffraction data, similarly as for O—
H � � �O systems.79,80


It may be generalized that in proton transfer reactions,
the geometry of the donating molecule changes in the
direction of the deprotonated species and the geometry of
the acceptor changes in the direction of the protonated
species.11 This has been observed for the changes of the
geometries of phenol—amine adducts during the proton
transfer process.83,84 Relationships between the geo-
metric parameters of O—H � � �N and N—H � � �O systems
have been found, and the analysis showed that the


Figure 6. Molecular graph of the complex of methoxyben-
zene with hydrogen fluoride. The large circles represent
attractors attributed to atomic nuclei and the small circles
show the bond critical points and the ring critical point
(inside the benzene ring). Solid lines represent the bond
paths
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shortest H-bonds exist for the position of the hydrogen
atom being close to the centre of O � � �N; such quasi-
symmetric H-bonds are sensitive to pressure, temperature
and deuteration.83


The geometric parameters analysed here are useful as
descriptors of hydrogen bonds. Hence the so-called
‘geometrical criteria’ of the existence of hydrogen bond-
ing are often applied85 in studies, and they may be
summarized as follows:9


� the distance between the proton and the acceptor atom
is shorter than the sum of their van der Waals radii;


� the donor–proton–acceptor angle in a hydrogen bond
must be at least 90 �;


� there is the elongation of the proton-donating bond due
to hydrogen bond formation.


However, these criteria are often the subject of contro-
versy. Some authors claim that the difference between the
sum of van der Waals radii mentioned within the first
criterion and the corresponding H � � �Y distance should
be >0.3 Å. Others point out that the H-bond interaction is
electrostatic in nature and hence the limit for the H � � �Y
distance should be even greater than the corresponding
sum of van der Waals radii.21 There are problems with the
second criterion since it is not possible to determine the
angle limit arbitrarily. The third criterion seems to be
unequivocal. However, for weak C—H � � �Y hydrogen
bonds there is only a slight elongation of the proton-
donating bond, or the effect is not detectable. For all the
criteria mentioned here, there are problems with their
application to x-ray crystal structure results. It is well
known that x-ray crystalloography is unsuitable for
determining H-atom positions, and neutron diffraction
methods have to be used. However, the number of the
neutron diffraction measurements within the CSD is less
than 0.5% of the whole; the remainder are x-ray measure-
ments. Hence investigations are usually based on inaccu-
rate geometries of the hydrogen bonds. There are various
ways to avoid such inaccuracy.86 There are many simple
semi-empirical models of the hydrogen bond for which
the knowledge of the accurate geometry of the X—
H � � �Y system is needed. One of the most often applied
was introduced early on by Lippincott and Schroeder87


and applied later in many chemical and physical pro-
blems.21,88 Hence the use of neutron diffraction results or
the improvement of x-ray data is important.


Topological parameters


The distribution of the electron density (�) is additional
information often used to describe hydrogen bonding.
The ‘atoms in molecules’ (AIM) theory of Bader,36


mainly based on an analysis of the electron distribution,
is an additional tool allowing the detection and charac-
terization of hydrogen bonding. The analysis of critical
points in the electron density obtained from AIM theory


seems to be the most important for studies on inter-
atomic interactions. These interactions may be connected
with typical covalent bonds and with the intermolecular
non-bonded contacts such as hydrogen bonds. For the
critical points (CPs) the gradient of �(r) vanishes:


r�ðrcÞ ¼ 0 ð9Þ


CPs are classified according to the number of negative
eigenvalues of the Hessian of � (matrix of partial second
derivatives with respect to {x, y, z}):


hpq ¼
@2


@p@q
�ðrcÞ p; q ¼ x; y; z ð10Þ


Stable critical points fall into one of four categories:
maxima in �(r) correspond to attractors (which are almost
always attributed to nuclei), minima are connected with
cage points and saddle points; and the last-mentioned
ones correspond to bond or ring critical points.


Koch and Popelier introduced new criteria based on
AIM theory to detect and characterize hydrogen bonds.89


They were later described in detail by Popelier in a
monograph on the AIM theory.90 The criteria may be
briefly summarized as follows:


� there is a BCP for the H � � �Y (proton � � �acceptor)
contact which topologically proves the existence of a
hydrogen bonding interaction;


� the value of electron density at the BCP of H � � �Y
(�H � � �Y) lies within the range 0.002–0.040 au;


� the corresponding Laplacian (r2�H � � �Y) is 0.024–
0.139 au;


� there is a ‘mutual penetration’ of the hydrogen and
acceptor atoms;


� we observe a loss of charge of the hydrogen atom;
� there is an energetic destabilization of the hydrogen


atom;
� a decrease of the dipolar polarization of the hydrogen


atom;
� a decrease in the volume of the hydrogen atom.


The above-mentioned topological criteria are very
useful since the geometric criteria are not sufficient to
decide if hydrogen bonding exists. The topological cri-
teria were applied to detect C—H � � �O hydrogen
bonds,89 to characterize dihydrogen bonds 91 or to ana-
lyse an agostic bond.92 The criteria connected with the
critical point of the H � � �Y contact seem to be the most
often used. For example, it was pointed out for clusters of
water with methanol that there is a reasonably good linear
correlation between the charge density at H � � �Y BCP
and the strength of hydrogen bonding.93,94 It was detected
later in many papers that the electron density at H � � �Y
BCP and its Laplacian well correlate with the hydrogen
bond energy.44 Similarly, the relationships between
H-bond energy and topological parameters of the
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proton-donating bond are often detected for different
samples of compounds.44 Hence the following para-
meters may be applied as additional topological measures
of the hydrogen bonding strength: electron densities at
the BCP of proton donating bond and at the BCP of
proton–acceptor contact, and the Laplacians of these
electron densities. Scheme 1 shows geometric parameters
which are usually used to characterize H-bonds and the
topological parameters as new measures of the H-bond
strength.


Scheme 2 shows the molecular graph obtained from the
MP2/6–311þþG** wavefunction for water dimer; the
critical points are detected (small circles), those corre-
sponding to typical covalent bonds and that corresponding
to the H � � �O intermolecular contact. We see the increase
in the hydrogen atom radius towards the oxygen-accept-
ing centre for the hydrogen atom participating in the
hydrogen bonding. This increase is connected with the
location of the H � � �O bond critical point since CP lies on
the boundary between the oxygen and hydrogen atoms.


We may roughly find the following tendencies for the
hydrogen bonding interaction: the increase in the H-bond
strength is connected with the elongation of the proton-
donating bond, a shorter proton–acceptor (H � � �Y) con-
tact, and the tendency of the X—H � � �Y system to be
linear. These changes are also connected with changes in
topological parameters: the decrease of the electron
density at the proton-donating BCP and the increase in
the electron density at the H � � �Y BCP. An increase in H-
bond strength also causes changes in r2�(rc), the Lapla-
cian of the electron density at X—H BCP increases (it has
a negative sign for a covalent bond and its modulus
decreases); the Laplacian of the electron density at the
H � � �Y BCP is positive and it increases.


Figures 7 and 8 reflect these dependences for the
sample with the hydrogen fluoride donating molecule
and for the sample with the hydrogen chloride molecule;
R—C———N molecules are proton acceptors.48 Figure 7
shows the dependence between the Laplacian of the
electron density at the H � � �Y BCP and hydrogen bond
energy; Fig. 8 presents the correlation between the
electron density at HX donator (HF or HCl) BCP and
H-bond energy. In both figures, there are linear correla-
tions for sub-samples: the first one with HF as donor and
the second with HCl. There are slight incompatibilities
with the linear correlations for systems with LiCN ionic
acceptors, since such a type of acceptor breaks the
homogeneity of the sub-samples.


The topological parameters mentioned in this section
are connected with the electron density in different
regions of the complex: in the proton-donating bond or
the proton � � �acceptor contact. The Bader theory also
delivers information on energetic parameters. Hence the
so-called energy density, H(r), has been proposed as an
index to describe the H-bond strength.23,95 H(r) seems to


Scheme 1


Scheme 2


Figure 7. Relationship between the Laplacian of the elec-
tron density at H � � �Y BCP (in au) and the H-bond energy
(in kcal mol�1); the circles correspond to the systems with
the hydrogen fluoride donor and the squares correspond to
the systems with the hydrogen chloride as the proton donor.
The open square and the open circle designate the
LiCN � � �HCl and LiCN � � �HF systems, respectively. Results
obtained at the MP2/6–311þþG** level of theory


Figure 8. Relationship between the electron density at X—
H BCP (in au) and the H-bond energy (in kcal mol�1); desig-
nations of the systems as in Fig. 7. Results obtained at the
MP2/6–311þþG** level of theory
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be a more reliable parameter than the Laplacian. The
Laplacian identifies regions of space where the electron
charge is locally depleted (r2�> 0) or concentrated
(r2�< 0). The former case is connected with interactions
between closed-shell systems such as ionic bonds, van
der Waals systems or hydrogen bonds. The latter is
associated with covalent bonds where there is the con-
centration of the electron density within the inter-nuclear
region. However, there are exceptions such as those
concerning the connections between electronegative
atoms. Hence H(r) at the bond critical point of the
proton � � �acceptor contact has been proposed as a useful
index to characterize hydrogen bonding.96 Rozas et al.96


suggested that both the Laplacian and the energy density
at H � � �Y BCPs should be used as criteria to characterize
hydrogen bonding. They found that weak H-bonds show
both r2�BCP and HBCP> 0; medium H-bonds show
r2�BCP> 0 and HBCP< 0, while strong ones show both
r2�BCP and HBCP< 0. This is in line with the statement
of Gilli et al.21 that for the strong resonance-assisted
hydrogen bonds the H � � �O contact of the O—H � � �O
bond has partly covalent nature; hence for such a case we
may observe that r2�BCP and HBCP< 0.


Theoretical studies based on ab initio or DFT calcula-
tions deliver both electronic and energetic properties at
critical points. Experimental studies of electron density
do not provide a description of energetic properties of
critical points. However, Abramov has proposed97 the
evaluation of G(r), the local kinetic energy density, in
terms of electron density �(r), its gradient r�(r) and its
Laplacian r2�(r) functions. At the critical point, where
r�(rCP)¼ 0, the Abramov relation takes the form


GðrCPÞ ¼ ð3=10Þ ð3�2Þ2=3 �5=3ðrCPÞ þ ð1=6Þr2�ðrCPÞ
ð11Þ


All values in this relation are expressed in atomic units.
The local potential energy density V(rCP) can be obtained
from the virial equation


2GðrCPÞ þ VðrCPÞ ¼ ð1=4Þr2�ðrCPÞ ð12Þ


It was found for samples taken from the crystal
structures that V(rBCP) correlates with the H-bond energy,
EHB [EHB � 1/2V(rBCP)].98 V(rBCP) designates the local
electron potential energy density at the H � � �Y bond
critical point. Hence the AIM theory is also useful for
the estimation of H-bond energy from the electron
density obtained experimentally, for example from
high-resolution x-ray diffraction measurements. It is
worth mentioning that the first topological analyses based
on such measurements were reported about 5 years
ago22,99 and nowadays this type of the study is more
often applied.


In the theoretical case, where the wavefunction is
accessible, both G(rBCP) and V(rBCP) values may be


obtained directly. Additionally, V(rBCP) may be estimated
from the Abramov relations [Eqns (11) and (12)] and it
may be treated as an approximation of the true V(rBCP)
value. There is an excellent correlation between V(rBCP)
values obtained from both approaches for samples of H-
bonded systems.100,101 The linear correlation coefficient
between V(rBCP), values obtained from the Abramov
relation applied to the electron density, and V(rBCP),
values obtained directly from the theoretical wavefunc-
tions, amounts to 1.000 or to 0.999.100,101 We see that due
to the finding of Espinosa et al.100 that EHB� 1/2VrBCP, it
is possible to estimate the H-bond energy directly from
the energetic parameters of AIM. If the experimental
electron density is accessible, it is also possible to
calculate those energetic parameters due to the Abramov
relations and hence further to calculate the hydrogen
bonding energy.


Complex measure of the H-bond strength


A new measure of the hydrogen bonding strength based
on the proton-donating bond properties has been intro-
duced and tested on a small sample of complexes.44,51


This measure is based on both geometric and topological
parameters of the X—H bond and may be named as a
‘complex parameter:’


�com ¼ f½ðrX--H � r0
X--HÞ=r0


X--H�
2


þ ½ð�0
X--H � �X--HÞ=�0


X--H�
2


þ ½ r2 �X--H �r2 �0
X--H


� �
=r2 �0


X--H�
2g1=2 ð13Þ


where rX—H, �X—H and r2�X—H correspond to the
parameters of the proton-donating bond involved in H-
bonding: the bond length, electronic density at the H—X
bond critical point and the Laplacian of that density,
respectively; r0


X--H, �0
X--H and r2�X--H0 correspond to the


same parameters of the X—H bond not involved in H-
bond formation. The parameter �com was introduced to
avoid problems connected with the heterogeneity of the
analysed sample. We see that squared terms in Eqn. (13)
may be divided into three parts: the first one may be
called a geometric term, the second is based on electron
densities and the last is based on Laplacians. Each of
these terms is normalized. For example, for the geometric
term the normalization is related to the free proton-
donating bond length not involved in H-bond interaction.


The parameter describing H-bond strength may be
based only on geometric data as mentioned earlier
[Eqn. (2)]. The measures of H-bond strength may also
be based on the term connected with electron densities or
on the term connected with Laplacians. It has been shown
that for heterogeneous samples of hydrogen bonds there
are correlations between H-bond energy and the complex
parameter.44,51 There are also good correlations only if


HYDROGEN BONDING STRENGTH 27


Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 18–31







the normalized geometric part is considered as a measure
of the H-bond strength.44,48,51


Table 4 presents the �com measure calculated for
different hydrogen bonds of the heterogeneous sample
of complexes considered earlier.44 The results based on
MP2/6–311þþG** and HF/6–311þþG** calculations
are included and compared with H-bond energies cor-
rected for BSSE. We see that �com correlates well with
H-bond energy since the linear correlation coefficients for
the dependence between the complex parameter and H-
bond energy for a heterogeneous sample of complexes
are 0.986 and 0.981 for HF and MP2 levels of theory,
respectively.


It is worth mentioning that �com in some cases may not
be a good measure of H-bond strength, since in recent
years complexes with unusual H-bonds were detected.102


For these interactions, the contraction of the X—H
donating bond and hence a decrease of the stretching
vibration frequency compared with the non-interacting
species is observed (blue shift). Such interactions were
first called ‘anti-hydrogen bonds’ but currently the term
‘improper’ or ‘blue-shifting’ hydrogen bond is preferred.
Few examples of investigations are known concerning
blue-shifting hydrogen bonds, studied both experimen-
tally and theoretically. The large blue shift of 47 cm�1


predicted theoretically was reported for the
F3CH � � �OHCH3 complex.15 Blue shifts of >100 cm�1


were detected from infrared spectra for X�� � � H3CY
ionic complexes (X¼Cl, I; Y¼Br, I); the theoretical
calculations are in excellent agreement with these experi-
mental data.102 Blue shifts were also theoretically pre-
dicted for intramolecular H-bonds existing in aromatic
N-sulfinylamines with ortho C—H bonds as proton
donors.103 For such interactions, the use of the complex
parameter is not justified.


THE CASE OF INTRAMOLECULAR HYDROGEN
BONDING


The intermolecular H-bond energy (EHB) is calculated as
a difference in energy between the complex on the one
hand and the sum of isolated monomers on the other.104 It
is worth mentioning that if this energy is a result of ab
initio or DFT calculations, the energies are connected
with the optimized geometry of the complex and with the
optimized geometries of the monomers. In the case of
intramolecular hydrogen bonds (IMHBs), such an ap-
proach cannot be applied and so far there is no way to
calculate directly the H-bond energy for such systems.
However, several approximate estimations have been
proposed. For example, for malonaldehyde and its deri-
vatives (Scheme 3) it may be roughly estimated as a
difference between the bridging intramolecular system
and the corresponding one obtained after the rotation of
the O—H bond 180 � around the C—O bond. For the
other systems a similar procedure is usually applied to
compare the so-called ‘closed conformation’ where the
intramolecular H-bond exists with the ‘open’ one ob-
tained after the rotation described above; both compared
conformations are obtained after geometry optimisations.


Intramolecular hydrogen bond energies may be also
calculated by means of the corresponding isodesmic
equations.105,106 However, in both cases other effects
may influence the calculated H-bond energies. Hence
such energies often only approximately correspond to
H-bond energies.107,108 The analysis of the calculation of
intramolecular H-bond energy has been presented pre-
viously.109,110 Recently, a method for the estimation of
intramolecular H-bond energy based on utilizing barriers
of the donor and/or of the acceptor groups was proposed
and tested successfully.110


Additional possibilities for estimating the H-bond en-
ergy for intramolecular interactions may be considered
for resonance-assisted hydrogen bonds (RAHBs).20 The
above-mentioned malonaldehyde is an example of
RAHB. For malonaldehyde, �-electron delocalization
of the O——C—C——C—O—H keto–enol group is ob-
served. Similar delocalization may be detected for the
other resonance-assisted H-bonds of O—H � � �O type21,27


and of N—H � � �O or O—H � � �N type.111,112 For RAHBs
the real structure may be treated as a mixture of two
tautomers; the wavefunction of such a structure is a linear
combination, �¼ a1�1þ a2�2, of its VB resonance
forms.


Table 4. The complex parameter �com as a measure of H-
bond strength and H-bond energies (EHB) corrected for BSSE
(in kcalmol�1)a


Acceptor–donor complex �com
b EHB


b �com
c EHB


c


(F � � �H � � �F)� 1.085 �40.5 1.054 �39.9
(F � � �H—Cl)� 0.417 �19.4 0.332 �20.9
CH2O � � �HF 0.190 �6.1 0.038 �5.4
H2O � � �HF 0.233 �8.2 0.094 �7.5
H3N � � �HF 0.325 �10.2 0.211 �11.2
HLi � � �HF 0.334 �10.6 0.225 �12.6
�(C2H2) � � �HFd 0.197 �2.7 0.043 �3.2
H2O � � �HOH 0.021 �4.3 0.026 �4.5
HCOOH � � �HCOOH 0.067 �6.1 0.106 �5.9
H2O � � �HCCH 0.004 �2.5 0.006 �2.5
�(C2H2) � � �H2O 0.005 �1.4 0.011 �1.8
�(C2H2) � � �HCCHd 0.001 �0.7 0.002 �1.1
HLi � � �HCCH 0.009 �3.1 0.017 �3.7
H3N � � �H2O 0.037 �5.0 0.056 �5.8


a HF and MP2 results are given. Results of H-bond energies taken from Ref.
44; �com descriptors calculated from geometric parameters of Ref. 44.
b HF/6–311þþG** level of calculations.
c MP2/6–311þþG** level of calculations.
d T-shaped configuration.
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The consequences of �-electron delocalization within
intramolecular RAHBs of malonaldehyde and within
similar systems are as follows:


(i) the shortening of O � � �O distances;
(ii) the strengthening of H-bonds;


(iii) the shift of the proton towards the centre of O � � �O
contact;


(iv) the equalization of C—C, C——C bonds and of C—
O, C——O bonds.


A parameter for describing electron delocalization in
RAHBs has been proposed:20


Q ¼ ðd1 � d4Þ þ ðd3 � d2Þ ð14Þ


where d1, d2, d3 and d4 are bond lengths (see Scheme 3).
Correlations of Q with the other parameters of the
hydrogen bond have been found, such that the lower
the value of Q the stronger is the H-bond and the greater
is the �-electron delocalization.21,107 However, the mean-
ing of the Q parameter is very limited; Q correlates well
with EHB for malonaldehyde derivatives107 but there is no
such correlation for derivatives of o-hydroxybenzalde-
hyde.108


The topological parameters described in the previous
sections, the electron density of the proton � � �acceptor
contact within H-bonding, the electron density of the
proton-donating bond and the Laplacians of those den-
sities, better reflect the energy of intramolecular H-bonds.
Recently, new parameters connected with ring critical
points have been proposed as measures which may
describe the H-bond strength for intramolecular interac-
tions.108,113 The ring critical point (RCP) is a point of the
minimum electron density within the ring surface and a
maximum on the ring line.90 For example, in the case of
benzene the RCP lies in the centre of the ring owing to
symmetry constraints. In the absence of symmetry, an
RCP can be found anywhere inside the ring. Figure 9
shows the molecular graph for the fluoro derivative of o-
hydroxybenzaldehyde; there are bond paths, bond critical
points and two RCPs—one for the benzene ring and a


second for the ring created due to intramolecular H-bond
formation.


It was found that the electron density at the RCP
created due to the hydrogen bond formation and the
Laplacian of its density correlate well with the H-bond
energy.108 Figure 10 shows the dependence between the
electron density at the proton � � �acceptor contact and the
electron density at the ring critical point of intramolecular
systems. Two samples are considered: the derivatives of
malonaldehyde (closed squares) and the fluoro deriva-
tives of o-hydroxybenzaldehyde (open squares).


CONCLUSION


This study of hydrogen bonding strength is based on the
geometric parameters which may be known from experi-
ment, from the CSD, or which may be derived from ab
initio or DFT calculations. Since the geometric criteria of
the existence of hydrogen bonding are controversial, the
‘atoms in molecules’ (AIM) theory was applied here to
analyse this type of interaction. To avoid vagueness, this
study was restricted only to geometric and topological
parameters derived from the Bader theory and many
powerful tools have been omitted, such as spectroscopic
and NMR techniques, new computational methods, etc.


The measures analysed here are usually connected with
the proton-donating bond and with the proton . . . acceptor
contact; however, the parameters attributed to acceptors
may also be useful. It was also shown in this study that
these parameters correlate, especially for homogeneous
samples of compounds. In other words, the change in one
parameter, for example the elongation of the proton-
donating bond, is connected with the other changes, the
shortening of the H � � �Y contact and the changes of
topological parameters. This means that such changes
describe practically the same effect—the increase in
H-bond strength. It may be supported by the use of factor
analysis,114 which is often applied in physical and
chemical problems.115 For example, one of the first


Figure 9. Molecular graph for the fluoro derivative of o-
hydroxybenzaldehyde


Figure 10. Correlation between the electron density at
H � � �O BCP and the electron density at the ring critical point
(both values in au) for intramolecular H-bonds of malonal-
dehyde derivatives (&) and derivatives of o-hydroxybenzal-
dehyde (&)
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applications of factor analysis in chemistry was con-
nected with the thermodynamic data describing solvent
effects.116 For hydrogen bonding, factor analysis was
applied for heterogeneous samples of H-bonded com-
plexes.44 The following variables were considered: those
connected with the proton-donating bond—the bond
length, the electron density at BCP and its Laplacian,
all normalized in the way described in this study—those
connected with the H � � �Y contact (one geometric and
two topological parameters) and the H-bond energy. For
these variables only one factor was retained; this means
that the loadings obtained refer to one eigenvalue which
explains the largest part of the variance (91.3%). Similar
results based on factor analysis were obtained for other
samples of H-bonded complexes.44,48


The other ways to detect and describe the hydrogen
bond introduced recently are analysed here, including the
relations introduced by the groups of Abramov and
Espinosa, which allow estimation of the H-bond energy
from the electron density and the properties of the ring
critical point.
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ABSTRACT: The kinetics of Ir(III)-catalysed and Hg(II)-co-catalysed oxidation of D-glucose (Glu) and D-fructose
(Fru) by N-bromoacetamide (NBA) were studied in acidic medium. The reactions follow identical kinetics, being zero
order in each sugar concentration. The experimental results show a first-order dependence on NBA and Ir(III) at low
concentrations, but tending towards zeroth order at higher concentrations. A negative effect of variation of [Hþ], [Cl�]
and [NHA] was observed whereas the ionic strength (I) of the medium has no influence on oxidation rate. The
important feature of the reaction is that it follows a second-order dependence on mercury(II) ion concentration at low
concentrations, but it tends towards first order at higher concentrations. Various activation parameters were calculated
and recorded. The corresponding acids were identified as the main oxidation products of the reaction. On the basis of
the experimental findings, a suitable mechanism consistent with the observed kinetics was proposed. A comparative
study was also made between the kinetic results of the present investigation and those of Ru(III)- and Pd(II)-catalysed
oxidations of reducing sugars. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: kinetics; oxidation; mechanism; reducing sugars; Ir(III)-catalysis, Hg(II)-co-catalysis; N-bromoacetamide


INTRODUCTION


Recently, considerable attention has been focused on the
diverse nature of the chemistry of N-halo compounds1–5


owing to their ability to act as a source of halogenonium
cations, hypohalite species and nitrogen anions which act
as both bases and nucleophiles. N-Bromoacetamide
(NBA) has been widely used as an oxidizing and
halogenating agent in preparative organic chemistry.
Oxidation with NBA as an oxidant with some primary
alcohols,6 dimethyl sulphoxide,7 some aliphatic
ketones8,9 and cyclic ketones,10 and as a substrate in
acidic–alkaline media have been reported. Recent studies
in oxidation of sugar by chloramine-T,11,12 N-bromosuc-
cinimide13 and NBA14 prompted us to undertake the
present work on the investigation of the kinetics and
mechanism of Ir(III)-catalysed oxidation of reducing
sugars [D-glucose (Glu) and D-fructose (Fru)] by NBA
in acidic medium.


EXPERIMENTAL


All reagents were of the highest purity available. NBA
(Fluka A-G grade) solution was always freshly prepared
and its strength was checked iodimetrically. Solutions of
sugars (Glaxo and Merck) were freshly prepared by
weighing the samples. Mercuric acetate, acetamide,
KCl, perchloric acid and sodium perchlorate solutions
were prepared from samples obtained from Merck. A
solution of the catalyst IrCl3 was prepared by dissolving
the sample in HCl of known strength.


The reactants, i.e. NBA, Hg(OAc)2, HClO4, KCl and
Ir(III), were mixed in a black-coated conical flask and
thermostatted at 308 K for thermal equilibrium. A mea-
sured amount of sugar solution, also equilibrated at the
same temperature, was rapidly added to the reaction
mixture. The progress of the reaction was monitored by
measuring the unconsumed NBA iodometrically.


STOICHIOMETRY AND PRODUCT ANALYSIS


Various sets of reactions were performed with different
[NBA]:[sugar] ratios under kinetic conditions for 48 h.
Determination of unconsumed NBA revealed that for the
oxidation of each mole of sugar 2 mol of NBA were
required. The stoichiometric equations are as follows:
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The products were found to be identical under both
stoichiometric and kinetic conditions and also by thin-
layer chromatography. Identification of major reaction
product i.e. arabinonic acid, was further verified by paper
chromatography.15


RESULTS


The kinetics of the oxidation of sugars was investigated at
several initial concentrations of the reactants. Figure 1
shows the nature of the reaction. The initial rate of
reaction in each run was determined by the slope of the
tangent drawn at a fixed concentration of NBA, except for
studies of NBA variation, where the slope of the tangent
was drawn at fixed time. Considering NBA, reducing
sugar, hydrogen ions, iridium(III) chloride and Hg(II) as
the main reactants, the general form of rate equation for
the reaction can be written as


rate ¼ k½NBA��½sugar��½Hþ��½IrðIIIÞ��½HgðIIÞ�� ð1Þ


In order to determine the experimental rate law, a series
of experiments with varying initial concentrations of
NBA were performed at constant concentration of all
other reactants and at constant temperature. Throughout
the variation of NBA, the concentration of NBA was kept
much lower than that of sugar and H


:þ ions. Under this
condition, since the concentrations of other reactants
except NBA will essentially be constant, the rate law (1)


becomes


rate ¼ J½NBA�� ð2Þ


where J, the apparent rate constant, ¼ k[sugar]�[Hþ]�


[Ir(III)]�[Hg(II)]�


The results obtained with NBA variation are summar-
ized in Table 1. It is clear that almost constant values of
the apparent rate constant (J ) are observed up to
1.00� 10�3 mol dm�3 concentration of NBA with a
slight decrease at higher concentrations. This indicates
that the order of reaction with respect to NBA is unity up
to its 1.00� 10�3 mol dm�3 and thereafter it tends to-
wards zeroth order. Since in the determination of the
order of reaction with respect to all other reactants the
experiments were performed with a 1.00�
10�3 mol dm�3 concentration of NBA, throughout the
study the order of reaction with respect to NBA has
been taken as unity. Under pseudo-first-order conditions,
the concentration of sugar was varied from 1.00� 10�2 to
10.00� 10�2 mol dm�3 (Table 1). Zero-order kinetics
with respect to [sugar] are evident from the very similar
values of J. A linear increase in the apparent first-order
rate constant was observed with increase in Ir(III) chlor-
ide concentration throughout its variation, except at very
high concentrations where a slight deviation from first-
order kinetics was noted. This result was further verified
by the plot of log J vs log[Ir(III)] (Fig. 2), where slope of
the plot gives less than unity order in [Ir(III)] for both the
reducing sugars [0.88 (Glu) and 0.80 (Fru)]. The order of
reaction with respect to hydrogen ions (obtained from


2MeCONHBrþ
ðNBAÞ


C6H12O6þ
ðGluÞ


2H2O�! C5H10O6


ðarabinonic acidÞ
þ 2MeCONH2


ðNHAÞ
þ 2HBrþ HCOOH


2MeCONHBrþC6H12O6þ
ðFruÞ


2H2O�! C5H10O6


ðarabinonic acidÞ
þ 2MeCONH2 þ 2HBrþ HCOOH


Figure 1. Plot between remaining [NBA] and time at 308 K.
[Sugar]¼1.00�10�2, [Ir(III)]¼3.34�10�5, [Hg(OAc)2]¼
5.00� 10�3, [HClO4]¼ 2.50� 10�2, [KCl]¼2.00�10�3


mol dm�3. (A) Glu; (B) Fru


Table 1. Effect of [reactants] on the rate constant at 308Ka


J� 104 (s�1)
[NBA]� 103 [Sugar]� 102


(mol dm�3) (mol dm�3) Glu Fru


0.50(a) 1.00 5.33 5.25
0.75(a) 1.00 5.08 4.93
1.00(a) 1.00 5.16 4.76
1.50(a) 1.00 4.56 4.21
2.00(a) 1.00 3.80 3.86
2.50(a) 1.00 3.56 3.46
1.00 12.00(b) 2.03 3.95
1.00 2.00(b) 2.07 3.44
1.00 4.00(b) 2.03 3.85
1.00 6.00(b) 1.86 3.84
1.00 8.00(b) 1.96 3.72
1.00 10.00(b) 1.83 3.62


a [Ir(III)]¼ 3.34� 10�5, [HClO4]¼ 2.50� 10�2, [KCl]¼ 2.00� 10�3,
[Hg(OAc)2]¼ (a) 5.00� 10�3 and (b) 2.00� 10�3 mol dm�3.
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perchloric acid) was determined as �0.35 (Glu) and
�0.35 (Fru) from the slope of the plot of log J vs log[H]þ


(Fig. 3).
Successive addition of Hg(OAc)2 to the reaction mix-


ture increases the J (Table 2), which is observed to be
directly proportional to [Hg(II)]2 at low concentrations,
indicating a second-order reaction with respect to
[Hg(II)]. On moving from low to higher concentration
of Hg(II), a possible shift in order from two to one was
observed. The possible change in order with respect to
Hg(II) from two to one is also supported by the plot of
log J vs log[Hg(II)], where the order in the case of
glucose and fructose was found to be 1.40 and 1.36,
respectively. Since the clarification of the role of acet-
amide (NHA) and Cl� ions is significant in ascertaining
the reactive species of NBA and Ir(III)chloride, the
effects of variations in NHA and Cl� concentrations on
the apparent rate constant were also studied (Table 2).


The results clearly indicate that with increase in concen-
tration of NHA and Cl� ions, there is a decrease in the
apparent first-order rate constant. The order with respect
to NHA was found to be �0.28 (Glu) and �0.32 (Fru)
from the slope of the plot of log J vs log[NHA]. Similarly,
the order with respect to chloride ions was �0.62 (Glu)
and �0.48 (Fru). Variations in the ionic strength of the
medium had an insignificant effect on the apparent first-
order rate constant.


On the basis of the observed values of �, �, �, � and �
in [NBA]�, [sugar]�, [Hþ]�, [Ir(III)]� and [Hg(II)]�, the
experimental rate law for the oxidation of both reducing
sugars, Glu and Fru, can be written as Eqns (3) and (4),
respectively:


rate ¼ k½NBA�½Hþ��0:35½IrðIIIÞ�0:88½HgðIIÞ�1:40 ð3Þ


rate ¼ k½NBA�½Hþ��0:36½IrðIIIÞ�0:80½HgðIIÞ�1:36 ð4Þ


When the effects of additions of NHA and Cl� on the
rate of reaction are also taken into consideration, the rate
laws (3) and (4) will become


rate ¼ k½NBA�½Hþ��0:35½IrðIIÞ�0:88½HgðIIÞ�1:40


� ½NHA��0:28½Cl���0:62 ð5Þ


rate ¼ k½NBA�½Hþ��0:36½IrðIIÞ�0:80½HgðIIÞ�1:36


� ½NHA��0:32½Cl���0:48 ð6Þ


The reactions were studied in the temperature range
303–318 K and the values of activation parameters such
as energy of activation (Ea), entropy of activation (�S 6¼ )
and enthalpy of activation (�H 6¼ ) at 308 K are given in
Table 3. The identical kinetic results for the oxidation of


Figure 2. Plot of log J. versus log [Ir(III)] at 308K.
[NBA]¼1.00� 10�3, [sugar]¼1.00� 10�2, [Hg(OAc)2]¼
3.00�10�3 (A) and 4.00�10�3 (B), [HClO4]¼2.50�
10�2, [KCl]¼ 1.00�10�3mol dm�3. (A) Glu; (B) Fru


Figure 3. Plot of log J versus log[Hþ] at 308K. [NBA]¼
1.00�10�3, [sugar]¼ 1.00�10�2, [Ir(III)]¼3.34� 10�5,
[Hg(OAc)2]¼ 2.00�10�3, [KCl]¼ 2.00�10�3mol dm�3.
(A) Glu; (B) Fru


Table 2. Effect of addition of [Hg(OAc)2], [NHA] and [Cl�]
on the rate constant at 308Ka


J� 104 (s�1)
[Hg(OAc)2]� 103 [NHA]� 104 [Cl�]� 103


(mol dm�3) (mol dm�3) (mol dm�3) Glu Fru


1.00(a) — 2.00 0.88 0.95
2.00(a) — 2.00 2.65 3.38
2.50(a) — 2.00 5.09 5.72
3.00(a) — 2.00 6.85 6.24
4.00(a) — 2.00 9.54 9.04
5.00(a) — 2.00 11.55 —
5.00 2(b) 2.00 3.41 2.57
5.00 4(b) 2.00 3.03 2.42
5.00 10(b) 2.00 2.24 1.59
5.00 15(b) 2.00 1.98 1.42
5.00 20(b) 2.00 1.77 1.31
2.00 — 2.00(a) 2.65 —
2.00 — 4.00(a) 1.50 1.42
2.00 — 6.00(a) 1.25 1.15
2.00 — 8.00(a) 1.00 1.05
2.00 — 10.00(a) 0.80 0.99


a [NBA]¼ 1.00� 10�3, [sugar]¼ 1.00� 10�2, [Ir(III)]¼ (a) 3.34� 10�5


and (b) 2.00� 10�5, [HClO4]¼ (a, b) 2.50� 10�2 mol dm�3.
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glucose and fructose suggest that the reactions follow a
common mechanism.


DISCUSSION


In acidic medium NBA6 undergoes in the following
equilibria:


MeCONHBrþ H2OÐ MeCONH2 þ HOBr ð7Þ


HOBrþ Hþ Ð ½H2OBr�þ ð8Þ


MeCONHBrþ Hþ Ð ½MeCONH2Br�þ ð9Þ


½MeCONH2Br�þ þ H2OÐ MeCONH2 þ ½H2OBr�þ ð10Þ


Perusal of the above two sets of equilibria [(7), (8) and
(9), (10)] shows that there can be four possible reactive
species, i.e. NBA itself, HOBr, [MeCONH2Br]þ and
[H2OBr]þ . In the light of the kinetic observations,
especially the order with respect to [NHA], HOBr can
be assumed to be the main reactive species of NBA for
the present investigation.


Reversible interconversion of [IrCl6]3� and [Ir(OH2)
Cl5]2� via reaction (11) has long been known.16,17 A
kinetic study of hexachloro and aquopentachloro com-
plexes of iridium(III) in aqueous solutions has also been
reported.18


½IrCl6�3� þ H2OÐ ½IrCl5ðH2OÞ�2� þ Cl� ð11Þ


The observed negative effect of Cl� ions on the reaction
rate suggests that equilibrium (11) is favoured to left side
in acidic solution of Ir(III) chloride. On this basis it can
be safely assumed that the reactive species of Ir(III)
chloride is [IrCl5(H2O)]2�. This assumption also finds
support from earlier workers.18–20


Several experiments were performed with mercuric
acetate in the absence of oxidant i.e. NBA, and it was
observed that the reaction does not proceed. This shows
that mercuric acetate does not play any role as an oxidant.
However, only when experiments were performed with
NBA, Hg(II) and Ir(III) as catalyst, it was observed that
the reaction proceeds with measurable velocity. On the
basis of these observations and observed order (1.40 for
Glu and 1.36 for Fru) with respect to [Hg(II)], it can be
concluded that the zero velocity of uncatalysed reaction
is increased in the presence of Ir(III) as catalyst and
Hg(II) as co-catalyst, which is used in the reaction as a
scavenger for bromide ions. The experiments were also


performed with and without the presence of Hg(II) under
identical conditions and it was observed that the rate of
oxidation of Glu in the absence of Hg(II) was greater
(6.60� 10�8 mol dm�3 s�1) than that measured in the
presence of Hg(II) (10.10� 10�8 mol dm�3 s�1). The
increase in rates in the absence of Hg(II) is due to parallel
oxidation of Br2, which is produced as a result of
interaction between NBA and Br� formed in the reaction


Table 3. Rate constants and activation parameters at 308K


k Ea �H 6¼ �S 6¼ Arrhenius factor, A
Sugar (mol�1 dm3 s�1) (kcal mol�1)a (kcal mol�1)a (e.u.) (mol�1 dm3 s�1)


Glucose 33.7 28.7 29.3 38.0 3.61� 1021


Fructose 30.3 27.1 27.7 32.7 0.25� 1021


a kcal¼ 4.184 kJ.


MeCONHBrþ H2O Ð
K1


MeCONH2 þ HOBr


ðNBAÞ ðNHAÞ
ð12Þ


½IrCl6�3� þ H2OÐ
K2


½IrCl5ðH2OÞ�2� þ Cl�


ðC1Þ ðC2Þ
ð13Þ


HgðIIÞ þ HOBrÐ
K3


½Hg---OBr�þ þ Hþ


ðC3Þ
ð14Þ


½IrCl5ðH2OÞ�2�


ðC2Þ
þ ½Hg---OBr�þ


ðC3Þ
Ð
K4


IrCl5  O ---Br


j
Hg


2
6666664


3
7777775


�


þH2O


ðC4Þ
ð15Þ


IrCl5  O---Br


j
Hg


2
66664


3
77775


�


þHgðIIÞ �!k5


slow


Hg


j
Br ---O---IrCl4


"
Cl---Hg


2
66664


3
77775


þ


ð16Þ(C4) (C5)


C5 þ S ����!k6


fast=H2O
HCOOHþ ½IrCl5ðH2OÞ�2� þ RCHO


þ 2HgðIIÞ þ Br� ð17Þ


where S stands for reducing sugar.


RCHO �����������!IrðIIIÞþNBAþHgðIIÞ
RCOOH ð18Þ


where R stands for C4H9O4.


Scheme 1
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as product. In order to eliminate the possibility of parallel
Br2 oxidation and to ensure pure NBA oxidation, Hg(II)
was used throughout the investigation by maintaining its
concentration either equal to or higher than that of NBA.


Considering the reactive species of Ir(III) and NBA and
with the help of above experimental findings, the prob-
able mechanism shown in Scheme 1 is proposed.


On the basis of the mechanism in Scheme 1, the rate in
terms of decrease in concentration of NBA can be
expressed as


rate ¼ � d½NBA�
dt


¼ 2k5½C4�½HgðIIÞ� ð19Þ


where 2 indicates the number of moles of NBA consumed


per mole of sugar. On applying the law of chemical
equilibrium to steps (12)–(15), we obtain the equations


K1 ¼
½NHA�½HOBr�
½NBA� ð20Þ


K2 ¼
½C2�½Cl��
½C1�


ð21Þ


K3 ¼
½C3�½Hþ�


½HgðIIÞ� ½HOBr� ð22Þ


K4 ¼
½C4�
½C2� ½C3�


ð23Þ


From Eqns (20)–(23), we can obtain


½C4� ¼
K1K2K3K4½C1�½NBA�½HgðIIÞ�


½NHA�½Hþ�½Cl�� ð24Þ


Substituting the value of [C4] from Eqn (24) in Eqn (19),
we have


rate ¼ � d½NBA�
dt


¼ 2k5K1K2K3K4½C1�½NBA�½HgðIIÞ�2


½NHA�½Hþ�½Cl��
ð25Þ


According to Scheme 1, the total concentration of Ir(III)
can be expressed as


½IrðIIIÞ�T ¼ ½C1� þ ½C2� þ ½C4� ð26Þ


On substituting the values of [C2] and [C4] from Eqns
(21) and (24) in Eqn (26), we obtain


½C1� ¼
½IrðIIIÞ�T½NHA�½Hþ�½Cl��


½NHA�½Hþ�ð½Cl�� þ K2Þ þ K1K2K3K4½NBA�½HgðIIÞ�
ð27Þ


From Eqns (25) and (27), the final rate law can be written
as


According to Eqn (28), when a plot was constructed
between [Ir(III)]T� [Hg(II)]/rate and 1/[Hg(II)] or ½Cl��,
a straight line having an intercept on the y-axis was
obtained for both reducing sugars. From the intercepts
and slopes of the straight lines, the value of K2 was
calculated as 2.68� 10�4


M (Glu) and 3.02� 10�4
M (Fru)


at 35 �C. With these values of K2 and ½Cl�� used in our
experiments [(2.00–10.00)� 10�3 mol dm�3], the in-
equality ½Cl�� �K2 can be assumed as valid and hence
Eqn (28) will be reduced to


rate ¼ � d½NBA�
dt


¼ 2k5K1K2K3K4½NBA�½IrðIIIÞ�T½HgðIIÞ�2


½NHA�½Hþ�½Cl�� þ K1K2K3K4½NBA�½HgðIIÞ�
ð29Þ


The total concentration of NBA can be expressed as


½NBA�T ¼ ½NBA� þ ½HOBr� þ ½C3� þ ½C4� ð30Þ


On substituting the values of [HOBr], [C3] and [C4] from
Eqns (20), (22) and (24) in Eqn (30) and on assuming
the inequalities ½Cl�� � K2 and [NHA] ½Hþ�½Cl�� �
K1K2K3K4 [NBA] [Hg(II)], we have


Considering Eqns (29) and (31), the final rate law can be
obtained as


rate ¼ � d½NBA�
dt


¼ 2k5K1K2K3K4½NBA�½IrðIIIÞ�T½HgðIIÞ�2


½NHA�½Hþ�ð½Cl�� þ K2Þ þ K1K2K3K4½NBA�½HgðIIÞ� ð28Þ


½NBA� ¼ ½NBA�T½NHA�½Hþ�½Cl��
½NHA�½Cl��½Hþ� þ K1½Hþ�½Cl�� þ K1K3½HgðIIÞ�½Cl�� þ K1K2K3K4½IrðIIIÞ�T½HgðIIÞ� ð31Þ


rate ¼ � d½NBA�
dt


¼ 2k5K1K2K3K4½NBA�T½IrðIIIÞ�T½HgðIIÞ�2


½NHA�½Cl��½Hþ� þ K1½Hþ�½Cl�� þ K1K3½HgðIIÞ�½Cl�� þ K1K2K3K4½IrðIIIÞ�T½HgðIIÞ� þ K1K2K3K4½NBA�T½HgðIIÞ�
ð32Þ
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Significant values of the terms K1K2K3K4[Ir(III)]
[Hg(II)] and K1K2K3K4 [Hg(II)][NBA]T at very high con-
centrations of Hg(II), NBA, Ir(III) and ½Cl�� and at very
low concentrations of Hþ and NHA in the denominator of
rate law (32) clearly demonstrate that order of reaction
with respect to Hg(II) is much less than two, whereas in
NBA and Ir(III) it is less than one. It also explains the
negative fractional order in Cl�, Hþ ions and NHA.
Negligible values of K1K2K3K4[Ir(III)][Hg(II)] and
K1K2K3K4[Hg(II)][NBA]T at very low concentrations of
Hg(II), NBA and Ir(III) and at very high concentrations of
Hþ, Cl� and NHA clearly support the nearly second-
order kinetics with respect to Hg(II), first-order kinetics
with respect to both NBA and Ir(III), the negative frac-
tional order in both Hþ and NHA and inverse order in Cl�


ions. Since experiments on the variation of chloride ion
concentration were performed at moderate and constant
concentrations of all other reactants, the order with
respect to ½Cl�� was found to be �0.62 (Glu) and
�0.43 (Fru) instead of �1.00 as indicated by the rate
law (32) at low concentrations of Hg(II), NBA and Ir(III)
and at high concentrations of Hþ and NHA. In this way,
we find that there is great resemblance between the
derived rate law (32) and the experimental rate laws (5)
and (6) based on the kinetic observations.


Equation (32) can also be written as.


1


rate
¼ ½NHA�½Cl��½Hþ�


2k5a½NBA�T½IrðIIIÞ�T½HgðIIÞ�2


þ ½Hþ�½Cl��
2k5b½NBA�T½IrðIIIÞ�T½HgðIIÞ�2


þ ½Cl��
2k5c½NBA�T½IrðIIIÞ�T½HgðIIÞ�


þ 1


2k5½NBA�T½HgðIIÞ�


þ 1


2k5½IrðIIIÞ�T½HgðIIÞ� ð33Þ


where a¼K1K2K3K4, b¼K2K3K4 and c¼K2K4.
According to Eqn (33), if a plot is made of 1/rate versus


1/[NBA]T, ½Cl�� or [NHA], then a straight line having
positive intercept on the y-axis should be obtained. When
1/rate values are plotted against 1/[NBA]T, ½Cl�� and
[NHA], straight lines with positive intercepts on the y-
axis were obtained, which proves the validity of rate Eqn
(32) and hence the proposed mechanism. Linear plots
with positive intercepts on the 1/rate axis clearly demon-
strate the retarding effect of [NBA] and decreasing effect
of ½Cl�� and [NHA] on the rate. Owing to the rate
equation being complicated, it was not possible to calcu-
late individual constants shown in the mechanistic steps.


In the present study of the oxidation of reducing sugars
by NBA in the presence of Ir(III) as a homogeneous
catalyst, the activated state will be less polar caused by


the reactants


:
Hg


j
IrðCl5ÞðOBrÞ


2
4


3
5
�


and Hg2þ ions. The positive entropy of activation ob-
served in the oxidation of Glu and Fru is due to desolva-
tion of the activated state rather than the reactants. The
same order of the frequency factor for both reducing
sugars also indicates the operation of a single mechanism
in the Ir(III)-catalysed oxidation of the sugars by NBA in
the presence of perchloric acid.


Efforts were also made to compare the findings in this
work with results already reported13,14 for the Pd(II)-
catalysed oxidation of D-arabinose (Ara), D-xylose (Xyl)
and D-galactose (Gal) by NBS and with Ru(III) and
Hg(II) co-catalysed oxidation of D-galactose (Gal) and
D-ribose (Rib) by NBA. The observed second-order
kinetics with respect to Hg(II) at low concentrations
and first-order kinetics at higher concentrations clearly
distinguish the present investigation from the other two
where the order with respect to [Hg(II)] was found to be
either first tending towards zeroth14 or zeroth order13


throughout [Hg(II)] variations. On the basis of zeroth
order in [Hg(II)], it is concluded that the role of Hg(II) is
limited only up to its function as a Br� ion scavenger in
the Pd(II)-catalysed oxidation of reducing sugars. In
contrast to this finding, the reported first-order kinetics
which tend to zeroth order at higher [Hg(II)] in the
Ru(III)-catalysed oxidation led the authors to assume
that the role of Hg(II) is not limited up to its function
as a Br� ion scavenger but that it also takes part in the
reaction prior to the rate-determining step. The proposed
reaction path14 shows the interaction of Hg(II) with the
reactive species of NBA, i.e. HOBr, to form the complex
½Hg OBr�þ which ultimately reacts in the form of


with the complex [RuCl5S]2� as most reactive oxidizing
species in the rate-determining step. In Scheme 1, Hg(II),
in addition to its role as a Br� ion scavenger, reacts with
HOBr, the reactive species of NBA, to form the complex
½Hg---OBr�þ showing a resemblance to the Ru(III)-cata-
lysed oxidation14 but its further involvement in the rate-
determining step to form the transient complex C5, i.e.
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clearly distinguishes the present study from the other two
studies reported earlier.13,14


The present study differs entirely from the other two
studies13,14 with respect of the order in [sugar]. The
fractional positive effect of sugar concentration on the
rate in both cases supports the contention that the sugar
molecule with its active participation in the reaction
forms a complex with the catalyst in one case14 and
interacts with the most reactive species ½PdCl3OBr�2� in
the other.13


The observed zero effect of sugar concentration can
be viewed in a different way by negating the possibility
of the formation of an active complex between the
reactive species of Ir(III) and the reducing sugar. The
negative effect of ½Cl�� on the rate constant of the reac-
tion led us to assume that the species ½IrCl5ðH2OÞ�2� is
the reactive species of Ir(III) in the present investigation,
whereas on the basis of positive effect of the chloride
ion, ½RuCl6�3� is reported to be the true reactive species
of ruthenium(III) chloride in the NBA oxidation of Gal
and Rib. ½PdCl4�2�, being the lone species in the solution
of PdCl2 and HCl, has been taken as the reactive species
of PdCl2 in NBS oxidation of reducing sugars.13 The
inverse fractional order in [acetamide] was the basis for
considering HOBr as the reactive species of NBA in
both Ir(III)- and Ru(III)-catalysed oxidation of reducing
sugars, but in Pd(II)-catalysed oxidation it is only the


kinetic data which led the authors to assume that HOBr
is the reactive species of NBS. Needless to say, the
oxidation rate is unaffected by the addition of succini-
mide. In this way it can be concluded that HOBr is the
reactive species of both NBA and NBS in the Ru(III)-,
Ir(III)- and Pd(II)-catalysed oxidation of reducing su-
gars. A decreasing effect of ½Hþ� was observed in all
three catalysed reactions. The change in order of with
respect to [Ir(III)] from first to zeroth at higher concen-
trations of Ir(III) shows that Ir(III) participants in the
reaction in a different way to Ru(III) and Pd(II), where
first-order kinetics were observed throughout their con-
centration variation.


The positive entropy of activation observed in both
Ru(III)- and Ir(III)-catalysed oxidation of reducing su-
gars by NBA indicates that the activated state will be less
polar than the reactants whereas the negative entropy of
activation in the case of Pd(II) shows that the activated
complex would be more extensively solvated than the
reactant species.


The reaction scheme for the Ir(III) and Hg(II) co-
catalysed oxidation of reducing sugars by NBA is shown
in Scheme 2. This reaction scheme corresponds to the
oxidation of D-glucose, and earlier steps have already
been given Scheme 1.


DA similar mechanism can be drawn for the oxidation
of fructose.


Scheme 2


ð34Þ


ð35Þ


ð36Þ


ð37Þ
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Aqueous methanolysis of an a-D-N-acetylneuraminyl
pyridinium zwitterion: solvolysis occurs with no
intramolecular participation of the anomeric
carboxylate groupy
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ABSTRACT: The synthesis of 3,4-dihydro-2H-pyrano[3,2-c]pyridinium �-D-N-acetylneuraminoate (4), the subse-
quent rate constants for aqueous methanolysis and the associated reaction products are reported. When compared with
the analogous 2-deoxyglucopyranosyl 40-bromoisoquinolinium salt (11), the rate of solvolysis of 4 displays a reduced
sensitivity towards the ionizing power of the solvent. Solvolysis product analysis showed that substitution occurs
predominantly with inversion of configuration. Hence it can be concluded that the methanolysis reactions of 4 proceed
via dissociative transition states with no intramolecular nucleophilic participation by the anomeric carboxylate group.
Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: nucleophilic substitution; hydrolysis; methanolysis; carbohydrates; oxacarbenium ion; sialoside; zwitterion


INTRODUCTION


Over the years, innumerable researchers have probed
nucleophilic substitution mechanisms for phosphoryl,
acyl and acetal transfer reactions.1 One of the most
prominent research groups in this area of biological
physical organic chemistry is that of Jencks. Indeed,
several reaction mechanism probes in current use origi-
nated from this group. For example, diffusion-limited
trapping, usually by azide ion, of a carbenium ion
intermediate is used to provide a ‘clock’ from which
the intermediate’s lifetime can be estimated.2–4 For the
specific case of acetal hydrolysis, Young and Jencks used
this methodology to predict that the archetypal methoxy-
methyl oxacarbenium ion (CH3OCH2


þ) has no existence
in water and, as a consequence, the reactions of methox-
ymethyl acetals occur via concerted ANDN mechanisms.2


This prediction has subsequently been shown to be
correct.5,6


In 1980, Sinnott and Jencks’ extensive study on the
solvolyses of several glucopyranosyl derivatives led to
the conclusion that these reactions were dissociative in
nature but that the cationic intermediate was not solvent


equilibrated.7 In accord with these results, the lifetime in
aqueous solution of the glucopyranosylium ion (1) has
been estimated to be around (1.0–2.5)� 10�12 s,8,9 which
is too short to allow solvent equilibration.10 Based on this
estimated lifetime for the glucopyranosylium ion, one
would expect that many reactions of glucopyranosides
should occur via concerted mechanisms. However, only
reactions in which the aglycon departs as an anion have
been shown to occur via ANDN mechanisms.11–13 In
comparison with glucopyranosides, sialosides (N-acetyl-
neuraminides) are a distinct subfamily of carbohydrates
because of the carboxylate group that is attached to the
anomeric centre. It has been proposed that this pendant
carboxylate group stabilizes the oxacarbenium ion (2) via
an electrostatic interaction.14 As a result, it is expected
that reactions at the tertiary anomeric centre in N-
acetylneuraminides, as reported by Chou et al. for the
spontaneous hydrolysis of pyridinium N-acetylneurami-
nyl zwitterions (3a),15 should occur via DNþAN mechan-
isms. However, it is also possible that intramolecular
nucleophilic participation could become a viable path-
way during the reactions of N-acetylneuraminides when
departure of an anionic leaving group is not catalyzed.
This alternative pathway has been proposed to occur
during the spontaneous hydrolysis of 3b.16 It should be
noted that because of the rapid mutarotation of N-
acetylneuraminic acid17 it is impossible to probe the
stereochemical outcome for hydrolysis reactions of these
carbohydrates. Hence in the present study, the syn-
thesis and aqueous methanolysis of 3,4-dihydro-2H-
pyrano[3,2-c]pyridinium �-D-N-acetylneuraminoate (4)
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was undertaken in order to investigate the stereochemical
outcome for the reactions of pyridinium N-acetylneura-
minyl zwitterions.


EXPERIMENTAL


Methanol was dried by distillation from its magnesium
alkoxide salt. Deionized water was further purified by use
of a Milli-Q ultra-pure water system. NMR spectra were
acquired at operating frequencies of 400 and 100 MHz for
1H and 13C NMR, respectively, using either CDCl3 or
D2O as the solvent and internal reference. Coupling
constants (J) are reported in hertz. The two anomeric
methyl N-acetylneuraminides (8a and 8b) were pur-
chased from Toronto Research Chemicals (TRC), and
N-acetylneuraminic acid (9) from Rose Chemicals.


Syntheses


N-[Methyl (5-acetamido-4,7,8,9-tetra-O-acetyl-3,5-di-
deoxy-D-glycero-�-D-galacto-non-2-ulopyranosyl)onate]-
30,40-dihydro-20H-pyrano[30,20-c]pyridinium tetrafluoro-
borate (7). The fully protected N-acetylneuraminyl
chloride 6 (1.00 g, 1.96 mmol)18 was added to a suspen-
sion of dried 4 Å molecular sieves (3.0 g) in anhydrous
THF (40 ml). This mixture was stirred under a nitrogen
atmosphere for 10 min, following which 3,4-dihydro-2H-
pyrano[3,2-c]pyridine (5)19 (6.63 g, 49.0 mmol) was
added and the reaction mixture was cooled using an
ice–water bath in the dark. Subsequently, silver tetra-
fluoroborate (0.05 g, 2.56 mmol) was added to the stirred
solution, which was then allowed to warm to room
temperature, and the reaction mixture was kept in the
dark at this temperature for 60 h. The crude product,
which was obtained after a standard work-up, was pur-
ified by flash chromatography [silica gel, MeOH–CH2Cl2
(1:10)] to give a white solid (0.56 g, 44%): RF 0.24
[MeOH–CH2Cl2 (1:7)]. 1H NMR (400 MHz, CDCl3), �
1.89 (m, 4 H, CH3, H-3a), 2.01 (s, 3 H, CH3), 2.05 (s, 3 H,
CH3), 2.12–2.17 (m, 5 H, CH3, H-30), 2.27 (s, 3 H, CH3),
3.00 (m, 2 H, H-40), 3.48 (dd, 1 H, J3a,3e¼ 14.0 Hz,


J3e,4¼ 7.0 Hz, H-3e), 4.04 (dd, 1 H, J9a,9b¼ 12.5 Hz,
J9a,8¼ 5.8 Hz, H-9a), 4.21–4.29 (m, 2 H, H-5, H-9b),
4.49 (t, 2 H, J20,30 ¼ 5.2 Hz, H-20), 5.00 (dd,
1 H, J6,5¼ 11.4 Hz, J6,7¼ 3.1 Hz, H-6), 5.42 (dd, 1 H,
J4,3e¼ 7.0 Hz, J4,3a¼ 2.6 Hz, H-4), 5.49–5.55 (m, 2 H,
H-8, H-7), 7.11 (d, 1 H, J70,80 ¼ 7.4 Hz, H-80), 8.62 (d, 1 H,
H-70), 8.83 (s, 1 H, H-50). 13C NMR (400 MHz, D2O) �
20.1, 20.8, 20.9, 21.5, 22.0, 23.1, 29.7, 37.9, 48.7, 63.1,
67.0, 67.1, 69.4, 70.2, 73.5, 94.1, 114.0, 121.8, 139.2,
142.0, 165.7, 167.4, 169.9, 170.0, 170.8, 171.1, 171.6.


N-[(5-Acetamido-3,5-dideoxy-D-glycero-�-D-galacto-non-
2-ulopyranosyl)onate]-30,40-dihydro-20H-pyrano[30,20-c]-
pyridinium (4). Deprotection of 7 by use of the method
described by Chou et al.,15 followed by reversed-phase
HPLC purification [mobile phase: 5% aqueous MeOH
containing 1% (v/v) HOAc on a C-18 column) gave 4 as a
white solid in 25% yield. 1H NMR (400 MHz, D2O), �
1.89 (t, 1 H, J3a,3eþ J3a,4¼ 22.9 Hz, H-3a), 2.07 (m, 2 H,
H-30), 2.90 (t, 1 H, J30,40 ¼ 6.4 Hz, H-40), 3.23 (dd, 1 H,
J3e,3a¼ 12.2 Hz, J3e,4¼ 3.9 Hz, H-3e) 3.62–3.67 (m, 2 H,
H-7, H-9a), 3.84–4.04 (m, 5 H, H-4, H-5, H-6, H-8, H-
9b), 4.51 (t, 2 H, J20,30 ¼ 5.1 Hz, H-20), 7.24 (d, 1 H,
J70,80 ¼ 7.4 Hz, H-80), 8.57 (dd, 1 H, J50,70 ¼ 2.0 Hz, H-
70), 8.66 (d, 1 H, H-50). 13C NMR (400 MHz, D2O), �
22.2, 24.2, 24.7, 43.1, 53.8, 65.4, 70.6, 70.7, 72.6, 73.7,
77.2, 96.5, 117.5, 126.1, 140.7, 142.4, 171.4, 172.3,
177.7. HRMS (ESI): calcd for C19H27N2O9 [MþHþ],
427.1717; found, 427.1717.


Kinetics


The solvolysis reactions of 4 were conducted at 65 �C and
were monitored by following the decrease in absorbance
at 266 nm using a Cary 3E UV–visible spectrophotometer
equipped with the Cary six-cell Peltier constant-tempera-
ture accessory. Reactions were initiated by the injection
of a stock solution of 4 (10ml, 3 mM) into a methanol–
water mixture (1.00 ml) containing N-methylmorpholine
(3 equiv.). Rate constants were calculated by non-linear
least-squares regression of the absorbance versus time
data to a standard first-order rate equation.


Determination of pKa


The pKa of the conjugate acid of 3,4-dihydro-2H-
pyrano[3,2-c]pyridine was calculated from absorbance
versus pH data measured in buffered solutions (10 mM) of
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the pyridine (1� 10�4
M) between pH 5.5 and 9.0 (no


ionic strength adjustment).


Product studies


The solvolytic product studies were performed by heating
for 7� t½hyd at 65 �C in a sealed vial that contained a
solution of 4 (1.05–1.12 mg) and N-methylmorpholine
(3 equiv.) in a binary solvent mixture (10 ml). After
cooling, the reaction vials were opened and the solvent
was removed under reduced pressure. After drying under
vacuum (�0.01 mm Hg) for 48 h, the resulting solid
residues were dissolved in D2O (0.5 ml) and their
1H NMR spectra were acquired. The reaction products
formed were identified by comparing the newly acquired
NMR spectra with those of two methyl sialosides (8a and
8b), sialic acid (9) and the glycal 10.


RESULTS


After synthesis of 3,4-dihydro-2H-pyrano[3,2-c]pyridine
(5),19 the pKa of its conjugate acid was calculated as
7.18� 0.02 by fitting the measured absorbance (245 nm)
versus pH data to a standard titration equation. The
synthetic route devised by Chou et al.15 was used to
couple the basic pyridine (5) to a fully protected N-
acetylneuraminyl chloride (6), resulting in 7, which, after
deprotection, gave 4 (Scheme 1; see Experimental section
for full details).


Listed in Table 1 are the observed first-order rate
constants for the aqueous methanolysis of 4 at 65 �C.


In order to facilitate a direct comparison with
the published data for the solvolytic reaction of 11, the
methanolysis reactions of 4 were performed without the
addition of ionic strength adjusting salts.20 Figure 1
shows a plot of log(kobs)4 versus log(kobs)11. Given that


the slope of this plot is 0.71, it is clear that a reduction in
the solvent’s polarity produces a smaller rate-accelerating
effect for the solvolysis of 4 relative to the reported effect
for 11.20


Product studies on the solvolysis reactions of 4 were
performed in the presence of the sterically hindered base
N-methylmorpholine to ensure that the acid-labile products
(8a and 8b) were stable to the solvolytic conditions. Listed
in Table 2 are the observed products for the reactions of 4
in both methanol and 50% (v/v) aqueous methanol.


DISCUSSION


The central question addressed in this work is whether
zwitterions such as 4 react with (pathway a; Scheme 2) or
without (pathway b; Scheme 2) anchimeric assistance by
the anomeric carboxylate group.


It is known that positively charged glycosyl pyridinium
salts hydrolyse via transition states that have significant
C—N bond cleavage.21–23 As a result, the expected
effects of solvent polarity changes on the two possible
pathways shown in Scheme 2 are different. Pathway a is
analogous to a ‘type III’ SN2 reaction where charge at
the transition state is greatly reduced in comparison with


Scheme 1


Table 1. Observed rate constants for the aqueous metha-
nolysis of 4 at 65.0 �Ca


[MeOH] (%, v/v) 105� kobs (s�1)


100 10.8� 0.3
80 4.58� 0.29
60 2.85� 0.02
50 2.18� 0.01
40 1.64� 0.01
20 1.10� 0.04


0 0.868� 0.028


a Mean value of three runs; quoted error¼�n�1.
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the ground state, and thus a reduction in solvent po-
larity should lead to a very large increase in reaction
rate.1 The Taft � value of 1.17 for water24 suggests that
water is a better H-bond donor than methanol (�¼ 0.93).


Therefore, a reaction proceeding via pathway a should
increase in rate in a lower polarity solvent since H-
bonding to the carboxylate group should be weaker at
the transition state relative to that at the ground state. In
contrast, a reaction proceeding via pathway b will have
the positive charge that originates on the pyridinium ring
being delocalized at the transition state and, as a result,
only a modest increase in reaction rate is expected. For
the pathway b scenerio, H-bonding to the carboxylate
group should be similar at the transition and ground
states. Therefore, based on the observation that the
solvolytic rate constants for 4 display a smaller sensitivity
to changes in solvent polarity than do the corresponding
reactions of 11, a compound that lacks the appended
carboxylate group, it can be concluded that the carbox-
ylate group in 4 is not directly involved as a nucleophile
during these solvolysis reactions.


The observed solvolysis products for the reactions of 4
are also consistent with reactions proceeding via pathway
b (Scheme 2). Specifically, in 100% methanol the only
substitution product observed is the inverted methyl �-D-
N-acetylneuraminide (8b), not 8a, the product expected
for reaction via pathway a. In contrast, it has been
reported that the aqueous methanolysis of 12 in 20%
(v/v) MeOH–H2O, at pH 5.0 and 6.0, yields an approxi-
mately 1:1 mixture of methyl �- and �-D-N-acetylneur-
aminides (8a and 8b).14,25 Clearly, the reactions of these
two different N-acetylneuraminides do not proceed via a
common, solvent-equilibrated, intermediate. It is likely
that at least some of the reaction products formed from 12
are made at the solvent-separated ion pair stage: reactions
of glycosides in which the leaving group is anionic, such
as �-glucopyranosyl fluoride,11,12 are more prone to react
via an ANDN (SN1) mechanism than are the correspond-
ing reactions of analogous neutral leaving group, yielding
substrates such as �-glucopyranosyl pyridinium
salts.21,22 The nucleophilic selectivity for the reaction
of 4 in 50% (v/v) MeOH–H2O (kMeOH/kHOH¼ 1.58),
calculated according to Eqn (1),26 is larger than the


Figure 1. Plot of log(kobs)4 versus log(kobs)11 for the aqu-
eous methanolyses of 4 and 11 at 65 �C. The kinetic data for
11were taken from Ref. 20. The line shown is the best linear
least-squares fit through the data points


Table 2. Observed products formed during the reactions of
4 in aqueous methanol at 65 �Ca,b


[MeOH] Glycal GlyOH �-GlyOMe �-GlyOMe
(%, v/v) (10) (%) (9) (%) (8a) (%) (8b) (%)


100 10 — NDc 90
50d 14 50e NDc 35


a All solvents contained 3 mol equiv. of N-methylmorpholine.
b Percentages do not necessarily add up to 100 because of rounding.
c Not detected; it was estimated that <5% methyl �-D-N-acetylneurami-
nide (8a) was formed.
d [H2O]/[MeOH]¼ 2.25 in this solvent mixture.
e Integral for �-D-sialic acid corrected assuming that 7% of the total sialic
acid present was in the �-form.


Scheme 2
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corresponding value reported for the reactions of 11 in
the same solvent (kMeOH/kHOH¼ 1.07).20


kMeOH


kHOH


¼ ½Gly � OMe�½HOH�
½Gly � OH�½MeOH� ð1Þ


This greater selectivity of the N-acetylneuranimyl
carbenium ion (2) relative to that of the 2-deoxygluco-
pyranosylium ion (1b) for the more nucleophilic metha-
nol is consistent with cation 2 having a longer lifetime
than cation 1b in solution. The reported lifetimes for the
cations 1b9 and 214 in water are 1.0� 10�11 and
� 3� 10�11 s, respectively.


As a final point, glycal 10 formation probably occurs
with proton-abstraction assistance provided by the leav-
ing group pyridine at the point of the ion–molecule
complex. As such, this proposed a mechanism is similar
to that put forward by Thibblin and Saeki for the
solvolysis reactions of 1-(1-methyl-1-phenylethyl)pyridi-
nium cations.27
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ABSTRACT: Diels–Alder cycloadditions of chiral acrylamides with cyclopentadiene or 2, 3-dimethyl butadiene
proceed with high diastereofacial selectivity. Either endo-R or endo-S products have been obtained depending upon
the structures of acrylamides and Lewis acids used. The endo form was exclusively obtained over the exo form. The
dependence of the mechanism of formation of opposite configurations of endo-R or endo-S products on the Lewis
acids is discussed. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: dual enantioselective; Diels–Alder cyclization; diastereofacial selectivity; endo-R; endo-S; Lewis acids


INTRODUCTION


Asymmetric Diels–Alder cyclization is one of the most
effective methods of creating a chiral center during the
formation of six-membered rings (for reviews see Ref. 1).
Various types of chiral dienophiles such as chiral esters,1


N-acyloxazole derivatives,2 N-acylsultams,3 acrylates4


and acrylamides5 have been developed. Metal coordina-
tion is important for diastereofacial selectivity in the
asymmetric synthesis. Lewis acids have been used for
chelate formation in Diels–Alder cyclizations to obtain
high diastereofacial selectivities.1–5 In general, the S-
form of the chiral dienophile (auxiliary) exclusively
affords the endo-R adduct over the endo-S, and the R-
form exclusively gives the S-adduct over the endo-R.
Issues associated with this absolute stereochemical con-
trol dependence upon Lewis acids and the structures of
dienophiles provide an important challenge in the area of
practical Diels–Alder reaction designs.4a,5b


RESULTS AND DISCUSSION


In anticipation of obtaining the opposite configuration of
the endo adduct and understanding the mechanism, three
different dienophiles 1, 2 and 3 were prepared and reacted


with dienes in the presence of various Lewis acids. Here
we describe the intriguing results obtained during devel-
opment of Lewis acid dependent stereocontrol toward
both endo-R and endo-S configurations with high diaster-
eofacial selectivity. We reported the preliminary results
on dual enantioselective control in asymmetric Diels–
Alder cyclization.6 In order to generalize the results, the
requisite dienophiles 1–3 were synthesized from (S)-
indoline-2-carboxylic acid.7 They were purified and their
optical purities (>99.8% ee) were determined by HPLC
(Daicel chiral OD column, i-PrOH-n-hexane, 5:95). The
preliminary studies involved reaction of 1–3 with 4 and 5,
as shown in Fig. 1.


Extremely high levels of asymmetric induction can be
achieved in Diels–Alder cycloadditions of 3 with 4. The
results obtained are summarized in Table 1.


Table 1 shows extremely high diastereoselectivities
[endo-R (8a):endo-S (8b)¼ 99:1] in the Diels–Alder
cyclizations of 3 with 4 in the presence of various Lewis
acids such as Et2AlCl, EtAlCl2, AlCl3, BF3�Et2O, ZnCl2,
TiCl4, Ti(O-i-Pr)4, SnCl4 and ZrCl4. All Lewis acids
resulted in the endo-form with the R-form of absolute
configuration. In contrast to these results, when 1 was
reacted with 4 in the presence of aluminum chlorides,
ZnCl2 or BF3�Et2O, the opposite configuration of endo-S
(6b) with high diastereoselectivity [endo-R (6a):endo-S
(6b)¼ 1:>99] as shown in Table 2.


In particular, 3, which contains a diphenyl substituted
tertiary alcohol moiety, affords exceptionally high dia-
stereofacial selectivities (8a:8b� 99:1, yield� 90%;
Table 1) regardless of the nature of the Lewis acid. The
endo configurations were readily ascertained by iodolac-
tonization of 6a–8a with I2 in DME.5b The exo compound
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cannot be lactonized under the same reaction conditions.
The ratio of endo-R and endo-S was determined by HPLC
with the crude 6a–8a and 6b–8b without purification.
The absolute configuration of 6a, 7b or 8a was deter-


mined by reductive cleavage of 6a to the known norbor-
nene-2-methanol and subsequent comparison of [�]D


values.8


The variously configured adducts produced can be
rationalized by the intermediates formed between 1–3
and the metals of the Lewis acids. Compounds 1–3 react
with 4 to favor the formation of endo-R species 6a or 8a
with TiCl4, Ti(O-i-Pr)4, SnCl4 or ZrCl4 probably via
formation of seven-membered ring chelates with the
acryloyl moiety of 10 or 11 having a cisoid conforma-
tion.4a,5b (Fig. 2). Helmchen and co-workers reported the
first evidence of formation of a seven-membered ring
chelate complex.4a It is worth noting that even in the
absence of any Lewis acid, 3 reacts with 4 to give an
excellent chemical yield and high stereofacial selectivity
(endo:exo� 99:1, endo-R:endo-S� 99:1; entry 1 in Table
1) at 25 �C after a long reaction time (48 h, in Table 1).
The results can be attributed to the hydrogen bond cisoid
conformation intermediate 11 where the hydrogen acts as
a Lewis acid. On the other hand, 1 or 2 prefer endo-S
formation 6b or 7b with ZnCl2, AlEtCl2 or BF3�Et2O,
with high diastereofacial selectivity probably resulting
from intermediates 9, as shown in Fig. 2. In contrast to Ti
or Sn Lewis acids, relatively weaker Lewis acids such as
Zn, Al or B may not form a seven-membered ring
complex, instead forming a weak coordination with the
amide carbonyl group (9).4a,5b In dienophile 2, the same
trend as for 7b was observed, but in a less diastereose-
lective manner than for 1 [Ti(O-i-Pr)4; 90%, endo-
R:endo-S¼ 94:6, SnCl4; 92%, endo-R:endo-S¼ 99:1).


Dienophile 1 and 3 also reacted with less reactive 2,3-
dimehylbutadiene 5 or methylbutadiene 50 at 25 �C, re-
sulting in the same trend as shown in Table 3 and Figure 3.


Figure 1. Diels–Alder cyclizations


Table 1. Asymmetric Diels–Alder cyclization of 3 with 4


Lewis acid Temp. ( �C) Time (h) Yield (%)a endo:exob endo dsb Config.c


None rt 48 92 >99:1 >99:1 R
Et2AlCl �40 10 95 >99:1 >99:1 R
EtAlCl2 �78 7 94 >99:1 >99:1 R
AlCl3 �40 8 88 >99:1 >99:1 R
BF3�Et2O �78 5 91 >99:1 99:1 R
ZnCl2 rt 12 90 >99:1 >99:1 R
TiCl4 rt 7 90 >99:1 99:1 R
Ti(O-i-Pr)4 rt 15 89 >99:1 >99:1 R
SnCl4 �78 10 91 98:2 98:2 R
ZrCl4 �40 5 93 >99:1 >99:1 R


a Isolated yield.
b Determined by HPLC with silica column. ds: diastereoselectivity.
c Confirmed by [�]D of norbornene-2-methanol.
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In the case of Evans’ model dienophile, an �,�-
unsaturated S-oxazolidinone, the endo-R form was obtai-
ned2a and explained by formation of a six-membered ring
intermediate with Et2AlCl, which was clarified by a 13C
NMR study2c (Fig. 4.) However, in contrast to a signifi-
cant chemical shift change in the 1–SnCl4 chelation
complex 11, 13C NMR measurement of the 1–Et2AlCl
mixture did not show significant changes in the chemical
shifts for either of the amide or ester carbonyl peaks,
which can be explained by a weak coordination (9)
between 1 and Et2AlCl.


Species 1 and 3 also reacted with the less reactive
acyclic diene 5 at 25 �C resulting in the same trend: for 1
with TiCl4 the ratio of endo-R:endo-S was 97:3, while
with EtAlCl2 the ratio was reversed to 3:97, which is
comparable to entry 1; for 3 with both TiCl4 and Et2AlCl,
endo-R:endo-S¼ 97:3 and 94:6, respectively.


However, octahydroindoline dienophile gave the simi-
lar trends through an intermediate 13 with Et2AlCl (endo-
R:endo-S¼ 7:93) and an intermediate 14 with TiCl4
(endo-R:endo-S¼ 93:7).


EXPERIMENTAL


Instruments and measurements


Melting points were taken on a Electrothermal melting
point apparatus (Electrothermal Engineering). Infrared
spectra were taken on a Bomen MB-100 FT-IR spectro-
meter. NMR spectra were determined on Brucker AC-200
and AM-300. The chemical shifts are reported in ppm
relative to internal tetramethylsilane. HPLC was per-
formed on a Waters Associates Model 44 instrument


Table 2. Asymmetric Diels–Alder cyclization of 1 with 4


Lewis acid Temp. ( �C) Time (h) Yield (%)a endo:exob endo dsb Config.c


None rt 72 90 73:27 73:7 S
Et2AlCl �78 10 95 90:10 >99:1 S
EtAlCl2 �78 8 87 88:12 90:10 S
AlCl3 �20 8 87 80:20 81:19 S
BF3�Et2O �78 5 90 94:6 >99:1 S
ZnCl2 rt 12 90 83:17 99:1 S
TiCl4 0 10 92 95:5 99:1 R
Ti(O-i-Pr)4 rt 12 87 72:28 94:6 R
SnCl4 �78 5 92 95:5 99:1 R
ZrCl4 �40 5 90 93:7 94:6 R


a Isolated yield.
b Determined by HPLC with silica column.
c Confirmed by [�]D of norbornene-2-methanol.


Figure 2. Mechanism of Diels–Alder cyclizations
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equipped with ultraviolet detectors. GLC analyses were
performed on a Hewlett Packard 5890A gas chromato-
graph using a flame ionization detector and nitrogen as a
carrier with a Hewlett Packard 3390A integrator. The
column used for analysis was an SE-30, 10% OV101 and
capillary OV-17. Mass spectra were obtained on Hewlett
Packard 5980A GC/MS system using the electron impact
(EI) method. Optical rotations were taken on an Autopoll
III automatic polarimeter. Analytical thin layer chroma-
tography (TLC) was performed on a glass plate
(0.25 mm) coated with silica gel 60 F 254 (E. Merck).
Preparative thin layer chromatography was carried out on
Merck silica gel GF254, on a 20� 20 cm glass plate of
1.0 mm thickness. The plates were activated by heating in
an oven at 125 �C overnight. Also, silica gel 60 (E.
Merck) was used for column chromatography.


Materials


All the reagent grade chemicals, purchased from Aldrich,
Fluka, Merck and Wako and, were used without further
purification. All the organic solvents were obtained from J.
T. Baker and Duksan Pharmaceutical Compound. Tetra-
hydrofuran and diethyl ether were refluxed over sodium


and benzophenone for at least 5 h under an argon atmo-
sphere and distilled prior to use. Methylene chloride was
refluxed over calcium hydride. Some compounds were
prepared by known procedures and spectral and physical
data of the products were in accord with reported data.


Synthesis of chiral dienophile 1


In an ice bath, thionyl chloride (0.1 mol) was dropped
into a solution of (S)-indoline-2-carboxylic acid (0.1 mol)
in CH2Cl2 (150 ml) and stirred for 30 min. MeOH
(0.8 mol) was dropped into the solution at 0 �C for
30 min and refluxed for 1 h. The mixture was dissolved
in water and neutralized with NH4OH from pH 1–2 to pH
7–8 and then extracted with CH2Cl2 three times. The
organic layer was washed off with brine, dried over
MgSO4 and concentrated under reduced pressure to
give the crude product, which was chromatographed on
a silica gel column (ether:n-hexane¼ 1:2) to yield (S)-
indoline-2-carboxylic acid methyl ester. This (S)-indo-
line-2-carboxylic acid methyl ester was dissolved in
CH2Cl2 and cooled to 0 �C, and subsequently treated
with 2 equiv. of Et3N and 2 equiv. of acryloyl chloride.
The mixture was stirred for 1 h, diluted with ether, filtered
thorough Celite, washed with brine and dried over
MgSO4 and then concentrated under reduced pressure,
and chromatographed on a silica gel column to give chiral
dienophile 1.


[�]D
20 �127.85 � (c 1.07, CHCl3). 1H NMR (CDCl3)


�3.20 (m, 1H), 3.51 (m, 1H), 3.66 (s, 3H), 5.03 (m, 1H),
5.75 (m, 1H), 6.36 (m, 2H), 6.96–7.15 (m, 4H). 13C NMR
(CDCl3) �171.62, 164.22, 141.71, 139.97, 130.56,
128.64, 125.30, 117.23, 114.60, 59.69, 53.02, 32.91. IR
(NaCl) 1745, 1658, 1481, 1415, 1374, 1271, 1204, 756
cm�1. Anal. Calcd for C13H13NO3: C, 67.52; H, 5.66; N,
6.05. Found: C, 66.98; H, 5.74; N, 5.81.


Synthesis of chiral dienophile 2


In a 50 ml, two necked, round-bottom flask equipped
with an oil-bath, a reflux condenser with a drying tube
packed with CaCl2, and a stopper were placed 25 ml of


Figure 3. Diels–Alder cyclizations of 1 with 5


Table 3. Asymmetric Diels–Alder cyclization of 1 and 3 with 5 or methylbutadiene (50)


Lewis acid Dienophile Diene Temp. ( �C) Time (h) Yield (%)a ds (R:S)b


TiCl4 1 5 0! 25 8 85 97:3
EtAlCl2 1 5 0! 25 10 80 97:3
TiCl4 1 50 0! 25 14 78 95:5
EtAlCl2 1 50 0! 25 18 76 10:90
TiCl4 3 5 0! 25 24 75 97:3
EtAlCl2 3 5 0! 25 30 72 94:6
TiCl4 3 50 0! 25 24 68 95:5
EtAlCl2 3 50 0! 25 24 67 94:6


a Isolated yield.
b Determined by HPLC analysis.


Figure 4. Evans’ model dienophile
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anhydrous THF and LiAlH4 (591 mg, 15.6 mmol). The
suspension was heated under reflux for 15 min, the
heating oil-bath was switched off, and 1.63 g
(10 mmol) of powdered (S)-indoline-2-carboxylic acid
were added in small portions to the boiling mixture at
such a rate to maintain reflux. The contents of the flask
were kept boiling for an additional 1 h. Excess LAH was
then decomposed by cautiously adding a solution of
280 mg of KOH in 1.2 ml of water (without external
heating) through a syringe to the boiling mixture. Upon
hydrolysis, white salts precipitate and stirring became
difficult. After the addition was complete, the mixture
was refluxed for 15 min and the hot solution was filtered
by suction through a Buchner funnel. The precipitate was
pressed dry with a beaker. Any remaining indoline was
extracted from the precipitate by refluxing with 15 ml of
THF for 1 h under mechanical stirring, followed again by
suction filtration. The combined filters were concen-
trated at 30 �C under reduced pressure to yield the crude
product. The crude hydroxymethyl indoline derivative,
along with a magnetic stirring bar, was cooled to 0 �C.
Methyl formate (5 ml, excess) was added gradually and
stirring was continued overnight. Excess methyl formate
was evaporated at 30 �C, which was taken up in CH2Cl2
and dried over sodium sulfate. The filtrates were con-
centrated under reduced pressure to yield the crude N-
formyl derivative. This was placed in a two-necked flask
in 15 ml of anhydrous THF and flushed with argon. The
solution was cooled to �50 �C to �60 �C, the cooling
bath was removed, and methyl iodide (4.00 mmol) was
added, followed by NaH (3.7 mmol) added in one por-
tion. The apparatus was flushed again with argon and
allowed to warm to rt. During this period hydrogen gas
evolved and a gray solid precipitated, which caused
stirring to become difficult. At about 0 �C, the precipitate
dissolves exothericmally with strong evolution of hydro-
gen. The solution was refluxed for 15 min, and quenched
by slow addition of HCl, without external heating. THF
was removed under reduced pressure to yield the crude
O-methylated compound. To this compound, a solution
of KOH (650 mg of KOH in 4 ml of water) was added
and the mixture stirred overnight under an argon atmo-
sphere. Addition of potassium carbonate (1.5 g) caused a
precipitate of potassium salts to form, which were
filtered off and washed with ether. The Organic layer
was dried over MgSO4. The solvent was evaporated on a
rotary evaporator under reduced pressure. The residue
was chromatographed on silica column (ether:n-
hexane¼ 1:2) to yield (S)-2-methoxymethyl indoline.
This indoline was treated with Et3N and acryloyl
chloride as described previously to yield chiral
dienophile 2.


[�]D
20 �100.32 � (c 1.24, CHCl3). 1H NMR (CDCl3)


�2.94 (t, 1H), 3.28 (m, 2H), 3.30 (s, 3H), 3.43 (m, 1H),
4.69 (d, 1H), 5.76 (dd, 1H), 6.74 (dd, 1H), 6.72 (dd, 1H),
6.97–8.16 (m, 4H). 13C NMR (CDCl3) �163.91, 141.77,
130.53, 129.01, 128.40, 127.16, 125.68, 123.99, 122.34,


117.72, 73.74, 58.92, 57.53, 31.57. IR (NaCl) 2894,
1655, 1615, 1480 cm�1.


Synthesis of chiral dienophile 3


To a THF (150 ml) solution of (S)-indoline-2-carboxylic
acid methyl ester (21.2 mmol) and formic acid (0.88 ml,
23.3 mmol) was added DCC (4.81 g, 23.3 mmol) in THF
(35 ml) at 0 �C. The mixture was stirred at 0 �C for 4 h.
The precipitate was filtered off. The filtrate was concen-
trated under reduced pressure. The residue was chroma-
tographed on a silica gel column (ether:n-hexane¼ 2:1)
to yield (S)-N-formylindoline-2-carboxylic acid methyl
ester. Phenyl magnesium bromide (91.02 mmol) in THF
was added to a THF solution of (S)-N-formylindoline-2-
carboxylic acid methyl ester at 0 �C and the mixture was
stirred at 0 �C for an additional 4 h. Brine was added to
quench the reaction. The mixture was extracted with
CH2Cl2. The organic layer was dried and concentrated
under reduced pressure and passed through a column of
silica gel to give (S)-2-(diphenylhydroxymethyl)indoline.
Again, this was treated with Et3N and acryloyl chloride as
described previously and purified by column chromato-
graphy to give chiral dienophile 3.


[�]D
20 �428.13 � (c 0.96, CHCl3). 1H NMR (CDCl3)


�3.00 (dd, 1H), 3.55 (dd, 1H), 5.66 (d, 1H), 5.75 (m, 1H),
6.49 (d, 1H), 6.60 (m, 1H), 6.79–7.42 (m, 14H). 13C
NMR (CDCl3) �167.09, 144.57, 141.47, 132.52, 129.43,
128.08, 127.68, 127.62, 127.41, 126.87, 126.66, 124.25,
124.04, 116.75. IR (NaCl) 3309, 1641, 1592, 1268 cm�1.
M.p. 167–169 �C. Anal. Calcd for C24H21NO2: C, 81.10;
H, 5.95; N, 3.94. Found: C, 81.75; H, 5.90; N, 4.00.


General procedures for Diels–Alder cycloaddition


Lewis acid (1 equiv.) was added to a solution of chiral
dienophiles 1–3 and 10 in CH2Cl2 under argon at the
indicated temperature. After 5 min, freshly distilled cy-
clopentadiene (5 equiv.) was added to the solution. The
reaction mixture was stirred according to the TLC proce-
dure, quenched with saturated aqueous NaHCO3 solution
and extracted with ethyl acetate. The organic layer was
dried over MgSO4 and concentrated in vacuo. The dia-
stereomers were separated by preparative TLC. The ratio
of diastereomers was determined by HPLC [Hibar Pre-
packed Column RT 250-4, LiChrosorb Si 60 (10 mM)].


Reductive cleavage of Diels–Alder cycloadducts


LiAlH4 (0.6 equiv.) was added to the Diels–Alder adduct
in THF at �78 �C. The reaction mixture was stirred at
�78 �C and slowly allowed to attain rt, and then
quenched with water, 15% NaOH and water. The mixture
was filtered and washed with ether, and the crude pro-
ducts were separated by chromatography on silica gel to
give norbornene-2-methanol.
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Iodolactonization of cycloadducts


Iodine (1.2 equiv.) was added to a solution of cycloadduct
in H2O–DME (1:1) at rt and the mixture was stirred for
5 h. The resultant solution was diluted with ethyl acetate
and washed with saturated Na2S2O3 and with 0.5 mol
dm�3 HCl. The organic layer was further washed with
saturated NaHCO3, dried over MgSO4 and concentrated.
The residue was subjected to preparative TLC (ether:n-
hexane¼ 1:1) to give iodolactone.


CONCLUSION


Asymmetric Diels–Alder cycloadditions of 1, or 3 with 4
proceed with absolute stereocontrolled diastereofacial
selectivities in both endo-S and endo-R (up to >99%
de) depending upon Lewis acids used and the structures
of chiral dienophiles.
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ABSTRACT: The flexibility and complex formation of two maleonitrile tetrathia crown ethers were studied in
solution using 1H and 13C NMR spectroscopy and molecular modelling. Both the stoichiometry and the stability of the
complexes that these crown ethers form with Ag(I) were determined by NMR titration measurements. Spin–lattice
relaxation time measurements provided information concerning the donor atoms involved in complex formation and
also the intramolecular mobility of the free and complexed ligands. Molecular modelling was also used to gain further
insight into the conformational space of the free ligands and their silver(I) complexes. Copyright # 2004 John Wiley
& Sons, Ltd.
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INTRODUCTION


In the ongoing search for metal-selective extractors and
chemical sensors for analytical applications, new sulfur-
containing macrocyclic ligands are being synthesized.1


Two new tetrathia crown ethers that have been synthe-
sized recently are mn–12–S4 and mn–13–S4 (see Fig. 1).
They are derived from the tetrathia crown ethers
[12]aneS4 and [13]aneS4 but contain a rigid maleonitrile
unit instead of the usual flexible ethylene bridge present
in parent structures. In comparison with the saturated
tetrathia crown ethers where all of the four donor atoms
were found to prefer exocyclic positions,2,3 in these new
maleonitrile tetrathia crown ethers it is expected that the
rigid maleonitrile moiety will force two of the four donor
atoms of the macrocyclic ring into endocyclic disposi-
tions. An increased ability of these thia crown ethers to
form endocyclic complexes with transition metal ions
could be expected; this will be studied in solution.


Previously, maleonitrile dithia crown ethers with
mixed donor sets of sulfur and oxygen heteroatoms and
different ring sizes have been studied. These oxathia
crown ethers are very flexible and variable-temperature
NMR experiments and relaxation time measurements
indicated that intramolecular mobility increases rapidly
with ring size. From the analysis of the vicinal H,H
coupling constants and the application of molecular
dynamics (MD) simulations, both the O—C—C—O


and O—C—C—S structural fragments were shown to
prefer gauche or anti conformations whereas C—C—
O—C was shown to prefer an anti conformation.4,5


Owing to the mixed set of sulfur and oxygen donors,
the maleonitrile crown ethers are able to force A, AB and
B class metal cations into their coordination spheres.
Ag(I), Bi(III), Sb(III), Pd(II) and Pd(II) were all found to
coordinate to these mixed S2On (n¼ 2–5) coronands.6


Whereas Ag(I) interacts with both the sulfur and the
oxygen atoms of these crowns, by comparison, Bi(III)
and Sb(III) are coordinated via the oxygen atoms only
whereas PtCl2 and PdCl2 are coordinated via the sulfur
atoms.4 The stability of these complexes was found to
decrease in the following order: mn–12–S2O2>mn–18–
S2O4>mn–15–S2O3. Furthermore, the sulfur atoms were
found to adopt different configurations depending on the
ring size.7,8


We have continued these investigations on maleonitrile
crown ethers by examining structures where the heteroa-
toms in the crown ether moiety are only sulfur. It is the
objective of this paper to report on the conformation and
intramolecular flexibility of the maleonitrile tetrathia
crown ethers mn–12–S4 and mn–13–S4 and the com-
plexes that they form with Ag(I) ions.


EXPERIMENTAL


NMR spectroscopy. 1H and 13C NMR spectra were
recorded on Bruker Avance 500 or Avance 300 NMR
spectrometers using 5 mm probes operating at 500 or
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300 MHz for 1H, respectively, and 125 or 75 MHz for 13C,
respectively. For the structural assignments of the com-
pounds and for low-temperature NMR measurements, the
samples were dissolved in CD2Cl2; for the titration
experiments and the measurement of spin-lattice relaxa-
tion times (T1), CD3CN was employed.


For the calculation of the activation barrier (�G 6¼ ),
first the rate constants at the coalescence temperature
were calculated using the Gutowski–Holm method.9 This
rate constant was inserted into the Eyring equation to
obtain the �G 6¼ value.10


Titration experiments were conducted using the contin-
uous variation method11 as follows. Solutions of
3.3� 10�4


M AgBF4, mn–12–S4 and mn–13–S4 in
CD3CN were prepared and the 1H NMR spectra of the
pure ligands recorded. Following this, the concentration of
the ligand was decreased successively while the concen-
tration of the metal ion was increased as it was necessary
that the sum of concentrations of metal ion and of the
ligand remained constant during the steps of the titration.


Sample preparation for the T1 measurements included
the removal of paramagnetic oxygen from the solution,
effected by ultrasonification for 30 min under argon. T1


values were measured using the inversion–recovery pulse
sequence with 16 different delay times. T1 values were
then calculated using the standard Bruker software. For
COSY, HMQC and HMBC experiments the standard
Bruker pulse sequences were also utilized.


The digital resolution was adjusted 1600 data points
for 1H NMR and 160 data points for 13C NMR spectra.
The temperature for the dynamic NMR measurements
could be adjusted with an error of �1 K and the determi-
nation of the T1 relaxation times can be performed with
an uncertainty of 5 ms.


Molecular modelling. MD simulations and the random
search of the free ligands were performed using the
program SYBYL12 with the Tripos force field.13 MD
runs were executed up to 10 ns at 500 K with time steps of
1 fs. A temperature of 500 K was used to overcome all
torsional barriers within the ring; however, it does not
represent a physical state. Additionally, a dielectric con-
stant of 8.93 was used to simulate the effects of the
solvent (CD2Cl2) to the dynamic behaviour of the com-
pounds. The atomic coordinates of the molecules were
saved every 500 fs, yielding a final set of 20 000 con-
formations representing the entire conformational space
of the compounds.


Random search simulations consisted of 100 000 cycles.
All torsional angles within the ring were allowed to vary
randomly and no constraints were applied. After each
cycle, the optimized conformation was stored if the heat of
formation was within 20 kJ mol� 1 of the lowest calculated
heat of formation. The simulation was terminated prema-
turely if all so-obtained conformations had been counted
at least five times. This ensured that the global minimum
was found with a confidence in excess of 95%.14


The geometry optimizations of the silver ion com-
plexes were performed using the semiempirical method
ZINDO.15 Calculations were performed on IRIS-IN-
DIGO XS24, SGI O2 workstations or PCs with Pentium
1 processors.


RESULTS AND DISCUSSION


NMR spectroscopy


Signal assignment began with the two equivalent CH2


groups linked closest to the maleonitrile unit. Both the 1H
and the 13C resonances of these CH2 groups are shifted to
lower field in comparison with the other CH2 signals; the
protons of these CH2 groups also possess 3JC,H couplings
to vinyl carbons of the maleonitrile unit. The other
signals were assigned successively using the standard
application of H,H-COSY, HMQC and HMBC experi-
ments. The 1H and 13C chemical shifts of the compounds
are presented in Table 1.


On lowering the temperature, the proton signals of the
free crown ethers were observed to broaden but


Figure 1. Structural formulae of the compounds studied:
(A) mn–12–S4; (B) mn–13–S4


Table 1. 1H and 13C chemical shifts of the maleonitrile tetrathia crown ethers and their complexes with AgBF4


Compound Chemical shift CN C——C mnSCH2CH2S mnSCH2CH2S SCH2CH2CH2S SCH2CH2CH2S


mn–12–S4
13C 112.8 124.3 38.0 33.8 35.5
1H 3.36 2.90 2.95


[Ag(mn–12–S4)]BF4
13C 111.5 124.4 34.1 32.6 32.7
1H 3.81 3.30 3.16


mn–13–S4
13C 112.6 121.4 35.2 32.0 30.7 31.1
1H 3.35 3.86 2.66 1.95


[Ag(mn–13–S4)2]BF4
13C 113.2 124.5 36.3 34.5 34.8 27.7
1H 3.77 3.39 3.09 2.21
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decoalescence did not occur prior to reaching the floor
temperature of 176 K. Hence although the ring inversion
of the tetrathia crown ethers does slow, it remains too fast
to freeze out the preferred conformations spectroscopi-
cally. Therefore, the free energies of activation (�G 6¼ )
for ring interconversion must be < 20 kJ mol�1.10 This
higher flexibility of maleonitrile crown ethers compared
with maleonitrile oxa-thia crown ethers might result from
the small C—S—C bond angle which can attain values of
< 90� and be due to the long C—S bond.2


On lowering the temperature of the Ag(I) complexes of
the macrocycles, decoalescence of some of the CH2


protons was observed. Unfortunately, owing to serious
signal overlap, not all of the barriers to ring interconver-
sion could be calculated. The coalescence temperatures
(Tc) and �G 6¼ values that could be observed are listed in
Table 2. This increase in the activation barrier to values in
excess of 25 kJ mol� 1 as a result of complex formation is
clear evidence for the reduced flexibility of the com-
plexed crowns in comparison with their free states.


Titration experiments


Owing to the rapid interconversion between the free and
complexed ligands in solution, only time-averaged values
for the chemical shifts of the protons could be observed.
Hence, for determination of the ligand-metal stoichiome-
try, the variations in the chemical shifts of the CH2 protons
were followed whilst titrating the free crown ethers with
AgBF4. The observed 1H and 13C chemical shifts of the
complexes are also presented in Table 1. During the
titration runs, separation of the proton resonances was
not observed and therefore the tetrathia crown ethers are
still highly flexible even when complexed and can evi-
dently adopt a number of conformations (see below).


To ascertain the stoichiometry of the complexes that
were formed, Job’s plots were constructed, i.e. plots of
[Ht](�0� �L) versus [Ht]/([Ht]þ [Gt]). From these plots,
the stoichiometry of the reaction is inferred from value of
the x-coordinate at the plot azimuth. As can be seen from
Fig. 2, the maximum for the Ag–mn–12–S4 complex is
obtained at [Ht]/([Ht]þ [Gt])¼ 0.5 and for Ag–mn–13–
S4 at [Ht]/([Ht]þ [Gt])¼ 0.66. This result means that mn–
12–S4 forms 1 : 1 complexes with Agþ ions whereas mn–
13–S4 formes 2 : 1 complexes with Agþ. Clearly, then, the
ring size of mn–12–S4 is suited for a silver ion to fit into
the cavity. Owing to the additional CH2 group, the


increased ring size of mn–13–S4 is too large to position
a silver ion into it such that it results in a stable complex.
Therefore, a second molecule of mn–13–S4 participates
in the complexation. The calculations of the stability
constants of these complexes were performed using the
method of Rose and Drago16,17 and the following equa-
tion to describe the complex reaction:


a½H� þ b½G� Ð ½C�


where [H] is the concentration of the host, [G] that of the
guest and [C] that of the complex and a and b are the
stoichiometric factors. First, since the concentrations of
the ligand (host) and the guest in the equilibrium are
unknown, [H] is replaced by [Ht]� a[C] and [G] is
replaced by [Gt]� b[C]; [Ht] and [Gt] are the known,
total concentrations of ligand and metal in solution.
Second, the observed chemical shifts (�o) are the


Table 2. Coalescence temperatures (Tc
�C) and and free energies of activation (�G#, kJmol�1) of the studied compounds


Compound Parameter mnSCH2CH2S mnSCH2CH2S SCH2CH2CH2S SCH2CH2CH2S


[Ag(mn–12–S4)]BF4 Tc 260 — 246 —
�G# 66.1 — 65.5 —


[Ag(mn–13–S4)2]BF4 Tc 208 — — —
�G# 52.6 — — —


Figure 2. Job’s plot for the titrations (A) mn–12–S4 and (B)
mn–13–S4 with AgBF4. [Ht], total concentration of the host;
[Gt], total concentration of guest; �0, observed chemical
shift, complex; �H, chemical shift, free ligand. & mn–
S–CH2–CH2–S; ~, mn–S–CH2–CH2–S; �, S–CH2–(CH2)–
CH2–S
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weighted averages of the observed chemical shifts of the
nuclei of the free (�H) and complexed ligand (�X), i.e.


�o ¼ x�H þ ð1 � xÞ�C


The combination of these two equations enables the
calculation of the stability constants for complex forma-
tion. The following equation was used in the case of 1:1
complex formation:


1


K
¼ Ht½ ���max � Ht½ ���ð Þ Gt½ �


Ht½ ���
� 1


��max


� �


and the following equation in the case of 2 : 1 complex
formation:


1


K
¼ Ht½ �


��max


� 2 Ht½ ���


� �2
Gt½ �


Ht½ ���
� 1


��max


� �


For the complexation of Ag(I) with 1 equiv. of mn–12–S4:


mn--12--S4 þ AgBF4 Ð ½Agðmn--12--S4Þ�BF4


a stability constant logK¼ 4.78 was calculated and for
the complexation of Ag(I) with 2 equiv. mn–13–S4:


2mn--13--S4 þ AgBF4 Ð ½Agðmn--13--S4Þ2�BF4


a total stability constant logK¼ 4.66 was obtained.


Flexibility


To determine the coordinating sites of the crown ethers to
Ag(I), the T1s of the methylene protons of the free ligands
and the Ag(I) complexes were measured and are listed in
Table 3. The T1s reflect the inter- and intramolecular
mobility, longer T1 times inferring greater flexibility of a
system or part thereof. It is evident from the longer T1s
observed in mn–13–S4 in comparison with mn–12–S4 (for
corresponding nuclei) that the additional CH2 group ren-
ders greater flexibility to the mn–13–S4 molecule overall.


Upon complexation, the T1s of all the methylene
protons were found to decrease for both mn–12–S4 and
mn–13–S4. Therefore, it was concluded that all of the
sulfur atoms of the ligands are involved in complexation
to the silver cation in both crown ethers despite the
differing stoichiometries of the two complexes. For


mn–12–S4, the T1s of the methylene protons closest
linked to the maleonitrile unit (mn–S–CH2) were ob-
served to decrease by a proportionately, smaller amount
upon complexation in comparison with the T1s of the
other CH2 groups in the molecule. The inference is that a
relatively greater reorientation occurs in the S—CH2—
CH2—S chain upon complexation and that the CH2


groups linked closest to the maleonitrile unit are, in
fact, predisposed towards complexation.


In mn–13–S4, on the other hand, the relaxation times of
all the CH2 protons in the molecule decrease equally
upon complexation and this decrease was greater than
that observed for mn–12–S4. Owing to the additional CH2


group, there is greater flexibility in mn–13–S4 and this
extra flexibility is eliminated upon complexation, leading
to a greater reduction in the observed T1s. Based on
the T1s measured for the complexes, the flexibility of the
mn–13–S4 complex was greater than comparison to the
mn–12–S4 complex.


MOLECULAR MODELLING


Flexibility


Since precise information could not be determined from
the NMR experiments as regards the conformers of the
maleonitrile tetrathia crown ethers in solution (NOEs
were not observed and the extracted J couplings adopt
values between 6 and 7 Hz, which are average values
obtained in rapidly interconverting S—C—C—S frag-
ments), molecular modelling was used to obtain more
information concerning the conformational space of the
compounds. To examine the intramolecular flexibility of
the maleonitrile crown ethers, MD simulations were per-
formed on both crown ethers mn–12–S4 and mn–13–S4


and on tetrathia–12–crown–4. The last crown is known to
have an exo-dentate orientation of its donor atoms3 and it
thus allows a determinate comparison to be made with the
two maleonitrile tetrathia crown ethers.


To assess whether the maleonitrile crown ethers have
an endo- or exo-dentate donor arrangement, the distances
between neighbouring donor atoms and across the ring
were evaluated (see Fig. 3). For [12]ane-S4, it can readily
be seen that the distances between the donor atoms across
the ring are longer than the distances between adjacent
donor atoms. This is due to the predominant exocyclic
arrangement of the donor atoms in [12]ane-S4.2 By
comparison, for the maleonitrile tetrathia crown ethers,


Table 3. 1H spin–lattice relaxation times T1 (s) of the maleonitrile tetrathia crown ethers and their complexes with AgBF4


Compound mnSCH2CH2S mnSCH2CH2S SCH2CH2CH2S


mn–12–S4 0.84 0.82 0.76
[Ag(mn–12–S4)]BF4 0.75 0.63 0.57
mn–13–S4 1.75 1.63 1.94
[Ag(mn–13–S4)2]BF4 0.99 1.03 1.00
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the closer distances result from the mainly endo-dentate
orientation of the sulfur atoms. This preorganization of
the donor atoms is one reason for the high stability of the
complexes found in the titration experiments.


It can also be seen from Fig. 3 that the distances
between the donors across the ring are longer in mn–
13–S4 than in mn–12–S4. Obviously, the additional CH2


group in mn–13–S4 increases the cavity size of the ring
and therefore different coordination geometries are
adopted by the Ag(I) cation during complexation with
each of these crown ethers.


Additionally, it was ascertained from MD simulations
that in nearly 80% of the conformations obtained for the
two maleonitrile crown ethers, the two equivalent CH2


groups linked closest to the maleonitrile moiety occupy
positions on the same site of the plane of the maleonitrile
unit. These conformations are suitable for sandwich or
half-sandwich-like complexes whereas the remaining
20% of the conformations with the two equivalent CH2


groups on opposite sides of the maleonitrile unit plane
prefer a tetrahedral coordination sphere (cf. Fig. 4).


Conformational space


Random search simulations were performed to obtain
information regarding the preferred conformations of the


maleonitrile tetrathia crown ethers in solution. As the
result of these searches, several hundred conformations
for each crown were obtained, a number too prohibitive
to allow individual energy minimizations to be per-
formed. Therefore, and because many of the geometries
proved to be very similar to each other, all conformations
found by this random search were sorted into groups by
application of a family algorithm.18 Using this technique,
distinct families of geometries, where the members of
each family reach the same final conformation after
geometry optimization, were obtained. For this reason,
only one conformation from each family was used
for geometry optimization using semiempirical PM3


Figure 3. Intramolecular distances in (A) [12]ane-S4, (B) mn–12–S4 and (C) mn–13–S4 plotted against time of the molecular
dynamics simulations


Figure 4. Calculated structures of mn–12–S4 with the CH2


groups attached to the maleonitrile unit on different (left)
and on the same side (right) of this plane
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calculations. By this process, 15 conformations were
finally found for mn–12–S4, all of which have energies
within 12 kJ mol�1 of the global minimum; similarly, 22
final conformations were obtained for mn–13–S4 (the
global minima of mn–12–S4 and mn–13–S4 are depicted
in Fig. 5). T1 measurements corroborate this result as they
imply much greater flexibility for mn–13–S4 than
mn–12–S4.


All conformations are characterized by an almost
planar maleonitrile unit; the S—C——C—S torsional an-
gle varies between þ 4� and �4� (2� in the global
minimum of mn–12–S4, �4� in the global minimum of
mn–13–S4). Common to the two maleonitrile crowns is
that both the C—S—C—C torsional angles (for the
global minimum of mn–12–S4, C2S3C4C5¼ 76�,
C4C5S6C7¼ 84�, C5S6C7C70 ¼�80�, C7C70


S60C50 ¼
�142�, C70S60C50C40 ¼ 84�, C50C40S30C20 ¼ 147�; for the
global minimum of mn–13–S4, C2S3C4C5¼�101�,
C4C5S6C7¼�154�, C5S6C7C8¼ 79�, C8C70


S60C50 ¼
�58�, C70S60C50C40 ¼�88�, C50C40S30C20 ¼�82�) and
the S—C—C—S torsional angles (for the global mini-
mum of mn–12–S4, S3C4C5S6¼�178�, S6C7C70S60 ¼
168�, S60C50C40S30 ¼�89�; for the global minimum of
mn–13–S4, S3C4C5S6¼ 95�, S60C50C40S30 ¼�177�) pre-
fer synclinal over anticlinal and antiperiplanar disposi-
tions. One notable difference between mn–12–S4 and
mn–13–S4 is in the C——C—S—C torsional angle. In
the smaller 12-membered ring this torsional angle adopts
anticlinal or synclinal arrangements (for the global mini-
mum of mn–12–S4, C20C2S3C4¼ 46�, C40


S30C20C2¼
�157�) whereas in the 13-membered ring this torsional
angle adopt antiperiplanar or anticlinal dispositions (for
the global minimum of mn–13–S4, C20C2S3C4¼ 153� and
C40


S30C20C2¼�41�). The S—C—C—C torsion angles
present in mn–13–S4 also indicate that synclinal over
antiperiplanar dispositions are preferred (for the global
minimum of mn–13–S4, S6C7C8C70 ¼�91� and
C7C8C70


S60 ¼ 171�). The torsion angles for the 10 most
stable conformations of mn–12–S4 and mn–13–S4 are
listed in Tables 4 and 5, respectively. For all of the
conformations obtained by PM3 optimization, the two
equivalent CH2 groups linked closest to the maleonitrile
unit are positioned on the same side of the plane of the
maleonitrile unit.


Figure 5. Global minima structures of mn–12–S4 (left) and
mn–13–S4 (right)
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Conformations of the Ag(I) complexes


All of the low-energy conformations which had been
obtained by random search simulation followed by PM3
optimization were then studied with respect to the con-
formational space of their Ag(I) complexes. Since the
titration experiments provided the stoichiometries of the
complexes and from the T1s it was evident that all four
sulfur atoms were participating in complex formation in
both complexes, an Agþ ion was centred in the middle of
one mn–12–S4 ring for the complexes of mn–12–S4, and
between two mn–13–S4 molecules for the complexes of
mn–13–S4. The structures were then optimized semiem-
pirically using ZINDO calculations.15 Owing to com-
plexation to the Agþ ions, the maleonitrile tetrathia
crown ethers experience reduced flexibility, as was in-
dicated by the reduced T1s of the methylene protons and
only a total of four conformers for [Ag(mn–12–S4)]þ and
a total of seven conformers for [Ag(mn–13–S4)2]þ were
obtained; the non-global mimina all had energies within
12 kJ mol�1 of the respective global minima of the two
complexes (see Fig. 6 for these global minima).


From the result of these calculations, it was deduced
that the Ag(I) cation fits neatly into the mn–12–S4 ring
and that it forms a tetrahedral complex. This is not
possible in the case of mn–13–S4 owing to the larger
ring size of the 13-membered ring (see above). The
additional CH2 group enlarges the size of the ring so
that not all four donor atoms can participate in the
coordination of the silver(I) center without building up
additional conformational strain. Moreover, the altered
conformational flexibility now allows the four donor
atoms to point to one side of the thiocrown ether unit.
Therefore, the Agþ cation forms a 2 : 1 sandwich com-
plex with mn–13–S4. This theoretical result readily ex-
plains the different geometries of the Ag(I) complexes of
mn–12–S4 and mn–13–S4. First, in [Ag(mn–12–S4)]þ the
two equivalent CH2 groups linked closest to the maleoni-
trile unit occupy positions on different sides of the
maleonitrile plane. By contrast, in [Ag(mn–13–S4)2]þ


these CH2 groups are located on the same side of this
plane so that the sandwich complex can be realized.


Figure 6. Global minima structures of [Ag(mn–12–S4)]
þ


and [Ag(mn–13–S4)]
þT
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Second, different preferences are also observed for the
torsion angles in the two complexes. Whereas in
[Ag(mn–12–S4)]þ synclinal or anticlinal conformations
for the C——C—S—C and C—C—S—C fragments were
found, the corresponding torsion angles in [Ag(mn–13–
S4)2]þ were characteristic for antiperiplanar conforma-
tions. The S—C—C—S torsion angles in both complexes
and also the S—C—C—C torsion angles in [Ag(mn–13–
S4)2]þ indicate the preference for synclinal over anticli-
nal conformations. The torsion angles for the four most
stable conformations of [Ag(mn–12–S4)]þ and the seven
most stable conformations [Ag(mn–13–S4)2]þ are listed
in Tables 6 and 7, respectively.


Third, the distances of the donor atoms across
the macrocyclic ring system range from 3.65 to 3.87 Å
in [Ag(mn–12–S4)]þ, but from 4.33 to 5.15 Å in
[Ag(mn–13–S4)2]þ. These distances differ only slightly
from the corresponding values in the free ligands. This is
also a good indication of the preorganization of the donor
atoms in the free ligands towards the complexation of
Ag(I) ions. Finally, the calculated Agþ—S distances vary
between 2.52 and 2.60 Å in [Ag(mn–12–S4)]þ and
between 2.65 and 2.83 Å in [Ag(mn–13–S4)2]þ. This
theoretical result is in good agreement with Agþ—S
distances known from crystal structures of similar
crowns, which were found to vary between 2.40 and
2.92 Å, depending on the coordination geometry.19 The
shorter Agþ—S distance in [Ag(mn–12–S4)]þ in com-
parison with the Agþ—S distance in [Ag(mn–13–S4)2]þ


may in part explain the slightly higher stability constant
of the former complex.


CONCLUSIONS


The preferred conformers of the novel maleonitrile tetra-
thia crown ethers mn–12–S4 and mn–13–S4 and of their
complexes with AgBF4 in solution were studied by both
NMR spectroscopy and molecular modelling. The tetra-
thia crown ethers were found to be highly flexible but with
a preorganized endocyclic arrangement of donor atoms.


Mainly owing to the ring size, mn–12–S4 forms 1:1
complexes with Ag(I) ions whereas mn–13–S4 forms 2 : 1
complexes in solution. In the so-formed complexes, Ag(I)
coordinates to all four donor atoms of the macrocyclic
rings in both cases, thereby effecting a reduction in the
intramolecular flexibility for both systems. Different


solution geometries for the Ag(I) complexes were also
obtained: tetrahedral coordination to Ag(I) for one
mn–12–S4 molecule but sandwich-like coordination of
two mn–13–S4 crown ether molecules to one Ag(I) cation.
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epoc ABSTRACT: Ab initio theory, density functional theory (DFT) and Møller–Plesset perturbation theory (MP2) with
the 6–31G(d), 6–31þþG(d), 6–31G(d,p), 6–31þG(d,p), 6–31þþG(d,p), 6–311G(d,p) and 6–311þG(d,p) basis sets
were used to study stereoelectronic hyperconjugative interactions and the mechanism of the chair–chair conforma-
tional interconversion in 1,2,3-trithiacyclohexane (1,2,3-trithiane). The relative energies, enthalpies, entropies, free
energies and structural parameters of the chair, 1,4-twist and 2,5-twist conformers, a distorted 1,4-boat transition state
and a 2,5-boat transition state were calculated. The HF calculated energy difference (�E) between the chair
conformer of 1,2,3-trithiane and the distorted 1,4-boat transition state was 10.59 kcal mol�1 (1 kcal¼ 4.184 kJ).
The 1,4-twist conformer and the 2,5-boat transition state are close in energy, as are the 2,5-twist conformer and the
distorted 1,4-boat transition state. B3LYP/6–311þG(d,p) calculated the chair conformer of 1,2,3-trithiane to be 5.83,
10.09, and 5.96 kcal mol�1, respectively, lower in energy than the 1,4-twist conformer, 2,5-twist conformer and 2,5-
boat transition state. Intrinsic reaction coordinate (IRC) calculations were used to connect the transition state between
the chair conformer and the 1,4-twist conformer. B3LYP/6–31þG(d,p) and B3LYP/6–311þG(d,p) calculated this
transition state to be 14.25 kcal mol�1 higher in energy than the chair conformer. In the chair conformer, the respective
C4—H and C6—H bond lengths are equal, but the C5—Heq bond is longer than the C5—Hax bond. In the 1,4-twist
conformer, the C4—Hiso bond lengths are equal, the C5—H eq bond is longer than the C5—H ax bond and the
C6—H bond lengths are equal. In the 2,5-twist conformer, equal C—H bond lengths are found at C4 and at C5, but
the C6—H eq bond is longer than the C6—H ax bond. Copyright # 2003 John Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience


KEYWORDS: conformational interconversion; cyclic polysulfide (polysulfane); intrinsic reaction coordinate (IRC)


calculation; stereoelectronic hyperconjugative interaction; trithiane


INTRODUCTION


Trisulfanes (trisulfides) are compounds that contain three
contiguous divalent (sulfenyl) sulfur atoms. Although the
chemistry of the sulfanes (sulfides) and disulfanes (dis-
ulfides) has dominated the literature, interest in the
trisulfane (trisulfide) linkage has increased rapidly in
the past few years (for reviews, see Refs 1 and 2).
1,2,3-Trithiacyclohexane (1,2,3-trithiane, 1, Figs 1–4) is
a stable compound and acyclic and cyclic polysulfides
(polysulfanes) containing the trisulfane linkage have
interesting biological activities. The trisulfane linkage
is found in the fermentation-derived antitumor antibiotic
calicheamicin3,4 and two of the trisulfanes found in garlic
(Allium sativum L.), methyl-2-propenyltrisulfane and
bis(2-propenyl)trisulfane, are known to inhibit aggrega-
tion of blood platelets.5 Among the trisulfanes isolated


from marine organisms 1,2,6–9 that show bioactivity are
varacin,7 lissoclinotoxin8 and trans-5-hydroxy-4-(40-
hydroxy-30-methoxyphenyl)-4-(200-imidazolyl)-1,2,3-tri-
thiane (2, Fig. 5).6 1,2,3-Trithiane-5-carboxylic acid (3,
Fig. 6) was isolated from asparagus (A. officinalis L.).10


5-(N,N-Dimethylamino)-1,2,3-trithiane (4, Fig. 7) is by
far the most thoroughly investigated representative of the
1,2,3-trithianes because of its commercial use as an
insecticide.2 5-Hydroxy-1,2,3-trithiane (5, Fig. 8)11,12 is
used in the synthesis of 1,2,3-trithian-5-yl N-methylcar-
bamate (6, Fig. 9).11


Although the structural properties and conformational
interconversions of cyclohexane have been extensively
studied,13–22 comparatively little detailed work has been
reported on the conformations, conformers and transition
states involved in the chair–chair and twist–twist con-
formational interconversions of unsubstituted hetero-
cyclohexanes in general23–34 and triheterocyclohexanes
in particular. Force field calculations are consistent with
a chair conformation for 1,2,3-trithiane (1)35–37 and an
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x-ray crystallographic study showed that 1,2,3-trithian-5-
yl N-methylcarbamate exists in the chair conformation
with the substituent in the equatorial position (6b).11 The
barrier to the chair–chair interconversion of 1,2,3-
trithiane [1, �Gz ¼ 13.2 kcal mol�1 (1 kcal¼ 4.184 kJ),
CS2, 265 K]38 and several 5,5-dialkyl-1,2,3-trithianes
have been determined from NMR studies.38–41


Molecular mechanics calculations suggested that the
2,5-boat structure (1e) of 1,2,3-trithiane was a minimum-
energy conformer.36 In a study of the conformational
interconversion of novel bicyclic spiranes (1,2,3-
trithianes), it was suggested that the chair conformer


proceeds to the 2,5-boat form without bringing any
torsional angle involving the S—S bond to 0 �. It was
further suggested that this boat structure pseudorotates to
the inverted 2,5-boat form, which then proceeds to the
inverted chair.39 Thus, unlike cyclohexane and other


Figure 1. Chair (1a), 1,4-twist (1b), 2,5-twist (1c) and
planar (1m) conformations of 1,2,3-trithiane


Figure 2. 1,4-Boat (1d) and 2,5-boat (1e) conformations of
1,2,3-trithiane


Figure 3. 1,4-Half-chair (1f and 1g) and 2,5-half-chair (1h)
conformations of 1,2,3-trithiane


Figure 4. 1,4-Sofa (1i and 1j) and 2,5-sofa (1k and 1l)
conformations of 1,2,3-trithiane


Figure 5. Chair conformerof trans-5-hydroxy-4-(40-hydroxy-
30-methoxyphenyl)-4-(200-imidazolyl)-1,2,3-trithiane (2)


Figure 6. Chair conformers of axial (3a) and equatorial (3b)
1,2,3-trithiane-5-carboxylic acid


Figure 7. Chair conformers of axial (4a) and equatorial (4b)
5-(N,N-dimethylamino)-1,2,3-trithiane
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heterocyclohexanes where the boat form is a transition
state between enantiomers of a twist structure, the 2,5-
boat structures of 1,2,3-trithiane (1e) and of bicyclic
spiranes (1,2,3-trithianes) have been proposed as mini-
mum-energy conformers.36,39


Equilibrium geometries, reaction paths and transition
states (first-order saddle points) are indispensable in the
study of chemical reactions. Mapping out a reaction
mechanism involves optimizing the reactants and pro-
ducts, finding the transition state and following the
reaction path connecting them. Although calculations of
equilibrium geometries for many small- and medium-
sized molecules are easily done, locating the correct
(desired) transition state can still be very challen-
ging.42–44 In addition, following the reaction path can
be computationally expensive.


The understanding of stereoelectronic effects is one
of the basic prerequisites for the prediction of molecular
conformations and molecular reactivity, especially in
systems where heteroatoms are involved. Stereoelec-
tronic interactions involving �-bonds (conjugation) and
�-orbitals (hyperconjugation) in the ground state and
transition state play significant roles in organic chemis-
try.45–59 Hyperconjugation has been shown to influence
chemical reactivity, conformational equilibria, conforma-
tional stability, selectivity, geometric parameters, NMR
coupling constants [Perlin effect (1JC–Heq>


1JC–Hax)]
and torsional barriers. Alabugin and co-workers,45,46


Anderson and co-workers,47–49 Cai et al.50 Freeman
and co-workers26–31 and Juaristi and co-workers51–54


have used computational chemistry to investigate stereo-
electronic hyperconjugative interactions in monohetero-
cyclohexanes and diheterocyclohexanes containing
nitrogen, oxygen and/or sulfur.


In view of the importance of conformational analysis
and stereoelectronic interactions in acyclic systems and
heterocyclohexanes, this quantum chemical study was
undertaken in order to explore the ability of ab initio


theory, Møller–Plesset perturbation theory (MP2) and
density functional theory (DFT) to calculate structural
properties, relative energies, enthalpies, entropies and
free energies of the respective conformers, conformations
and transition states of 1,2,3-trithiane (1), to study the
mechanisms of conformational interconversion and to
investigate the stereoelectronic hyperconjugative interac-
tions. Studies of stereoelectronic effects in carbocycles
and heterocycles are useful owing to their rigid cyclic
geometry, which keeps interacting orbitals in a well-
defined geometry. The lone pair on sulfur and the
difference in size between carbon and sulfur are seen in
their contrasting conformational properties, structural
properties and reactivities. For example, the C—S and
S—S bond lengths are longer than the C—C bond
lengths, the C—S—C bond angle is larger than the
C—C—C bond angle and the S—S—S bond angle is
smaller than the C—C—C bond angle.


CALCULATIONS AND COMPUTATIONAL
METHODS


Calculations were carried out with the Spartan ’02
Macintosh,60 Spartan60 and Gaussian61–63 computational
programs. Initial geometry optimizations were carried
out at the HF/6–31G(d) level of theory for all structures.
The level of theory and the basis set used for the
calculations play an important role in determining
how well the calculations reproduce the experimental
data. Since 1,2,3-trithiane (1) has lone pair electrons,
the use of diffuse functions [6–31þG(d), 6–31þþG(d),
6–31þG(d,p), 6–311þG(d,p)] is recommended.62 The
MP2 and hybrid density functional calculations provide
electron correlation that is often important in conforma-
tional studies.64 Molecular structures are reported using
several levels of theory, but the B3LYP/6–311þG(d,p)
calculations are used in the discussion unless noted
otherwise. Frequency calculations were computed at
several levels of theory on the respective geometry-
optimized structures at 298.15 K at 1 atm pressure. The
HF, MP2 and B3LYP zero-point vibrational energies
(ZPE) were scaled by 0.9135, 0.9676 and 0.9804, respec-
tively. 65–70 The tight or very tight convergence option in
Gaussian was used for structures with very small force
constants (low-frequency vibrational modes).63


Total energies are given in hartrees [1 hartree¼ 1
atomic unit (au)¼ 627.5095 kcal mol�1] and the other
energies are in kcal mol�1. The dipole moments are given
in debye (D) and the entropies are given in entropy units
(eu). To compare the calculated thermodynamic para-
meters between the conformers with the experimentally
determined values, �E must be corrected for the differ-
ence in ZPE between the structures, the change in �H �


on going from 0 to 298.15 K must be computed and �H �


must then be converted to �G � using the calculated
entropy difference.


Figure 8. Chair conformers of axial (5a) and equatorial (5b)
5-hydroxy-1,2,3-trithiane


Figure 9. Chair conformers of axial (6a) and equatorial (6b)
1,2,3-trithiane-5-yl N-methylcarbamate
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Accurate geometries generally refer to bond lengths
that are within about 0.01–0.02 Å of experiment and bond
and dihedral angles that are within 1–2 � of the experi-
mentally measured value.62,71,72


Locating minima for functions is fairly easy, but
finding transition structures (first-order saddle points) is
much more difficult.73–92 Although many different
strategies have been proposed, there are no general
methods which are guaranteed to work.73–75 However,
once the transition state has been found, the reaction
path may be located by tracing the intrinsic reaction
coordinate (IRC)42–44 or minimum energy path (MEP),
which corresponds to a steepest descent path in mass-
weighted coordinates, from the transition state to the
reactant and product. Although saddle points generally
connect two minima on the potential energy surface
(PES), these minima may not be the structures of interest
(it is not always true that a saddle point must connect
two minima;62 a situation is possible where saddle
points can ultimately connect to more than two minima
and the IRC calculation can lead to another saddle
point).62,93–96


RESULTS AND DISCUSSION


In addition to the chair (1a, Cs symmetry), 1,4-twist (1b,
C1 symmetry) and 2,5-twist (1c, C2 symmetry) confor-
mers (Fig. 1), structures resembling the 1,4-boat (1d, C1


symmetry, Fig. 2), 2,5-boat (1e, Cs symmetry, Fig. 2),
half-chairs (1f, 1g, 1h, Fig. 3), and sofas (1i, 1j, 1k, 1l,
Fig. 4) were considered as possible candidates for
participation in the chair–chair interconversion of 1,2,3-
trithiane. The hypothetical high-energy planar structure
(1m, Fig. 1) is not expected to participate in the con-
formational interconversion. Frequency calculations
at the HF/6–31G(d), HF/6–31þG(d,p), B3LYP/6–31þ
G(d,p), HF/6–311þG(d,p) and/or B3LYP/6–311þ
G(d,p) levels of theory verified that the chair (1a), 1,4-
twist (1b) and 2,5-twist (1c) conformers were real and
that the distorted 1,4-boat transition structure [1d]z, the
2,5-boat transition structure [1e]z and transition structure
[TS-1]z were transition states (Tables A and B in the
Supporting Information, available at the epoc website at
http://www/wiley.com/epoc). (The imaginary frequen-
cies for the 1,4-boat transition state [1d]z and the 2,5-
boat transition state [1e]z are not very large, which
suggests that the desired distortions are modest.62,63


Imaginary frequencies are typically in the range
400–2000 cm�1 and values <100 �1 typically correspond
to couplings of low-energy modes. Although the use of
the tight or very tight convergence option is useful,62 one
must be wary of structures which yield only very small
imaginary frequencies since this suggests a very low
energy transition structure which may not correspond to
the particular reaction of interest.97) The HF and MP2
calculations gave larger energy differences (�E) between


the 2,5-twist conformer (1c) and the distorted 1,4-boat
transition state [1d]z than B3LYP.


The geometric parameters for the chair (1a), 1,4-twist
(1b) and 2,5-twist (1c) conformers and the 1,4-boat [1d]z


and 2,5-boat [1e]z transition states of 1,2,3-trithiane are
given in Tables C–G in the Supporting Information. The
conformation and structure of trisulfides depend on
the substituents at the ends of the sulfur chain.38,98–102


The B3LYP/6–31G(d)-calculated S—S—S—C tor-
sional angle (�) in the chair conformer (1a) was 62.4,
65.6 � in the 1,4-twist conformer (1b) and 29.6 � in the
2,5-twist conformer (1c). The small S—S—S—C tor-
sional angle in 1c leads to greater eclipsing of lone pairs
of adjacent sulfurs and raises its energy relative to that of
1a and 1b. The torsional angle in trans-hydrogen trisul-
fide (HSSSH) is close to 86 �, which is smaller than the
value for hydrogen disulfide (HSSH, 90.3 �). In dimethyl-
trisulfane (CH3SSSCH3)98 and bis(trifluoromethyl)trisul-
fane (CF3SSSCF3),99the S—S—S—C torsional angles
(�) are 79 and 89 �, respectively. The respective S—S—
S bond angles in 1a (102.3 �), 1b (101.4 �) and 1c
(103.3 �) are similar. The S—S—S bond angles in the
sulfur trimer (S3, C2v), dimethyltrisulfane, bis(trifluoro-
methyl)trisulfane, 1,2,3-trithian-5-yl N-methylcarbamate
(6b)11 and cyclohexasulfur (S6, D3d, 7, Fig. 10)100–102 are
117.3, 107.3, 105.3, 101.5 and 102.6 �, respectively.


B3LYP/6–31G(d) calculated longer S—S bond
lengths than HF/6–31G(d) and MP2/6–31G(d), which
gave similar values. The respective MP2/6–31G(d)
S—S bond lengths in the chair conformer (1a, 2.065
Å) and in the 2,5-twist conformer (1c, 2.103 Å) are equal
whereas in the 1,4-twist conformer (1b) the S1—S2 bond
length (2.082 Å) is longer than the S2—S3 bond (2.057
Å). Comparing the geometrica parameters obtained for
1,2,3-trithiane (1) with those of related molecules, it is
seen in 1,2,3-trithian-5-yl N-methylcarbamate (6b) that
the S1—S2 bond length (2.038 Å) and the S2—S3 bond
length (2.041 Å) are similar,38 that the experimental100


and calculated33,101,102 S—S bond lengths in cyclohex-
asulfur (7) are 2.068 and 2.064 Å, respectively. The S—S
bond lengths in cis- and trans-hydrogen trisulfide
(HSSSH, 2.077 Å) are longer than those in hydrogen
disulfide (HSSH, 2.064 Å).103 The electron diffraction
(ED)-determined S—S bond lengths in dimethyltrisul-
fane and bis(trifluoromethyl)trisulfane are 2.046 and
2.040 Å, respectively, which are close to the S—S
bond length in the most stable sulfur cluster (S8, D4d,
2.037 Å).104–106


The calculated C—H bond lengths in the chair
conformer (1a) of 1,2,3-trithiane differ in several respects
from those in the respective chair conformers of


Figure 10. Chair conformer of cyclohexasulfur (7)
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cyclohexane, tetrahydro-2H-thiopyran (thiacyclohexane,
thiane),30,54,103–105 1,2-dithiacyclohexane (1,2-dithiane),
1,3-dithiacyclohexane (1,3-dithiane)31,54 and 1,4-dithia-
cyclohexane (1,4-dithiane).29 The respective S—S,
C—C, S—C C4—H, and C6—H bond lengths are equal
and the C5—Heq bond length is longer (�r¼ 0.004 Å)
than the C5—Hax bond in the chair conformer (1a). By
analogy with 1,3-dithiane, the longer C5—Heq bond in
1a may be attributed to a balance among many factors,
including stereoelectronic interactions such as a hyper-
conjugative interaction between the antiperiplanar S—C
�-orbitals and the equatorial C—H �*-orbitals (�S–


C ! �*C5–Heq), a charge transfer from the �C5–Heq bond
to the antiperiplanar �*C–S bond and a weak homoano-
meric interaction (LPS ! �*C5–Heq).31,46,54


Cuevas and Juaristi54 observed normal Perlin effects
(1JC–Heq > 1JC–Hax) in cyclohexane and at C4 in tetra-
hydro-2H-thiopyran. The normal Perlin effect involves
�C–Hax ! �*C–Happ and/or nX ! �*C–Happ stereoelectro-
nic interactions which lead to weaker (longer) C—Hax
bonds and smaller 1JC–Hax coupling constants relative to
1JC–Heq. Reverse Perlin effects were observed for all
C—H one-bond coupling constants in 1,3-dithiane51


and at C3 in tetrahydro-2H-thiopyran. 54 The observed
reverse Perlin effect at C3 in tetrahydro-2H-thiopyran is
in agreement with ab initio theory and DFT calcula-
tions.30,107–109


Geometry optimization calculations on the chair con-
former of tetrahydro-2H-thiopyran at all levels of theory
used, irrespective of basis set, showed that the C3—Heq
bond length was longer (�r¼ 0.003 Å) than the
C3—Hax bond length and that the C2—Hax
(�r¼ 0.002 Å) and C4—Hax (�r¼ 0.003 Å) bond
lengths were longer (weaker) than the respective C2—
Heq and C4—Heq bond lengths.30,54 The longer C—
Hax bond lengths in the chair conformer of tetrahydro-
2H-thiopyran may be the result of stereoelectronic hy-
perconjugative interactions (�C–Hax ! �*C–Hax) as have
been observed in the chair conformers of other hetero-
cyclohexanes, but not in the chair conformer of 1,2,3-
trithiane (1a). The longer C3—Heq bond (reverse Perlin
effect) in tetrahydro-2H-thiopyran may be interpreted in
terms of several stereoelectronic hyperconjugative


interactions [�S–C(2) ! �*C(3)–Heq, �C(3)–Heq ! �*S–


C(2), �C(3)–Heq ! �*C(4)–C(5), �C(4)–C(5) ! �*C(3)–Heq].
The respective calculated C—H bond lengths in the chair
conformers of 1,2-dithiane and 1,4-dithiane were equal.29


In the chair conformers of 1,3-dithiane, the C2—Hax,
C4—Hax and C6—Hax (�r¼ 0.002–0.004 Å) bond
lengths are longer than the corresponding C—Heq
bond lengths (�C–Hax ! �*C–Hax) and the C5—Heq
bond is longer (�r¼ 0.004 Å) than the C5—Hax bond
(�S–C ! �*C5–Heq, �C5–Heq ! �*S–C and a weak homo-
anomeric interaction LPS ! �*C5–Heq).31,46,47,54 The dif-
ference in the C5—Hax bond length and the C5—Heq
bond length in the respective chair conformers of 1,2,3-
trithiane (1a) and 1,3-dithiane is the same. The equal
C—H bond lengths and the small bond length differences
between C—Hax and C—Heq in these sulfur
heterocycles are consistent with the poor ability of sulfur
to participate as a donor in LPS ! �*C–Hax


hyperconjugation.46,47,52–54


In the 1,4-twist (1b) conformer of 1,2,3-trithiane, the
C4—C5 bond length is longer than the C5—C6 bond,
the C4—Hiso bond lengths are equal, the C5—H eq
bond length is longer than the C5—H ax bond and the
C6—H bond lengths are equal. In the 2,5-twist (1c)
conformer, the C—C bond lengths are equal, the
C5—Hiso bond lengths are equal and the C4—H eq
and C6—H eq bond lengths are slightly longer than the
C4—H ax and C6—H ax bonds. In the distorted 1,4-
boat transition state [1d]z, the S1—S2 bond length is
shorter than the S2—S3 bond, the C4—C5 bond length is
shorter than the C5—C6 bond and the C—Heq bonds are
longer than the C—Hax bonds. In the 2,5-boat transition
state [1e]z, the respective S—S, S—C, C—C, C4—H
and C6—H bond lengths are equal and the C5—Heq
bond length is longer than the C5—Hax bond.


The total energies and thermodynamic parameters for
the conformers and transition states of 1,2,3-trithiane (1)
are given in Tables 1–3 and their thermochemical data are
given in Tables A and B in the Supporting Information. It
is seen that HF calculated the respective entropy of either
the twist conformer (1b or 1c) to be greater than that of
the chair conformer (1a), with the entropy of 1b being
greater than that of 1c. MP2 calculated the entropy of 1c


Table 1. Total energies and dipole moments (�) for the chair (1a), 1,4-twist (1b) and 2,5-twist (1c) conformers of 1,2,3-
trithiane


1a 1b 1c


Level of theory � (D) Energy (hartree) � (D) Energy (hartree) � (D) Energy (hartree)


HF/6–31G(d) 3.65 �1309.629277 3.81 �1309.619144 3.49 �1309.613367
HF/6–31þG(d,p) 3.66 �1309.641650 3.79 �1309.631402 3.49 �1309.625611
MP2/6–31G(d) 3.39 �1310.385119 3.55 �1310.375021 3.16 �1310.369222
MP2/6–31þG(d,p) 3.60 �1310.444885 3.72 �1310.434628 3.39 �1310.428350
MP2/6–311þG(d,p) 3.51 �1310.570334 3.57 �1310.560618 3.25 �1310.556556
B3LYP/6–31G(d) 3.43 �1312.507310 3.64 �1312.498194 3.24 �1312.491373
B3LYP/6–31þG(d,p) 3.39 �1312.521278 3.57 �1312.511899 3.19 �1312.505198
B3LYP/6–311þG(d,p) 5.07 �1312.620407 5.12 �1312.611117 4.94 �1312.605584
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to be greater than that of 1b, which was greater than that
of 1a. In contrast, B3LYP calculated the 2,5-twist con-
former (1c) to have lower entropy than the 1,4-twist
conformer (1b), which had greater entropy than the chair
conformer (1a).


The B3LYP/6–311þG(d,p) energy differences (�E)
between the chair conformer (1a) and the 1,4-twist (1b)
and 2,5-twist (1c) conformers were 5.83 and
10.09 kcal mol�1, respectively. The energy difference
(�E) between 1a and 1b is in the range of the �E
between the chair and twist conformers of cyclohex-
ane (4.7–6.2 kcal mol�1).10–13,20,21 The B3LYP/6–311þ
G(d,p) chair-1,4-twist free energy difference (�G �


c–t


¼ 5.27 kcal mol�1) for 1,2,3-trithiane (1) is larger than
the estimated experimental �G �


c–t for cyclohexane (4.7–
4.9 kcal mol�1)10–13,20,21 and larger than the estimated
experimental �G �


c–t value of 2.9 kcal mol�1 for 1,3-
dithiane which was obtained from substituted 1,3-
dithianes.10,31 The principal reason for the higher energy
of the 2,5-twist conformer (1b) appears to be the devia-
tion of its S—S—S—C torsional angle [MP2/6–31G(d),
30.3 �] from a value close to 90 �. This is in line with
enhanced repulsive lone pair–lone pair interactions which
are expected to increase the energy of the conformer.


The B3LYP/6–311þG(d,p) energy difference (�E)
between the chair (1a) and the 2,5-boat transition state
[1e]z was 5.96 kcal mol�1 and the HF/6–311þG(d,p)
energy difference between the chair (1a) and the 1,4-
boat transition state [1d]z was 10.08 kcal mol�1. It has
been estimated that the boat form of cyclohexane is
about 5.7–7.7 kcal mol�1 in energy above the chair
conformer.10–13,20,21


Attempted IRC calculations at the HF/6–31G(d),
B3LYP/6–31G(d), HF/6–31þG(d), B3LYP/6–31þG(d),
HF/6–31þG(d,p), B3LYP/6–31þG(d,p), HF/6–31þþ
G(d), B3LYP/6–31þþG(d), HF/6–311G(d), B3LYP/6–
311G(d) and B3LYP/6–311þG(d,p) levels of theory did
not alter the geometry of the 2,5-boat transition state
[1e]z. Although it is qualitative, the animated displace-
ments (normal coordinates) at �54 cm�1 for [1e]z sug-
gest that it is the barrier to the interconversion of the
enantiomers of the 1,4-twist conformer (1b) of 1,2,3-
trithiane.97 Similarly, the animated displacements (nor-
mal coordinates) at �71 cm�1 for [1d]z suggest that it is
the barrier to the interconversion of the enantiomers of
the 2,5-twist conformer (1c). The distorted 1,4-boat
transition state [1d]z is slightly less stable than the 2,5-
twist conformer (1c). The 2,5-boat transition state [1e]z


Table 3. Relative thermodynamic parameters for the chair (1a), 1,4-boat transition state [1d]z, 2,5-boat transition state [1e]z


and transition state [TS-1]z of 1,2,3-trithiane


Structure Level of theory � (D) Total energy (hartree) �E (kcal mol�1) �Hz (kcal mol�1) �Gz (kcal mol�1)


[1d]z HF/6–31G(d) 3.59 �1309.612513 10.52 10.02 10.46
HF/6–31G(d,p) 3.60 �1309.621811 10.51 10.00 10.44
HF/6–311þG(d,p) 3.60 �1309.624780 10.59 10.09 10.53


[1e]z HF/6–31G(d) 3.88 �1309.618761 6.60 6.14 6.80
HF/6–31þG(d,p) 3.87 �1309.630944 6.72 6.26 6.92
MP2/6–31þG(d,p) 3.82 �1310.433956 6.86 6.40 7.06
B3LYP/6–31þG(d,p) 3.60 �1312.511865 5.91 5.41 6.10
B3LYP/6–311þG(d,p) 3.55 �1312.610902 5.96 5.46 6.16


[TS-1]z HF/6–31G(d) 3.74 �1309.605252 15.08 14.83 14.63
B3LYP/6–31G(d) 3.55 �1312.484742 14.16 13.87 13.71
B3LYP/6–31þG(d,p) 3.49 �1312.498591 14.24 13.57 13.31
3LYP/6–311þG(d,p) 3.43 �1312.597682 14.26 13.93 13.76


Table 2. Thermodynamic parameters for the chair (1a)-to-1,4-twist (1b) equilibrium and the Chair (1a)-to-2,5-twist (1c)
equilibrium in 1,2,3-Trithiane


Conformer Level of theory �E (kcal mol�1) �H � (kcal mol�1) �G �(kcal mol�1)


1b HF/6–31G(d) 6.36 6.46 5.90
HF/6–31þG(d,p) 6.43 6.53 5.99
HF/6–311þG(d,p) 6.25 6.33 5.87
MP2/6–31þG(d,p) 6.43 6.53 5.98
B3LYP/6–31þG(d,p) 5.89 5.99 5.22
B3LYP/6–311þG(d,p) 5.83 5.93 5.27


1c HF/6–31G(d) 9.98 10.03 9.74
HF/6–31þG(d,p) 10.07 10.11 9.82
HF/6–311þG(d,p) 9.29 9.40 9.19
MP2/6–31þG(d,p) 10.38 10.36 9.64
B3LYP/6–31G(d,p) 10.00 9.41 10.50
B3LYP/6–31þG(d,p) 10.09 9.49 10.56
B3LYP/6–311þG(d,p) 9.31 8.78 9.89
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of 1,2,3-trithiane is close in energy to the 1,4-twist
conformer (1b, �E¼ 0.15–0.25 kcal mol�1, Fig. 11)
and is more stable than the 2,5-twist conformer (1c).
These quantum mechanical results are not in agreement
with previous molecular mechanics calculations, which
suggested that the 2,5-boat form was an energy mini-
mum. The small energy differences among the confor-
mers and transition states are significant contributors to
the difficulty in finding pathways for the conformational
interconversions in 1,2,3-trithiane (1).


Transition state [TS-1]z was obtained from the three
half-chair structures (1f–h) and four sofa structures (1i–l)
at various levels of theory. The B3LYP/6–31þG(d,p) and
B3LYP/6–311þG(d,p) calculated energy difference (�E)
between the chair conformer (1a) and transition state
[TS-1]z was 14.25 kcal mol�1 (Tables 1–3). IRC calcula-
tions at the HF/6–31G(d), B3LYP/6–31G(d), B3LYP/6–
31þG(d,p) and B3LYP/6–311þG(d,p) levels of theory
showed that transition state [TS-1]z connected the chair


conformer (1a) and the 1,4-twist (1b) conformer of 1,2,3-
trithiane. The B3LYP/6–311þG(d,p) free energy of
activation (�Gz) for the chair-to-1,4-twist equilibrium in
1,2,3-trithiane (1) was 13.76 kcal mol�1 which is in
excellent agreement with the experimental value of
13.2 kcal mol.38 The experimentally determined barriers
(�Gz) to conformational interconversion in 5,5-dimethyl-
1,2,3-trithiane, 5,5-diethyl-1,2,3-trithiane and 5,5-diisobu-
tyl-1,2,3-trithiane were 15.0, 13.8 and 13.9 kcal mol�1,
respectively.38–41 The free energy of activation (�Gz)
for the conformational interconversion of 1,2,3-trithiacy-
cloheptane (8), 4,5,6-trithiacycloheptene (9) and 1,2-di-
benzo-4,5,6-trithiacycloheptene(10)are6–7(chloroethene,
143 K), 8.9 (CS2, 183 K) and 17.4 kcal mol�1 (hexachlor-
obutadiene, 356 K), respectively (Fig. 12).38 The experi-
mental �Gz values for chair –chair interconversion in
cyclohexane,10–13,20,21 tetrahydro-2H-thiopyran (thiacy-
clohexane, thiane),30,107–110 1,2-dithiane,111,112 3,3,6,6-
tetramethyl-1,2,4,5-tetrathiane,113,114 1,3-dithiane,31,115


Figure 11. Potential energy diagram for the chair–chair interconversion of 1,2,3-trithiane (1a) through [TS-1]z, the 1,4-twist
conformer (1b) and the 2,5-boat transition state [1e]z
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1,4-dithiane29,116 and cyclohexasulfur (7)117 are 10.25,
9.25, 11.6, 15.9, 10.3, 9.7 and 31 kcal mol�1, respectively.
Hence, it is seen that increasing the number of contiguous
sulfur atoms in the six-membered ring increases the barrier
to conformational interconversion.


The high barriers to rotation around the O—O bond
and the S—S bonds have been explained in terms of
electrostatic interactions, lone pair–lone pair repulsions
and in some cases p�–d� bonding. Accepting the ususal
suggestion that lone pair–lone pair interactions are
more important than lone pair–bond and bond–bond
interactions, it is to be expected that the interconver-
sion barriers in heterocyles with vicinal heteroatoms with
lone pairs will be higher than that for cyclohexane and
monoheterocyclohexanes.


Since conformational interconversion involves rotation
(pseudorotation) about single bonds, the barrier to ring
reversal is a composite of torsional parameters. Some
connection, albeit not simple, between conformational
interconversion barriers and rotational barriers for
disulfides and trisulfides, the acyclic equivalents for the
S—S and S—S—S bonds in the rings, is expected. The
barrier to rotation about an S—S bond is higher than that
about a C—S bond. Consequently, heterocycles with two
or more vicinal heteroatoms (with lone pairs) bonded to
each other have relatively high barriers to conformational
interconversions. This is consistent with the increasing
barrier to conformational interconversion on going from
tetrahydro-2H-thiopyran, to 1,2-dithiane, 3,3,6,6-tetra-
methyl-1,2,4,5-tetrathiane and 1,2,3-trithiane (1, see
above). Similarly, the computationally and experimen-
tally determined barriers to conformational interconver-
sions in tetrahydro-2H-pyran (10.7 kcal mol�1), 1,3-
dioxane (9.7 kcal mol�1), 1,4-dioxane (9.7 kcal mol�1),
and 1,3,5-trioxane (10.9 kcal mol�1) are similar to that
in cyclohexane, but heterocycles containing vicinal
O—O bonds (1,2-dioxane, 16.1 kcal mol�1; 1,2,4,5-tet-
raoxane, 14.2 kcal mol�1) have higher barriers.


CONCLUSIONS


Ab initio molecular orbital theory and DFT have been
used to calculate the optimized geometries and relative
energies of the chair, 1,4-twist and 2,5-twist conformers
of 1,2,3-trithiane. Although HF and MP2 calculated
slightly larger energy differences (than B3LYP) between
the chair conformer and the twist conformers and be-
tween the chair conformer and the transition states,
there is good overall agreement when the various meth-
ods are compared. However, there is less agreement
among the methods for the calculated entropies of the
conformers of 1,2,3-trithiane. Although the geometric
parameters were essentially independent of the basis set
used, the 6–31þG(d,p) and 6–311þG(d,p) basis sets
provided relative energy data that were closer to the
experimentally determined data.


Stereoelectronic hyperconjugative interactions were
observed in the conformers and transition states of
1,2,3-trithiane. In the chair and 1,4-twist conformers of
1,2,3-trithiane the respective C5—Heq bond is longer
than the C5—Hax bond (�S–C ! �*C5–Heq and homo-
anomeric interaction (LPS ! �*C5–Heq). In the 1,4-twist
conformer, the C4—Hiso bond lengths are equal, the
C5—H eq bond is longer than the C5—H ax bond and
the C6—H bond lengths are equal. In the 2,5-twist
conformer, equal C—H bond lengths are found at C4
and at C5, but the C6—H eq bond is longer than
the C6—H ax bond and in the 2,5-boat conformer the
C—H bonds are equal except at C5 where the
C5—H eq bond is longer than the C5—H ax bond.


B3LYP/6–31þG(d,p) and B3LYP/6–311þG(d,p) cal-
culated the chair conformer of 1,2,3-trithiane to be 5.83,
10.09, and 5.98 kcal mol�1, respectively, lower in energy
than the 1,4-twist and 2,5-twist, conformers and the
2,5-boat transition state. The 2,5-boat transition state is
close in energy to the 1,4-twist conformer and is more
stable than the 2,5-twist conformer. The 1,4-boat transi-
tion state is close in energy to the 2,5-twist conformer.
The HF/6-311þG(d,p) calculated energy difference (�E)
between the chair conformer and the 1,4-boat transition
state was 10.59 kcal mol�1. IRC calculations were used to
connect the transition state between the chair conformer
and 1,4-twist conformer. The B3LYP/6–31þG(d,p) and
B3LYP/6–311þG(d,p) calculated values of 13.71 and
13.79 kcal mol�1, respectively, for the barrier (�Gz) to
the chair–chair conformational interconversion in 1,2,3-
trithiane were in excellent agreement with the reported
experimental value of 13.2 kcal mol�1.
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ABSTRACT: The rate constants for hydrolysis of diazomethane, diazoethane and 1-diazopropane in aqueous 5%
acetonitrile at 25 �C and ionic strength 1 M (NaClO4) were measured by stopped-flow spectrophotometry. The pH-rate
profile for diazomethane hydrolysis exhibits a pH-independent section in the lower pH range, 8–10, with a downward
break at higher pH, as has been reported for slightly different reaction conditions. In the case of diazoethane and 1-
diazopropane, the reaction remains pH independent up to pH> 13. General acid catalysis of the hydrolysis reactions
of diazomethane and diazoethane were examined in the pH-independent regions. For a limited number of catalysts,
the value of Brønsted � was 0.58 for both diazoalkanes. The downward break in the pH rate profile for diazomethane
hydrolysis is consistent with what was previously concluded, rate-limiting protonation by H2O in the pH-independent
region changing to rate-limiting attack of water on the diazonium ion in the pH-dependent region, the decrease in
rate constant with increasing pH being attributed to deprotonation of the diazonium ion by hydroxide ion. The lack of a
downward break in the pH–rate profiles for hydrolysis of the diazoethane and 1-diazopropane is attributed specifically
to the increase, relative to the methyldiazonium ion, in the rate constant for water attack on the ethyl- and 1-
propyldiazonium ions, perhaps by as much as >103-fold. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: diazonium ion; hydrolysis; alkyl substitution; SN2 reaction; rate acceleration


INTRODUCTION


The chemistry of diazonium ions is of fundamental
importance in understanding the basis of the carcinogeni-
city and mutagenicity of nitrosamines.1–3 In general,
nitrosamines exert their biological effects as a result of
metabolic activation by P450 enzymes to unstable �-
hydroxynitrosamines. These decompose with the genera-
tion of diazoic acids, the precursors to diazonium ions
that mediate the alkylation of DNA bases, as in Eqn (1):


ð1Þ


Mechanisms and selectivity in diazonium ion substitu-
tions are of importance because, at least for simple


methylating and ethylating nitrosamines, exocyclic
oxygen atom alkylation of guanine, cytosine and thymine
appear to be especially promutagenic lesions.1–4


In 1991, Brosch and Kirmse reported that chiral 1-
butylamine undergoes nitrous acid-catalyzed deamina-
tion in acetic acid or water with >98% inversion.5 This
result, combined with the detectable nucleophilic selec-
tivities measured for methyl- and ethyldiazonium ion
substitutions observed in DNA nucleoside alkylation
and with other nucleophiles, s¼ 0.42 and 0.26, respec-
tively,6 requires the conclusion that the substitution reac-
tions on simple primary alkyl diazonium ions occur by a
concerted SN2 process. This reaction is in competition
with concurrent concerted hydride migration and prob-
ably elimination reaction as indicated by process a, b and
c, respectively, in the mechanism of Eqn (2).5 These latter
reactions account for the balance of the products ob-
served in diazonium ion decompositions. The report of
Brosch and Kirmse rectified an erroneous, and widely
cited, report which posited the involvement of primary
carbocations in nucleophilic media and disoriented a
generation of thinking about diazonium ion substitution
mechanisms.7 The selectivity of nucleophilic substi-
tution at primary diazonium ions stands in contrast to
that observed in the substitution of secondary and sub-
stituted-benzyl diazonium ions which are manifestly
unselective, in the absence of powerful resonance
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electron donating substituents attached to the reactive
center. Such reactions occur through preassociation
mechanisms in which the carbocation intermediates react
with even weak nucleophiles in the cation’s primary
solvation sphere, faster than diffusion.8–13


ð2Þ


Still, some uncertainties about structure and reactivity of
diazonium ions remain. Reports investigating DNA alkyla-
tion by methyldiazonium ion and its higher normal homo-
logues indicate that the latter give lower yields of alkyated
DNA bases.14,15 At least part of the explanation lies in the
lower nucleophilic selectivity of the latter compounds
compared to the methyldiazonium ions (see above). An
alternative explanation, invoking the formation of primary
carbocations,14 is inconsistent with the facts outlined above,
and has otherwise been discounted.16 The nature of the
differences in selectivity and the intrinsic differences in
reactivity of simple diazonium ions are uncertain. The rate
constant for nucleophilic displacement by solvent,
k¼ 2.6 s�1, has been reported for the methyldiazonium
ion in 60% aqueous tetrahydrofuran,17 but there are no
other experimental data bearing on the reactivity of the
simple higher homologues. Glaser’s group has carried out
an ab initio investigation on the structure and stability of
methyl- and ethyldiazonium ions and the energetics of their
nitrogen dissociation reactions.18 These results suggest the
ethyl compound might be intrinsically less stable, but the
implications for the energetics of SN2 substitution in polar
media are unclear. Reported here is a study of the hydrolysis
of diazomethane, diazoethane and 1-diazopropane in aqu-
eous media. The differing pH dependence of these reactions
leads us to the conclusion summarized in the title of this
paper.


RESULTS


The kinetics of hydrolysis of diazoalkanes were moni-
tored at 235 or 240 nm by stopped-flow spectrophotome-
try at 25 �C and ionic strength 1 M (NaClO4) in aqueous
5% acetonitrile. The decay of absorbance obeyed excel-
lent first-order kinetics over the 4–7 half-lives during
which it was monitored. Experiments were carried out in
media buffered (up to a buffer concentration of 0.1 M)
with various alkylammonium ion buffers or without
buffer in sodium hydroxide solutions. Under these con-
ditions the value of kobsd varied according to the equation


kobsd ¼ k0 þ kb½Buffer�total ð2Þ


The constant k0 represents the first-order rate constant
for the buffer-independent reaction, derived from the
y-intercepts of plots of kobsd against total buffer concen-


tration. The constant kb is the observed second-order rate
constant for the contribution from buffer components,
and is taken as the slopes of such buffer dilution plots.


The values of k0 in some cases varied as a function of
pH. It was possible to determine the value of k0 in the
range of pH from �8 to 13 for diazomethane and
diazoethane, and a more limited range was examined for
1-diazopropane. At values of pH below �7.7, the buffer
catalysis was so strong that accurate extrapolation to the
y-intercept was not feasible. Values of log k0 as a function
of pH are presented in Fig. 1 for diazomethane (filled
circles), diazoethane (diamonds) and 1-diazopropane
(triangles) along with data previously published for
diazomethane at 25 �C and ionic strength 0.2 M (NaClO4)
in aqueous 5% acetonitrile (open circles).


Further analysis of the buffer stimulated reaction
indicates that the dominant component is the buffer
acid, as has been previously reported in the case of
diazomethane.17,19,20 Plots of kb as a function of the
percentage of buffer acid in the buffer are presented in
Fig. 2 in the reaction of diazomethane catalyzed by Tris


Figure 1. Plot of log k0, the buffer-independent rate con-
stant for diazolkane hydrolysis at 25 �C, in aqueous 5%
acetonitrile, against pH for diazomethane (*), 0.2 M ionic
strength (NaClO4),17 and diazomethane (*), diazoethane
(^) and 1-diazopropane (~), 1 M ionic strength (NaClO4)


Figure 2. Plot of kb, the apparent second-order rate constant
for buffer catalysis of the hydrolysis of diazomethane by Tris
buffer (*) and diazoethane by ethanolamine buffer (&),
against percentage of buffer acid at 25 �C, in aqueous 5%
acetonitrile, ionic strength 1 M (NaClO4)
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buffer and diazoethane catalyzed by ethanolamine buffer.
Within experimental error, the y-intercept value is not
significantly different from zero, consistent with the
buffer acid being the only active component at all com-
positions. The value of kb at 100% buffer acid was taken
as the value of kHA, the specific second-order rate constant
for ammonium ion-catalyzed decomposition. Values of
the kHA for the reactions of diazomethane and diazoethane
with a few ammonium ions are summarized in Table 1.


DISCUSSION


The mechanism of hydrolysis of diazomethane has been
previously analyzed in this laboratory, following, and in
agreement with, the work of other groups under a variety
of experimental conditions.17,19–21 In mainly aqueous
media from pH 7 to 12, the reaction exhibits a pH
dependence, being independent of pH below pH 10 and
exhibiting a downward break to a unit dependence on pH
in the higher pH region, as exhibited by the open circles
in Fig. 1 from a previous study. This dependence, in
combination with solvent deuterium kinetic isotope ef-
fects on the buffer-independent reaction, analysis of
solvent deuterium isotope incorporation into products
and the observation of general acid catalysis that occurs
with large solvent deuterium kinetic isotope effects was
rationalized in terms of the mechanism of Eqn (3).19


ð3Þ


The pH-independent reaction entails the rate-limiting
protonation of diazomethane by water, k1 (and general
acids, kHA, not pictured), while the rate-limiting step
changes to k2, attack of water on the diazonium ion,
with increasing pH as the hydroxide ion-dependent k�1


step becomes increasingly competitive with, and ulti-
mately faster than, k2. The data previously published
exhibit an excellent fit to the kinetic expression


kobsd ¼ k1=fðk�1½OH��=k2Þ þ 1g ð4Þ


for the mechanism of Eqn (3), seen in Eqn (4), as indi-
cated by the dashed line through the open circles in Fig. 1.


As might be expected, a similar mechanism is opera-
tive for diazomethane under the slightly different condi-
tions of increased ionic strength in the present study (1 M,
NaClO4) as is indicated by the pH dependence for the
filled circles in Fig. 1. As with the original study,19 there
is some scatter in the values of k0, particularly in the low
range of pH, because the values of k0 are obtained from
extrapolation of buffer dilution plots and the reaction is
strongly buffer catalyzed in this pH region. However, the
number of experiments is sufficient to exhibit a good fit to
Eqn (4), the solid line through the filled circles, and to so
derive accurate values for the parameters k1, and k�1/k2.
These are included in Table 2. The value of k1 under the
present conditions is �30% larger than observed pre-
viously at the lower ionic strength of 0.2 M (NaClO4). The
value of the ratio k�1/k2 is �20% smaller than what was
observed in the earlier study from this laboratory.


In contrast to diazomethane, the pH dependences of k0


for the hydrolysis of diazoethane and diazopropane give
no indication of a change in rate-limiting step with
increasing pH. Figure 1 illustrates that the decomposition
of these compounds occurs with rate constants that are
similar to diazomethane in the lower pH range, but there
is no indication of a downward break with increasing pH
up to pH 13.3.


The general acid catalysis of the rate-limiting proto-
nation reaction that was investigated in the case of
diazomethane is similar in the case of diazoethane. The
catalytic constants, summarized in Table 1, are within a
factor of two of one another, the constant for the reaction
of diazoethane being the smaller. Figure 3 illustrates the


Table 1. Second-order rate constants for protonation of
diazoalkanes by ammonium ion buffer acids at 25 �C
(�¼ 1 M, NaClO4, aqueous 5% by volume acetonitrile)


kHA for diazomethane kHA for diazoethane
Buffer acid (M


�1 s�1) (M
�1 s�1)


Glycine ethyl 30 000 16 300
ester-Hþ


Tris-Hþ 14 300 7400
Ethanolamine-Hþ 2090 1480
Butylamine-Hþ 320


Table 2. Rate constants and rate constant ratios derived for
the kinetics, at 25 �C (�¼1 M, NaClO4, aqueous 5% by
volume acetonitrile), of diazoalkane hydrolysis according to
the mechanism of Eqn (3)


Constant Diazomethane Diazoethane Diazopropane


k1 (s�1) 28 22 29
k�1/k2 (M


�1) 950 <0.6 <0.1


Figure 3. Brnsted plot for the general acid-catalyzed hydro-
lysis of diazomethane (&) and diazoethane (*) by ammo-
nium ions at 25 �C, in aqueous 5% acetonitrile, ionic
strength 1 M (NaClO4)
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dependence of the catalytic constants upon the acid
ammonium ion pKas. The Brønsted � values for these
two reactions are both 0.58, suggesting a similar transi-
tion-state structure with respect to the degree of N—H
bond cleavage.


The conclusion above that, in contrast to diazo-
methane, protonation remains the rate-limiting step in
substantially more basic media in the case of the higher
normal homologues of diazomethane might have been
anticipated from earlier studies, foremost in the metha-
nolysis of diazobutane studied by Kirmse and Rinkler.21


It was shown that in methanol containing �0.49 M


sodium methoxide, the rate of methanolysis was roughly
inversely proportional to methoxide ion concentration.
This observation is consistent, as was pointed out, with a
mechanism like that in Eqn (3), with MeOH and MeO�


replacing HOH and HO�, in which k2 is the rate-limiting
step. The onset of a change to rate-limiting protonation
by methanol in the least basic media in that study is
indicated by experiments analyzing deuterium incorpora-
tion from solvent into product. At 0.49 M sodium meth-
oxide, one-third of the 1-butyl methyl ether contains a
single deuterium atom at the butyl carbon atom adjacent
to oxygen and the balance of the product contained two
atoms of deuterium. This observation suggests that at this
methoxide ion concentration, methanol attack on the
diazonium ion is just slightly slower than methoxide
ion-catalyzed proton abstraction. Hence a further de-
crease in methoxide ion concentration, or a shift to less
basic conditions such as those in the present study, would
presumably result in a complete shift to rate-limiting
protonation and the absence of a change in rate-limiting
step for the higher homologues, as observed in the pH–
rate profiles in Fig. 1. Similarly, it was later reported that
the incorporation of deuterium, from D2O, into C-1 of
product 1-butanol during the decomposition of (E)-1-
butanediazotate was pH dependent.16 The intermediacy
of diazonium ions in this reaction is well established. At
pD¼ 10.50, 94% of the 1-butanol contains two H atoms
and 6% contains one D atom. In 1 M NaOD, only 75% of
the 1-butanol contains two H atoms, whereas 24% con-
tains one D atom and 1% contains two D atoms. This
clearly indicates that for 1-butyldiazonium ion in aqueous
solutions, only at 1 M lyoxide ion does k2 begin to become
partly rate limiting, as k�1 becomes competitive with
increasing lyoxide ion concentration.


The absence of a change in rate-limiting step with
increasing pH in the hydrolysis of diazoethane and
diazopropane indicates that the ratios k�1/k2 [Eqns (3)
and (4)] are more than 1000 times smaller for these
compounds compared with the case of diazomethane.
Upper limits were estimated by allowing the data for
diazoethane and diazopropane to be fit to Eqn (4),
although there is no compelling evidence for a downward
break in the plots of Fig. 1 for these compounds. The
results of the fits are indicated by the dashed lines through
the diamonds (diazoethane) and triangles (diazopropane).


The upper limits for k�1/k2, and the much more certain
values for k1, are summarized in Table 2. The value of
k�1/k2 is more than 1500 times and 9500 times smaller
than for diazomethane in the cases of diazoethane and
diazopropane, respectively. An alternative explanation to
the differences in the pH–rate profiles, that hydroxide ion
attack on primary alkyl- (but not methyl-) diazonium ions
is faster than both k�1 and k2 (water attack) so that k1 is
always rate limiting, is excluded by the pH-dependent
deuterium incorporation into the 1-butyldiazonium ion in
reactions in MeOD and D2O, alluded to earlier.


It seems highly unlikely that much of the decrease in
k�1/k2 can be ascribed merely to a decrease in the value of
the rate constant k�1. Methyl or ethyl group substitution
for hydrogen, on changing from methyl- to ethyl- or 1-
propyldiazonium ion, might be expected to be acidifying
since the alkyl groups, relative to H, probably stabilize
the carbon nitrogen double bonds in the diazoalkane
bases. While it might therefore generally be expected
that acidifying effects would increase, and not decrease,
k�1, a decrease in k�1 might be observed if these proton
transfer reactions exhibit the same ‘anomaly’ as in the case
of nitroalkanes.22 Indeed, nitroethane and 2-nitropropane
are more acidic than nitromethane by �1.6 and �2.4
units, respectively,23,24 whereas the rate constants for
proton abstraction by hydroxide ion, analogous to the
k�1 process of Eqn (4), are in fact larger.25,26 In the case
of nitroethane, the second-order rate constant for reaction
with hydroxide is smaller than for nitromethane, but only
by a factor of 5.2.


The larger rate constant for the less acidic nitro-
methane arises as a result of the ‘nitroalkane anomaly’
in which there is a lag in the development of resonance
and hyperconjugative stabilization in the transition state
for proton abstraction so that the electropositive polar
effects of the alkyl groups have more pronounced impact
on the transition-state energy than in the ground
states.22,27 The analogy of nitroalkanes might be parti-
cularly appropriate here because the NO2 group and the
N2
þ group are similarly acidifying, in spite of the much


larger resonance electron-accepting ability of Nþ
2 com-


pared with NO2 (��¼ 1.27 for NO2 and 3.43 for Nþ
2 ).28


For nitromethane, the aqueous pKa¼ 10.2,23,24 whereas
pKa¼ 10� 0.3 in aqueous 60% tetrahydrofuran has been
determined.17


However, there are factors that militate against pre-
suming that proton transfer reactions of diazonium ions
should be characterized by the strong imbalance that
applies in the case of nitroalkanes. First, unlike nitroalk-
anes, alkyl for hydrogen substitution on the methyldia-
zonium ion will have significant intrinsic stabilization of
the acid, the diazonium ion, in addition to the base,
diazoalkane. This stabilization arises from the consider-
able positive charge on the carbon atom proximal to N2 in
the diazonium ion, as has been demonstrated by high-
level ab initio calculations of Glaser’s group.18 This
stabilization will tend to mitigate imbalance by making
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the transition state for proton transfer more product-like
with resonance delocalization more advanced. Second,
there is evidence that enhanced resonance electron-ac-
cepting ability of a carbanion stabilizing substituent, as in
the substitution of Nþ


2 for NO2 in comparing CH3N2
þ


with CH3NO2, can alleviate transition state imbalance
and result in a reversal of the ‘nitroalkane anomaly’.
Keefe and co-workers showed that in the loss of tropy-
lium cation to form nitronic acids:


ð5Þ


the substrate giving rise to the most stable nitronic acid
(R1¼R2¼CH3) is indeed the most reactive—the oppo-
site what is observed in the proton loss to hydroxide of the
corresponding nitroalkanes.29 Hence the superior reso-
nance accepting ability of the Nþ


2 group compared with
the NO2 group (see above) diminishes the expectation
that k�1 will decrease upon alkyl for hydrogen substitu-
tion on the diazonium ion in the reaction of Eqn (3).


To summarize the preceding discussion, both of the
above considerations suggest that there may be relatively
little imbalance in the proton transfer reactions of diazo-
nium ions. This carries the implication that a decrease in
the value of k�1 on changing from methyl- to ethyl- or 1-
propyldiazonium ions might be slight to nil. In any case,
the change will not be of a direction or magnitude
sufficient to account for the more than 103-fold decrease
in k�1/k2 indicated by the data in Fig. 1.


It is therefore concluded that much of the decrease in
k�1/k2 in the change from the methyl- to the ethyl- and 1-
propyldiazonium ions must be ascribed to an increase in
the rate constant k2, the reaction rate constant for SN2
attack of water on the diazonium ions. This is opposite
the tendency of the ‘textbook’ SN2 substitution reaction,
which is generally decelerated by alkyl-for-hydrogen
substitution. An increase in k2 upon alkyl-for-hydrogen
substitutions may be anticipated for SN2 substitution on
alkyldiazonium ions on the basis of the aforementioned
calculations of Glaser’s group.18 They ascribed the re-
lative weakness of the C—N bond in the ethyl-compared
with methyldiazonium ion to the dissipation, by the
terminal methyl group in CH3CH2Nþ


2 , of positive charge
on the central carbon that weakens the electrostatic
attraction of the negatively charged internal nitrogen in
the diazonium ion. An additional factor contributing to
the relative instability of the ethyl- and 1-propyldiazo-
nium ions may be the large amount of positive charge on
the central carbon in the exploded transition states that
typify SN2 substitution reactions of diazonium ions. The
energy of a carbocation-like transition state is expected to
be greatly stabilized by substitution of an alkyl group for
a hydrogen. These factors therefore appear to overcome
the well-characterized tendency of alkyl-for-hydrogen


substitutions to decelerate, through steric occlusion, the
rates of more classical SN2 substitutions.


EXPERIMENTAL


Inorganic and organic materials were obtained from
commercial suppliers. Unless indicated otherwise, these
were used as received. Amines, used for buffers, that
were liquids at room temperature were purified by dis-
tillation under a nitrogen or an argon stream. Acetonitrile
was distilled from, after reflux over, CaH. Water was
distilled in glass.


Diazoalkanes were generated, from alkaline decomposi-
tion of the corresponding N-alkyl-N0-nitro-N0-nitrosoguani-
dines, as stock acetonitrile solutions for use within a single
day. The nitrosoguanidines were decomposed in a commer-
cially available (Sigma-Aldrich Fine Chemicals) ‘diazo-
methane generator’ by reaction of 50–100 mg of
nitrosoguanidine with 40% by weight aqueous sodium
hydroxide introduced to the solid dropwise by means of a
syringe. The gaseous diazoalkanes were collected by diffu-
sion into a 3–5 ml volume of stirred, initially dry, acetoni-
trile maintained at �30 �C by an ethanol–water–CO2(s)
bath. After complete addition (over �10 min) of the sodium
hydroxide solution to the solid, an additional 30 min were
allowed for gaseous diffusion to proceed. The acetonitrile
solution containing the diazoalkane was then diluted by
addition of �20 ml of dry acetonitrile. This solution was
subsequently directly introduced into the stopped-flow
spectophotometer by means of a syringe.


Kinetics of decay of the diazoalkanes were initiated by
mixing 1 part of diazoalkane stock solution with 25 parts
aqueous solutions that were of 1.05 M ionic strength
(NaClO4). The decay of diazoalkane absorbance was
monitored at various wavelengths between 230 and
250 nm. The decay of absorbance exhibited good first-
order kinetics when monitored from between four and
seven half-lives of reaction. Values of the first-order rate
constant kobsd were determined from fits of data in this
time range. Checks were carried out at multiple wave-
lengths where appropriate for a given set of reaction
conditions that indicated that the values of kobsd were
independent of the wavelength monitored. Under other
conditions, data from single wavelengths were used
because background absorbance obviated monitoring at
wavelengths around 230 nm where the diazo group ab-
sorbs most strongly. Plots of kobsd against total buffer
concentration were linear for amine buffers employed,
and the slopes of these plots were taken as the second-
order rate constant kb. Extrapolation to zero buffer con-
centration gave the buffer independent rate constant k0.
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epoc ABSTRACT: Quantum chemical calculations have been carried out to investigate various unimolecular rearrange-
ments that can take place in protonated gas-phase xylenes. Hydrogen and methyl group ring migrations were
investigated. The barriers for hydrogen migrations are lower than the barriers for methyl group migrations.
Mechanisms for ring expansion to seven-membered rings, and for contraction to five-membered rings were studied.
Both of these mechanisms can eventually lead to ethene elimination. The most favourable ring expansion step goes
through a 1,3-hydrogen shift from a methyl group onto the arenium ring, forming a protonated methylcyclohepta-
triene. Interconversions between various ring-expanded forms have been investigated. Re-contraction can lead to an
ethylbenzenium ion that could subsequently split off ethene. Alternatively, the xylenium ion can contract to a five-
membered ring. The immediate product is a bicyclic ion (bicyclo[3.1.0]hexane skeleton) that can rearrange further to
give an ethylbenzenium ion, or the five-ring system can split off ethene, and be converted into a cyclopentadienyl ion
that can isomerize into a benzenium ion. Stable structures and transition states are calculated both at the B3LYP/cc-
pVTZ//B3LYP/6-311G(d,p) and at the MP2/cc-pVTZ//MP2/6-31G(d) levels. The energies needed for ring expansion
or ring contraction are not very different, and the calculations suggest that both reaction paths are possible, but the
energy needed for actually splitting off an ethene molecule is lower along the expansion path. Copyright # 2004 John
Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience


KEYWORDS: xylenium ions; ethene elimination; DFT study; atom scrambling; ring expansion and ring contraction;


hydrogen and methyl shifts; proton affinities; protonated methylcycloheptatriene


INTRODUCTION


Recently, Mormann and Kuck published a mass spectro-
metric study of long-lived gaseous protonated xylenes
and showed that methane and ethene are split off from
these molecular ions.1 It was found in particular that
when ethene is lost, there is extensive scrambling be-
tween the methyl and ring C-atoms. They arrived at this
conclusion by using 13C- and 2H-labeled compounds. The
labeling could be either in the methyl groups or in the
ring. It was concluded that the formation of ethene from
protonated xylenes takes place after ring expansion of the
benzenium ring to form a protonated methylcyclohepta-
triene (¼methyldihydrotropylium ions) (PMCH), and,
via several intermediates, a subsequent re-contraction to
form protonated ethylbenzene.


When PMCH is studied by mass spectrometric meth-
ods ethene formation takes place but there is little
methane formation.2 This is in contrast to what happens
in the case of protonated xylenes. Based on such results,
Mormann and Kuck concluded that methane is formed
directly from the protonated xylenes, and that ethene loss
takes place after further rearrangements via seven-
membered rings, whereby protonated ethylbenzene is
formed. The olefin could then be expelled from this
molecular ion. It was pointed out that starting from
protonated xylene, repeated expansion–contraction cy-
cles could take place before an ethyl group is formed: this
series of expansions–contractions could lead to an ex-
tended scrambling between ring and methyl group atoms.
Comprehensive reviews on unimolecular reactions of
arenium ions are available.3,4


In addition to presenting further general information
on the gas-phase reactions that xylenium ions can un-
dergo, the paper by Mormann and Kuck may shed further
light on the methanol to hydrocarbons reaction (MTH).
This reaction takes place in protonated zeolites, which
act as solid acidic catalysts, at temperatures in the range
200–450 �C. A much improved insight into the mechan-
istic details of this reaction has become unraveled


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 1023–1032


*Correspondence to: S. Kolboe, Department of Chemistry, University
of Oslo, P.O. Box 1033 Blindern, N-0315 Oslo, Norway.
E-mail: steink@kjemi.uio.no
yPaper presented at the 9th European Symposium on Organic
Reactivity, 12–17 July 2003, Oslo, Norway.
Contract/grant sponsor: Norwegian Research Council; Contract/grant
numbers: 135867/431 and 149326/431.
Contract/grant sponsor: NOTUR Project; Contract/grant numbers:
NN2147K and NN2878K.







recently. For a general review of this reaction see Refers 5
and 6.


According to now widely accepted views, the main
reaction path of the (steady state) MTH reaction proceeds
via repeated methylations of benzene to form polymethyl-
benzenes and eventually polymethylbenzenium ions. Dur-
ing, or after such methylations, alkenes are eliminated from
these species. A detailed insight into the reactions leading to
alkene formation is still lacking. According to one proposed
scheme, the reaction proceeds by a repeated series of
contractions–expansions (six- to five- to six-rings) of the
protonated arenes, whereby alkyl side-chain extensions take
place. It is shown below that attention should not be
confined only to contraction–expansion schemes involving
five-membered rings, but also to expansion–contraction
schemes involving seven-membered rings. The simplest
example to study such reactions is given by a xylenium
ion. A detailed theoretical study of xylenium ions and
rearrangement products could therefore be illuminating
also for MTH studies. Reaction schemes based on side-
chain methylations of the arenes also exist, but they are not
relevant to this study. Very recent surveys were given by
Haw and co-workers.7,8


The work of Mormann and Kuck represents an MS
study of the smallest polymethylbenzenium ion that
could be relevant in the MTH process. In order to obtain
a detailed insight into the energies of the various species
involved, and the barriers for interconversion between
them, we have performed an extensive series of quantum
chemical computations of the gas-phase species that
could result if a proton is added to a xylene, or a methyl
cation to toluene. We used density functional theory
(DFT) and second-order perturbation theory (MP2)
with extended basis sets.


COMPUTATIONAL DETAILS


The computations where carried out using the Gaussian98
program package.9 The structures were first optimized at
the B3LYP/6-31G(d) level of theory. Thereupon they were
re-optimized at the B3LYP/6-311G(d,p) level of theory to
see the basis-set effects on the structures. Analytical
frequencies and zero-point corrections were calculated
at the same level of theory in each case. The differences in
geometry obtained with the two basis sets were marginal,
and the corresponding energy differences were also very
small. It was ensured that the transition states really had
one, and only one, imaginary frequency and that the
minima had none. The structures that were determined
in this way were used to calculate single-point energies at
the B3LYP/cc-pVTZ level of theory, using the B3LYP/6-
311G(d,p) geometries and ZPE corrections, but the im-
proved basis set did not lead to any notable energy
changes. The studied species were also geometry opti-
mized at the MP2/6-31G(d) level of theory. These calcu-
lations mostly gave geometries very similar to the DFT


structure. Also here single-point energies at the MP2/cc-
pVTZ level of theory using the MP2/6-31G(d) structures,
with ZPE corrections from the MP2/6-31G(d) were cal-
culated. Comparing the MP2 and DFT methods, we found
no systematic differences, and the two approaches lead to
identical qualitative conclusions.


To ensure that the transition states that were found
actually connect the desired minima, either intrinsic
reaction coordinate (IRC) calculations10 as implemented
in Gaussian98, or small perturbations of the transition
state structures along the reaction coordinate followed by
ordinary optimizations, were performed.


RESULTS


Proton affinities and relative stabilities of
the xylenes


The three xylene isomers have several different protona-
tion sites available. In total, there are nine different ring
protonated xylene isomers. In addition, the isomeric 1,1-
dimethylbenzenium cation should be considered. Table 1
shows the possible protonation positions in the three


Table 1. Theoretical and experimental proton affinities
(kJmol�1)


o-xylene m-xylene p-xylene


Species/ B3LYP MP2
Hþ-position


PA Rel. energy PA Rel. energy


o-Xylene
1 787 45 742 36
3 806 25 760 17
4 812 20 764 13
m-Xylene
1 772 56 732 46
2 822 6 772 6
4 828 0 778 0
5 793 36 750 28
p-Xylene
1 794 34 749 29
2 808 20 761 17
1,1-Dimethyl- — 79 — 58
benzene


Proton affinity, experimental15 Energy
(kJ mol�1)


o-Xylene 796
m-Xylene 812
p-Xylene 794
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different xylenes and the calculated proton affinities at
the B3LYP and the MP2 level for these positions. The
relative energies of the different protonated species are
also indicated. The experimental proton affinities of the
three different xylenes are also included. The B3LYP
proton affinities are higher by 40–50 kJ mol�1, than the
corresponding MP2 values, and they are closer to the
experimental values. The relative stabilities of the iso-
mers are, however, largely independent of the calculation
scheme. Both calculation schemes predict that the most
stable isomer is the m-xylene protonated in the position
marked 4, 1,3-dimethyl-4H-benzenium. From resonance
considerations, this is also plausible since the formal
positive charge is on tertiary carbons in two out of three
different resonance forms. m-Xylene protonated in posi-
tion 2 is only 6 kJ mol�1 less stable. The 1,1-dimethyl-
benzenium cation does not become a xylene if a proton is
removed. The energy of this isomer relative to the most
stable one is considerably higher, 78 and 58 kJ mol�1 at
the B3LYP and MP2 levels, respectively. See Refs 11–14
for earlier works on proton affinities of benzene deriva-
tives. In the following (except when stated otherwise), all
energies will be given relative to the most stable isomer
of the protonated xylenes, i.e. m-xylene protonated in
position 4 as shown in Table 1.


Hydrogen and methyl group shifts


In Scheme 1 the possible ring hydrogen shifts in proto-
nated p-xylene are given, together with the energies
(kJ mol�1) of the stable ions and the transition states
(marked by TS), all relative to the most stable protonated
xylene, as given in Table 1. The first member of each pair
of numbers was calculated according to the B3LYP
methodology; the second, in parentheses, was obtained
when MP2 was utilized, abc(xyz). The corresponding
alkyl shifts are given in Scheme 2. The barriers for the
isomerizations in Schemes 1 and 2 are low compared
with those of the isomerization and fragmentation reac-
tions discussed below. Because of the relatively small
barriers for methyl and hydrogen migrations on the
benzenium ring, all of the ten isomeric xylenium cations
will be in equilibrium before scrambling reactions and
ethene elimination take place. Kuck has given a survey of
previous work on hydrogen and methyl group migration
in alkylbenzenium ions.4


There are few reports on measured activation energies
for hydrogen or methyl group migration on gas-phase
arenium rings in the literature. Cacace et al. investigated
1,2-hydrogen shifts in gas-phase tert-butylbenzenium
ions, and reported a value 32 kJ mol�1 at 47–120 �C.16


When the energies given in Scheme 1, and the barriers at
0 K that are implied, are compared with the experimental
assessment, the values obtained from B3LYP seem to
agree well (though a bit high), and the MP2 values appear
too low. Büker et al. recently obtained an experimentally
based estimate for the barrier for methyl group migration
on an arenium ring.17 The barrier was estimated to be
about 83 kJ mol�1. The barriers (0 K) that can be ex-
tracted from the energies given in Scheme 2 are (B3LYP)
89, 67, 70, 81 kJ mol�1, in excellent agreement with
Büker et al. The values that are obtained from the MP2
energies in Scheme 2 again appear to be low; they are 56,
39, 39 and 49 kJ mol�1.


Ring expansion of protonated methylbenzenes


If a dimethylbenzene is to split off an ethene molecule, it
is reasonable to assume that an isomerization, so that an
ethyl group is formed, must first take place. This process
can take place via expansion to a seven-membered carbon
ring that can later re-contract, or via contraction to a five-
membered ring. It will be seen, however, that although
formation of an ethyl group may be advantageous for
ethene formation it may not be a prerequisite. There are
reaction steps that do not require fully formed ethyl
groups in order to form ethene. The expansion path is
treated first.


Experimentally, the position of the proton on the
benzene ring is difficult to control. At the microscopic
level, however, the position of the proton plays an
important role in the ring expansion step. A ring expan-
sion can take place in two rather different ways. They are
illustrated in Scheme 3, where a protonated p-xylene is
taken as an example. In the left part of the scheme the top
methyl group is ‘inserted’ into the benzene ring in
conjunction with a 1,2-hydrogen shift. In the transition
state a hydrogen atom on the methyl group is transferred
into the top ring C-atom while simultaneously the


Scheme 1. Minima and transition states for ring hydrogen
migrations on protonated p-xylene


Scheme 2. Minima and transition states for ring methyl
group migrations on protonated xylenes
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resulting CH2-group is inserted into the adjoining (to the
left or right) ring C—C bond. The other mechanism for
ring expansion is shown to the right in Scheme 3. In this
case the proton is in the ipso-position to the methyl group.
A hydrogen atom is transferred to the ring via a 1,3-shift.
The remaining CH2 group is inserted into one of the
adjoining ring C—C bonds.


The energies of the transition states and the resulting
PMCHs are indicated in the schemes, again relative to the
most stable protonated m-xylene isomer. The energy


barrier connected with the 1,2-hydrogen shift is much
higher than the corresponding barrier when the expansion
takes place via a 1,3-hydrogen shift. The large difference
between the two paths is independent of the particular
methodology that is used. B3LYP and MP2 produce
similar results. Corresponding calculations carried out
on the reference ion 1,3-dimethyl-4H-benzenium (ion 0
in Scheme 4) concurred completely and showed the same
difference between a 1,2- and a 1,3-shift. This shows that
unless the protonated xylene has a very high energy, ring
expansions take place via 1,3-hydrogen shifts.


Protonated methylcycloheptatriene species
and interconversion between them


We have shown above that when a xylene molecule is
protonated, the energy that is required for isomerization
to the other isomers is fairly small. Consequently ring
expansion to a PMCH can take place from any of the
protonated xylene isomers, as they will all be present.


If we start out from cycloheptatriene and first form the
protonated species (three different isomers) and then


Scheme 3. Examples of ring expansion mechanisms, both
by 1,2-hydrogen and 1,3-hydrogen migrations from a
methyl group, on an ipso-protonated p-xylene. Note the
much lower barriers for the 1,3-hydrogen shift. To keep
track of the methyl group carbons that enter the ring, they
are marked with the symbols *, ¤


Scheme 4. Ipso-protonated ethylbenzene formation from protonated o-xylene, m-xylene and 1,1-dimethylbenzenium via an
initial ring expansion step. The reference ion, 1,3-dimethyl-4H-benzene, 0, is also shown. To keep track of the methyl group
carbons that enter the ring, they are marked with the symbols *, #, ¤
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replace a hydrogen atom by a methyl group, we find that
there are 15 isomers. Three of these isomers arise because
the PMCH is non-planar, and when a methyl group
replaced a hydrogen in a CH2 group, the methyl group
could come in an axial or equatorial position.


We have computed the structures and energies of a
number of these isomers, and also determined transition
states for converting one isomer into another. Because the
barrier for expanding a six-ring into a seven-ring system
is much lower if the expansion proceeds in conjunction
with a 1,3-hydrogen shift, rather than a 1,2-shift, we have
only investigated the seven-membered ring species that
result from 1,3-shifts.


Extending an ipso-protonated ethylbenzene to a seven-
membered ring via a 1,3-hydrogen shift leads to forma-
tion of a —CH(CH3)—CH2— group in the ring.


o-Xylene gives this group directly, whereas the other
xylenes produce seven-ring ions that require several
isomerization steps to produce this ring constituent. The
calculations have, however, shown that the expansion of a
protonated ethylbenzene can take place via 1,2-hydrogen
shifts as well as by 1,3-hydrogen shifts, so ethyl group
formation (by a contraction) can proceed also in con-
junction with 1,2-hydrogen shifts. The transition state
energies are not necessarily very different in this case.


The species that have been investigated are shown in
Schemes 4 and 5. The energies are given in the same way
as is used in Scheme 1. Ring expansions and further
reactions from the o- and m-xylenium ions, as well as the
1,1-dimethylbenzenium ion are given in Scheme 4. p-
Xylenium reactions are given in Scheme 5. The formulae
are given as resonance forms. The plus sign has been


Scheme 5. Ethylbenzenium formation and ethene elimination from a p-xylenium ion via a ring expansion mechanism. To keep
track of the methyl group carbon that enters the ring, it is marked with the symbol *
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placed so that it should be easy to see which hydrogen
shift is coming next. We have also marked the carbon
atoms of the methyl groups that enter the ring system by
the symbols, *, #, ¤. An impression of the geometry of the
species 1, 2TS and 3 in the first reaction step is obtained
from Fig. 1, which is based on the precise atomic
positions.


It is seen that ring expansion of 1 and 10 via a 1,3-
hydrogen shift can be done in two ways. An important
result in Scheme 4 is that the transition state energies
for ring expansion are essentially independent of which
isomer is expanded. The energy differences between
2TS, 11TS, 17TS and 19TS are within 12 kJ mol�1, and
can hardly be used to discriminate between different
reaction paths. In Scheme 4 the inserted methyl group is
inserted in the bond toward the other methyl group. It
could also be inserted in the other bond. We have
looked at this possibility, but there was no appreciable
difference. The transition state energies from 1 and 10
were 239(205) and 237(203) kJ mol�1, respectively,
when insertions were done to the other side. It should
be noted that we were not able to find, in spite of
considerable effort, the 2TS transition state when using
the MP2 method. As was the case for hydrogen and
methyl group migrations on the ring, MP2 predicts a
lower transition barrier for ring expansion than DFT
does.


There are some notable differences in energy between
the primary expansion products, 3, 12 and 20. The
differences are in line with what could be expected
from a qualitative reasoning. Ion 12 is lowest in energy,
and here the formal positive charge is on a tertiary
carbon. Ions 3 and 20 are not very different (but 3 has a
slightly higher energy) and the formal charges are on
secondary carbons. The higher energy of 3 can be
rationalized when the energies of the various xylenium
ions of Table 1 are considered. In each case the highest


energy is observed when the proton is in ipso-position to
the methyl group as it is in 3. Also here, expansion via
insertion away from the other methyl group has little
effect. From the o-xylene ion 20 is obtained. m-Xylene
produces an ion with energy 88(93) kJ mol�1 that, after a
few hydrogen or methyl shifts, is converted into one of
the species in Schemes 4 or 5.


There are three species in Schemes 4 and 5 that have
been assigned a bicyclic character, i.e. 14, 22 and 26. In
14 and 22 it is seen that unless such a bicyclic structure is
formed, the electron deficient C-atom is isolated between
two methylene groups, —CH2—CHþ—CH2— [or —
CH(CH3)—CHþ—CH2—]. By establishing a bridge
structure the positive charge becomes distributed over a
larger area, and this broader charge distribution evidently
reduces the ion’s energy more than the cost of creating a
strained three-atom ring. The same argument does not
apply for 26. In this case the bicyclic structure has an
isolated secondary cationic C-atom. The energy of 26 is
very high, and among the non-transition states, it is only
surpassed by 24. At first sight there is nothing to distin-
guish 24 from 3, 5, 12 or 20, but the energy is 50 to
80 kJ mol�1 higher than that of these ions. When the
geometric structure is studied it becomes clear that the
structure of 24 is highly strained. The sp2 atoms should be
parts of planar structures. This is not the case here. By
going from 24 to 26, an isolated cationic C-atom is
created. In addition, the methyl group is axially oriented.
The sp2 hybridized C-atoms of 26 are, however, seen to
be far less strained. Parts of the ion fit in with a planar
system. A similar ring collapse (to a bicyclo[4.1.0]hep-
tane skeleton) has been reported in the case of protonated
cycloheptatriene.18


Schemes 4 and 5 show two different paths leading to
the formation of an ethyl group. The path from 5 via 7 to
9 is the expected route, with 7 as a very shallow mini-
mum. The path from 26 to 29 was unexpected. It is worth
noting that the transition state energy of 28TS is practi-
cally the same (actually 2 kJ mol�1 lower) as found for
8TS. When 5 is transformed into 9 via 7 the reaction
proceeds via 1,2- and 1,3-shifts that could be relatively
facile. The reaction from 26 to 29 involves a C—C bond
breaking. It was therefore somewhat unexpected that the
transition state energy is actually slightly lower than 8TS.
When the geometric structure of 26 is studied more
closely it becomes less surprising. The two C—C bonds
of the quasi-cyclopropane ring are markedly different in
length, and hence strength. The bond closest to the
cationic carbon is 1.62 Å, a rather stretched and wea-
kened single bond, whereas the other bond is only 1.44 Å,
and thus has considerable double bond character. Analo-
gously, an ethyl group formation could possibly take
place also from 14. The two three-ring bonds are here
equally different. This reaction has not been investigated.


We have found a transition state, 30TS, for eliminating
ethene from 29. The energy of 30TS [273(240) kJ mol�1]
is the second highest in Schemes 4 and 5, but only 25 to


Figure 1. Structures and energies for ring expansion from
an ipso-protonated o-xylene to a seven-membered ring. The
dotted line indicates the C---C bond that forms during the
reaction
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40 kJ mol�1 higher than the expansion transition states.
Ion 9 is also an ethylbenzenium, but ethene elimination
requires a hydrogen shift (facile) to the ortho-position
first. A four-membered TS could then be crossed. We
have not found this transition state, but expect it to have
nearly the same energy as 30TS. Scheme 5 also shows a
different path for splitting off ethene. Ion 26 can give
ethene directly via transition state 27TS. The main
difference from 28TS is that here there is a 1,2-shift of
one of the methyl hydrogens and formation of a formally
primary carbocation. The energy connected with this one-
step reaction is considerably higher than in the two-step
process. It is 294(296) kJ mol�1, compared with 273(240)
for 30TS.


Carbon and hydrogen atom scrambling


When we constructed Schemes 4 and 5 we kept track of
the methyl C-atoms that entered the ring system by
marking them (*, #, ¤). The energy barrier for actually
splitting off an ethene molecule is higher than any of the
other barriers. Hence all the isomerization reactions in
Schemes 4 and 5, including ring re-contractions, are
likely to have taken place several times before ethene
formation. An extended scrambling of C- and H-atoms is
therefore to be expected. Experimentally, an incomplete
scrambling is observed.1 The theoretical barrier for
fragmentation could be too high. In addition, the frag-
mentation reaction is likely to have a high activation
entropy. Entropy effects are not considered here.


Ring contraction


Ethene could also be eliminated from protonated xylenes
via an initial ring contraction step. This is mechanisti-
cally shown for ipso-protonated p-xylene. A ring con-
traction of protonated p-xylene, 18, could, according to
common views, be expected to proceed as indicated by
Fig. 2. Our computations did, however, indicate that the
secondary carbenium ion in Fig. 2 is not stable, i.e. it does
not correspond to a minimum on the potential energy


surface of the system. Computations have shown that
contraction of 18 leads to formation of a bicyclic species
(bicyclo[3.1.0]hexane skeleton). Scheme 6 shows this.
An impression of the geometry of the species 18, 37TS
and 38 in the first reaction step in this scheme is obtained
from Fig. 3, which is based on the precise atomic
positions. Bouchoux et al. reported the formation of
bicyclo[3.1.0]hexenyl ions in reactions between a 1,3-
butadiene radical cation and acetylene.19 Their existence
was predicted by quantum chemical calculations.20


Other species that appear to be important intermediates
and transition states in the reaction paths for elimination
of ethene are also shown in the scheme and there are two
different bicyclic structures. The methyl group of the
three-membered ring can be in an equatorial (33) or axial
(38) position on the cyclohexane ring. As expected, 33
with an equatorial methyl group has the lower energy. It
is about 20 kJ mol�1 lower than that of 38 where there is
an axial methyl group. The difference between the
transition state (32TS and 37TS) energies is in accord
with the product energies and the Hammond principle. It
is worth noting that the barriers for ring contraction are
slightly lower than the expansion barriers discussed
above.


The two conformers 33 and 38 can react further in two
ways. They could split off ethene directly in a one-step
reaction and form 35, or isomerize and form an ethyl
group on the cyclopentadienyl ring, species 40. Presum-
ably the products 35 and 40 could be formed by any of the
precursors 33 or 38. We have, however, not been able to
find a transition state similar to 34TS, forming 35,
from 38 nor a transition state, such as 39TS, that forms
40 from 33.


The transition state 34TS, which involves the breaking
of several bonds, has a very high energy, 296(293)
kJ mol�1. The energy is, however, only marginally higher
than that of the final product, methylcyclopentadienyl
cation, 35, and ethene. The conversion of 33 into 35 plus
ethene is a complex concerted reaction, but we have not
been able to locate any stable intermediates (no minima
on the potential energy surface, PES). The conversion of
38 into 40 is, as could be expected, a rather facile reaction
with a barrier that is only 55 kJ mol�1. The energy of
39TS is lower than that of 37TS.


The ethyl-methylcyclopentadienyl (40) cation can re-
act along two different pathways. It can isomerize via a
ring expansion and form an ethylbenzenium ion, 29, or it
can split off ethene and be transformed into 35. The
energy that is required for the two reactions was found to
be the same. The high energy of 41TS could perhaps be
expected because the expansion proceeds via a formally
primary cation.


The other reaction pathway warrants some further
discussion. The transition state, 42TS, does not have a
very high energy, it is only 269(227) kJ mol�1. This
energy is, however, considerably lower than the energy
of the final product, 35 plus ethene. We believe that theFigure 2. The reaction usually proposed for ring contraction
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cause for this anomaly is that there is a (formal) inter-
mediate, which might be a �-bonded complex that has an
energy below that of 42TS. By separating the complex
components, ethene and 35, the energy becomes
294(325) kJ mol�1. The IRC calculations showed that


ethene was dispelled from the ion. Attempts to find the
complex resulted in formation of ordinary chemical
bonds to the ethene molecule.


H-atom exchange between a methyl group
and ring H-atoms


The gas-phase isotopic labeling experiments carried out
by Mormann and Kuck, where one of the methyl groups
was fully deuterated (CD3—C6H5—CHþ


3 ), show that
there is exchange between the hydrogen atoms originally
on the methyl groups and the ring hydrogen atoms.1 This
hydrogen exchange results in the formation of methane
molecules that do not have the isotopic composition that
would be expected for a simple loss of methane taking
place by a combination of a methyl group and the ipso-
positioned proton. The larger fraction of the eliminated
methane did not show any hydrogen atom scrambling and
had the atomic composition CD3H or CH4. However, 9%
of the methane was found to have the composition
CH2D2, and 6.8% to have the composition CH3D.


We have found a transition state for hydrogen scram-
bling that is in accord with the observed scrambling
between a methyl group and the ring. Figure 4 shows
this transition state on an ipso-protonated p-xylene. We


Scheme 6. A ring contraction mechanism leading to ethyl group formation and ethene elimination from protonated p-xylene.
To keep track of the methyl group carbon, it is marked with the symbol *


Figure 3. Structures and energies for ring contraction from
an ipso-protonated p-xylene to a bicyclic five- and three-
membered ring species. The dotted line indicates the C---C
bond that forms during the reaction
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can see that in this transition state a methane molecule
is almost completely formed. The C—C distance,
ra¼ 1.948(1.862) Å, and the C—H bond lengths,
rb¼ 1.722(1.664) Å, are so long that they show an almost
free methane molecule, whereas the Cmethyl—H bond
lengths, rc¼ 1.113(1.114) Å and rd¼ 1.090(1.092) Å
show that the hydrogen atoms are strongly bonded to
the methyl group C-atom. The normal mode correspond-
ing to the imaginary frequency shows that there is an
exchange between the hydrogen atoms. The energy of the
transition state is 222(201) kJ mol�1, and it has a Cv


symmetry.
We have not carried out a detailed study of the


mechanism for methane elimination, but we have calcu-
lated the reaction energy for methane elimination from 18
at 0 K by the G3 method of Gaussian98, and found
241 kJ mol�1. At 298 K this gives a reaction enthalpy of
247 kJ mol�1. This value is 12 kJ mol�1 above the re-
ported experimental value, 235 kJ mol�1.1 The energy
change (ZPE corrected) for this reaction was also calcu-
lated at B3LYP and MP2 levels of theory, with the result
222(235) kJ mol�1, corresponding to a reaction enthalpy
of 228(242) kJ mol�1 at 298 K. The calculated reaction
energy for splitting off a methane molecule is therefore
somewhat higher than the barrier for hydrogen exchange
between a methyl group and the ring. Hydrogen 1,2-shifts
on the benzene ring are facile. The hydrogen, and
respective deuterium, positions on the benzene ring
thus be fully randomized. The calculations are therefore
in full accord with the experimental result that there is
exchange between the methyl groups and hydrogen


atoms on the ring. Owing to the facile migration on the
ring, there will also be exchange between the two methyl
groups. The experimental results reported by Kuck and
co-workers indicate that methane expulsion and hydro-
gen exchange take place at approximately equal rates.1,21


The theoretical calculations lead to the same conclusion.


DISCUSSION


A conclusion to be drawn from the results presented
above is that the system is very complex, and that definite
conclusions about a precise reaction path are not war-
ranted. Schemes 4–6 show that the barriers for the final
elimination of an ethene molecule are higher than any
other barriers, with a possible exception for the cost of
expanding the cyclopentadienyl cation, 40, to ethylben-
zenium, 29.


The calculations predict that the contraction of the
benzenium ring, with formation of a bicyclo[3.1.0]hex-
ane framework, 33 or 38, requires less energy than a ring
expansion to any of the compounds 3, 12 or 20. However,
in general, the energies of the five-ring systems are higher
than the expanded ring systems. The barriers for back
reaction are therefore much lower, and the fraction of
ions formed by ring contraction must be fairly low. The
final barriers for eliminating ethene, or converting 40 into
ethylbenzenium, are fairly high. The calculations there-
fore predict that if ethene is formed from xylenium ions,
the formation has taken place via PMCH species. Further-
more, ethene formation through 33 or 38 would not be
expected to lead to scrambling. This is borne out by
Scheme 6.


In addition to exploring the chemistry of xylenium
ions, this work has shown that when discussing the MTH
reaction mechanism, ring expansion of alkylarenes
should be taken into account. There is, however, a very
important difference between the acid catalyzed MTH
reaction and gas-phase arenium chemistry with isolated
particles. The catalyst is also a proton acceptor, so neutral
and more stable products (neutral arenes) can be obtained
in one-step reactions. This lowering of product energies
could also lead to lower barriers.


Supplementary material


Additional information containing all optimized geome-
tries and absolute energies of the species that were treated
in this work is available at the epoc website at http://
www.wiley.com/epoc.
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17. Büker HH, Grützmacher HF, Crestoni ME, Ricci A. Int. J. Mass.


Spectrom. 1997; 160: 167–181.
18. Salpin JY, Mormann M, Tortajada J, Nguyen MT, Kuck D. Eur. J.


Mass. Spectrom. 2003; 9: 361–376.
19. Bouchoux G, Yanez M, Mo O. J. Phys. Chem. A 2000; 104: 5778–


5786.
20. Bouchoux G, Yanez M, Mo O. Int. J. Mass. Spectrom. 1999; 185–


187: 241–251.
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epoc ABSTRACT: The photochemistry of 9-fluorenone oxime phenylglyoxylate (1) in tetrachloromethane was investi-
gated by a variety of time-resolved methods [STEP-SCAN TRIR and time-resolved EPR (TREPR)]. Photolysis of 1
yields the benzoyl radical, carbon dioxide and the fluorene-9-iminyl radical on pulsed irradiation (�¼ 355 nm). All
radicals have a lifetime in the range of microseconds and can be detected within the rise time of our time-resolved
equipment before undergoing recombination or reactions with the solvent. The benzoyl radical shows a strong
absorption (~��C==O¼ 1824 cm�1) in the IR spectrum. Upon purging the solution with oxygen, the benzoyl radical is
quenched to yield the benzoylperoxy radical (~��C==O¼ 1814 cm�1), which has a lifetime that is several microseconds
longer than that of the benzoyl radical. Owing to the lack of a good IR chromophore, the fluorene-9-iminyl radical is
not detected by IR spectroscopy. It can, however, be detected by TREPR spectroscopy, which allows the detection of a
1 : 1 : 1 triplet of the fluorene-9-iminyl radical at 3456 G and a 1 : 2 : 1 triplet of the benzoyl radical at 3460 G.
Copyright # 2004 John Wiley & Sons, Ltd.
Additional material for this paper is available in Wiley Interscience.
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theory


INTRODUCTION


It has recently been shown by our group1 that fluorenone
oxime oxalates are suitable precursors for the generation
of alkoxycarbonyl radicals. They are synthesized easily
and show excellent thermal stability. Irradiation with
�¼ 355 nm yields carbon dioxide, the fluorene-9-iminyl
radical and an alkoxycarbonyl radical in a clean reaction.
We were able to show that the STEP-SCAN technique is a
powerful tool for the investigation of this photoreaction.
The technique allows the detection of a variety of different
reactive acyl type intermediates with different stabilities
depending on the substituents. One of the most interesting
acyl radicals is the benzoyl radical, which plays an
important role in the initiation process of polymerizations
[e.g. photopolymerization of methyl methacrylate
(MMA)].2,3 A variety of precursors have been synthesized
and checked by laser flash photolysis to be suitable
sources for benzoyl radicals.4,5 The most common method
to generate benzoyl radicals photochemically consists of
the irradiation of ketones, which undergo �-cleavage
(Norrish type I reaction). Such reactions have been
monitored by time-resolved IR spectroscopy using a


dispersive IR spectrometer.4,6a The reaction of the ben-
zoyl radical with molecular oxygen has been reported to
yield the benzoylperoxy radical, PhC(O)OO.4 Peroxy
radicals, and possibly their tetroxide dimers, play an
important role in atmospheric chemistry.6b The self-reac-
tion of gas-phase acylperoxy radicals, such as the acet-
ylperoxy radical,6c has been reported to lead to alkyl
radicals via acyloxy radicals. We have undertaken a study
using different time-resolved methods and a variety of
theoretical methods to investigate the photochemistry of
9-fluorenone oxime phenylglyoxylate (1) and to demon-
strate the potential of this compound to serve as a source
for the generation of acyl radicals, especially the benzoyl
radical and the benzoylperoxy radical.


RESULTS AND DISCUSSION


Laser flash photolysis (LFP) of 1 in tetrachloromethane
(4.0 mM, Ar purge) at �ex¼ 355 nm resulted in bleaching
of the precursor bands at ~��C==O¼ 1768 and 1691 cm�1 and
the formation of a transient at ~��C==O¼ 1824 cm�1 (Fig. 1).
Additionally, the strong �as of CO2 at ~��C==O¼ 2336 cm�1


was observed. Both the 1824 cm�1 transient and �as (CO2)
built up during the rise time (25 ns) of the STEP-SCAN
set-up. Furthermore, an IR band growing in at
~��C==O¼ 1779 cm�1 was detected. When the solution was
purged with oxygen prior to LFP, again the disappearance
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of two precursor bands and the immediate formation of
the CO2 absorption at ~��C==O¼ 2335.8 cm�1 were noted. A
transient species was observed at ~��C==O¼ 1814 cm�1 de-
caying with a lifetime of 5.2� 0.2ms. With oxygen purge,
the IR absorption due to CO2 at ~��C==O¼ 2336 cm�1 under-
goes a secondary growth. The lifetime of this secondary
growth (� ¼ 6.1� 0.5ms) does not change when the oxy-
gen concentration is varied.


Strong IR absorptions near 1800 cm�1 are character-
istic of acyl radicals.4,6a Thus, the benzoyl radical 3 is a
likely assignment for the ~��C==O¼ 1824 cm�1 transient.
The first step in the reaction sequence would be cleavage
of the N—O bond of the fluorenone oxime part of
the molecule, followed by rapid decarboxylation of the
benzoylcarbonyloxy radical 2. In presence of 3O2 the
benzoyl radical 3 is effectively trapped and the benzoyl-
peroxy radical 4 is formed (Scheme 1).


The position of �C==O of the benzoyl radical had been
reported before.4,5 A calculated vibrational spectrum
[UB3LYP/6–311þG(d,p)] and the literature value are
in good agreement with our experimental data. Decar-
boxylation of the intermediate benzoylcarbonyloxy radi-
cal 2 causes the intense initial absorption at ~��C==O


(CO2)as¼ 2335.8 cm�1 The benzoylcarbonyloxy radical
2 itself has such a short lifetime that it cannot be
monitored with our set-up.


A plot of the band integrals versus the time yields
the lifetime of 3 in CCl4. The measured lifetime of
� ¼ 1.0� 0.05 ms is in good agreement with published
experimental data.6a Quenching of the benzoyl radical 3
with 3O2 leads to the formation of the benzoylperoxy
radical 4, which has a characteristic absorption at
~��C==O¼ 1814 cm�1, decaying with a measured lifetime
of � ¼ 5.2� 0.2ms (Fig. 2).


Figure 1. Time-resolved IR difference spectra (time resolution 100 ns, spectral resolution 6 cm�1) showing the photochemistry
of 1 in CCl4 purged with argon. Bands appearing on irradiation (�¼355nm) are pointing upwards; bands disappearing are
pointing downwards. Solid line, spectrum 100ns after irradiation; dotted line, spectrum after 20 ms


Scheme 1
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In a further quenching experiment we used bromotri-
chloromethane as an effective scavenger for the benzoyl
radical 3. The lifetime of 3 in the presence of 3 mM


CCl3Br is � ¼ 460� 50 ns. From this value and the life-
time of 3 in neat CCl4, the rate constant for the reaction
of 3 with BrCCl3 can be estimated to be k¼
3.7� 108 l mol�1 s�1, which is higher than the published
value of k¼ (2.2� 0.1)� 108 l mol� 1 s� 1.4 Concomitant
with the decay of 3, we observed a growth at
~��C==O¼ 1780 cm�1 (� ¼ 450� 50 ns), which is assigned
to the product, benzoyl bromide. Evaluation of the
growth kinetics of benzoyl bromide gave a similar value
of k¼ 3.8� 108 l mol�1 s�1. Experimental data and cal-
culated IR modes are summarized in Table 1.


The photochemistry of 1 was also investigated by
time-resolved EPR (TREPR) spectroscopy. LFP
(�ex¼ 355 nm) of a 5 mM solution of 1 in CCl4 (1 atm
Ar) led to the detection of two sets of transient signals,
both of which evolve during the laser pulse. The 1:2:1
triplet centred at 3460.3 G (Jmeta¼ 1.3 G) is attributed to
the benzoyl radical,7–12 whereas the 1:1:1 triplet centred
at 3455.7 G (JN¼ 9.7 G) is assigned to the 9-fluorenonei-
minyl radical 5 (Fig. 3).13 Hence TREPR clearly


demonstrates that both the benzoyl radical 3 and the
iminyl radical 5 are formed very rapidly upon LFP of 1.


Our results presented so far agree well with what has
previously been known about the chemistry of the ben-
zoyl radical. Noteworthy, however, is the secondary
build-up of IR absorption due to carbon dioxide. The
formation of CO2 from benzoylperoxy radicals 4 had
been observed before by Hancock-Chen and Scaiano,
who could follow this reaction only indirectly by mon-
itoring the formation of phenylperoxy radicals.14 Their
reaction mechanism involves the dimerization of 4 to a
highly labile dibenzoyl tetroxide (6), which subse-
quently decays yielding 2 equiv. of benzoyloxy radicals
(7). The latter rapidly decarboxylate, yielding phenyl
radicals (8), which in turn react with oxygen to yield
phenylperoxy radicals (9) as observed by Hancock-Chen
and Scaiano. The reaction mechanism is shown in
Scheme 2.


Calculations [B3LYP/6–311þG(d,p)] on dibenzoyl
tetroxide (6) predict two similarly intense C——O bands
at ~��C==O¼ 1792 and 1823 cm�1. In our TRIR experi-
ments, no transient double peak was observed in this
region of the spectrum. Hence our experiments do not
allow us to conclude whether 6 is indeed involved in the
decay of 4.


Molecules containing several heteroatoms connected
in a chain are notoriously difficult to describe by theore-
tical methods.15a,b Owing to the size of the molecule,
calculations on 6 and its reactions were limited to
standard density functional theory (DFT). In order to
check for the reliability of the method chosen, we also
studied the model system diformyl tetroxide (10), using
both DFT and MP4(SDQ) ab initio theory. The structure
of 10, optimized at the MP4(SDQ)/6–31þG(d) level of
theory, consists of a chain of four oxygen atoms with an
O—O—O—O dihedral angle of 82.2 �. The formyl
groups are oriented such that the vectors of the carbonyl
dipole moments point in nearly opposite directions. As a
result the two formyloxy groups show opposing confor-
mations of the C—O bonds (one Z and one E).


The results of our calculations on the formation and
reactions of 10 are summarized in Scheme 3. Formation
of 10 from (Z )-formylperoxy [(Z )-11] and (E)-formyl-
peroxy [(E )-11] is calculated to be exothermic by
16–19 kcal mol�1 (1 kcal¼ 4.184 kJ). The reaction is


Figure 2. A three-dimensional representation of the time-
resolved difference STEP-SCAN FTIR spectrum of 1 in
oxygen-saturated CCl4. The transient absorption is observed
at 1814 cm�1. Carbon dioxide is observed at 2336 cm�1,
whereas the two disappearing bands at 1768 and
1691 cm� 1 belong to the starting material


Table 1. Lifetime, experimental and calculated C——O stretching vibrations of the transient species


Species Lifetime �a (ms) Lifetime �(ms) �C==O expa (cm�1) �C==O exp (cm�1) �C==O calcdb


2 — — — — 1733
3 1.0� 0.02 1.76 1824 18286 1882


18185


4 5.2� 0.2 — 1814 18206 1870
CO2 — — 2336 — —


a In CCl4, ambient temperature.
b UB3LYP/6–311þg(d,p), unscaled.
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thus predicted to be more exothermic than the dimeriza-
tion of alkylperoxy radicals such as methylperoxy,
for which �H of the dimerization reaction had
been calculated by DFT (B3LYP/6–31G**) to be
�9.34 kcal mol�1.15c Cleavage of 10 can also occur at
the O1—O2 bond, which yields the formyloxy radical 12
and the formyltrioxy radical 13. Trioxy radical 13 is only
found to be a minimum when MP4(SDQ) theory is used,
whereas attempted optimization using B3LYP theory
results in fragmentation into 12 and oxygen. Overall,
the fragmentation of 10 into 2 equiv. of 12þO2 (3�g�) is
predicted to be weakly endothermic [MP4(SDQ)] or
exothermic (B3LYP). Direct oxygen transfer from (Z)-
11 to another molecule of (Z)-11, yielding a (13þ 12)
triplet radical pair, can also possibly occur. On the triplet
surface, this reaction is predicted to have a significant
activation enthalpy of �H #¼ 35.1 kcal mol�1 (B3LYP).


The results of our calculations on 6 and its formation
and fragmentation reactions are summarized in Scheme 4.


Figure 3. Time-resolved EPR spectrum of the doublet
transient species formed upon LFP (�ex¼355 nm) of 1 in
CCl4


Scheme 2
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Owing to the size of the molecule, MP4(SDQ) ab initio
theory could no longer be applied here, and the calcula-
tions are limited to DFT (B3LYP).


Dibenzoyl tetroxide (6) shows a helical structure, as
does diformyl tetroxide (10). Unlike in 10, the dihedral
angle DOC � � �CO which is defined by the two C——O bonds
is no longer close to 180 � {6, DOC � � �CO¼ 40.2 �; 10,
DOC � � �CO¼ 167.3 � [MP4(SDQ)]}. Hence, in 6, the or-
ientation of the vectors of the dipole moments of the two
carbonyl moieties is closer to parallel than to antiparallel.
The chemistry of 6 should be similar to that of 10. The
fragmentation of 6 into 2 equiv. of benzoyloxy radical 7
plus O2 (3�g�) is predicted to be more exothermic
[B3LYP/6–311þG(d,p): �H¼�20.2 kcal mol�1] than
the corresponding fragmentation of 10. This is probably
due to stabilization of 7 by the phenyl substituent.
However, the oxygen transfer reaction from (Z)-4 to
another molecule of (Z)-4, yielding 7 plus 14, which
should then decay into O2 (3�g�) plus a second molecule
of 7, is predicted to have a significant activation enthalpy


of �H #¼ 34.6 kcal mol�1. The TS for O-transfer from
(Z)-4 to (Z)-4 is calculated to have an rO2—O3 of the
newly formed benzoyltrioxy fragment of 137 pm, which
is shorter than rO2—O3 of 6. This indicates that along the
reaction coordinate of the O-transfer reaction the disso-
ciation of 14 does not proceed to any significant degree.
Hence the TS for O-transfer from (Z)-4 to (Z)-4 is not
able to profit from the energy gain connected with the
fragmentation of 14 into 7 plus O2 (3�g�). As the same
argument probably applies for the fragmentation of 6
into 7 plus 14, this reaction can also be expected to
have a significant activation enthalpy of the order of
25 kcal mol�1 (cf. Scheme 3, MP4 results). It is noted that
we have been unable to locate a transition structure for a
direct fragmentation of 6 (10) into 2 equiv. of 7 (12) plus
O2 (3�g�), in which both O—O bonds would be broken
simultaneously. The results of our calculations on the
system 6–4 are summarized in Fig. 4.


Bimolecular self-quenching of two molecules of ben-
zoylperoxy radicals 4 could thus give rise to tetroxide 6 in


Scheme 3


PHOTOCHEMISTRY OF 9-FLUORENONE OXIME PHENYLGLYOXYLATE 211


Copyright # 2004 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 207–214







a mildly exothermic, yet entropically unfavourable reac-
tion. For the dissociation of the related di-tert-butyl
tetroxide into two molecules of tert-butylperoxyl, Hon-
eywill and Mile16 recently reported �H¼ 7.9 kcal mol�1


and �S¼ 33.3 cal mol�1 K�1. If we assume a similar
reaction entropy for the cleavage of 6, a �G of around
0 kcal mol�1 results for the dissociation of 6 at ambient
temperature. Hence the room temperature dimerization of
4 could (but does not have to) play a role in the chemistry
of 4. If the reaction pathway leading from 4 to 7 is to run
via tetroxide 6, the reaction of 6 leading to 7 has to
compete with the re-dissociation of 6 into 2 equiv. of 4. In
our calculations, however, we have been unable to find
such a monomolecular reaction of 6. Bimolecular reac-
tions of 6 therefore cannot be excluded. Direct oxygen
transfer from 4 to 4, yielding 2 equiv. of 7 plus O2


(3�g�), represents an alternative mechanism, which


does not involve 6. This reaction, however, is predicted to
be impeded by a significant activation enthalpy.


CONCLUSION


We have shown by two independent time-resolved meth-
ods that 9-fluorenone oxime phenylglyoxylate is a very
good precursor for the generation of benzoyl radicals.
Photolysis of 1 leads in good yields and in a clean
photoreaction to the benzoyl radical 3, which plays an
important role in a variety of synthetic applications, such
as photochemical-initiated polymerization reactions. By
the combined use of time-resolved FTIR spectroscopy,
DFT and ab initio calculations we were able to gain new
insights into the reaction of 3 in the presence of 3O2


leading to secondary growth of carbon dioxide.


Scheme 4
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EXPERIMENTAL


STEP-SCAN FTIR. For time-resolved measurements we
used the set-up described previously.1,17 Excitation of
the sample was carried out by the third harmonic
(355 nm) of an Nd:YAG laser (Spectra-Physics Quanta-
Ray LAB 130) with a repetition rate of 10 Hz. To avoid
thermal effects and shockwaves, the laser energy was
attenuated to between 10 and 18 mJ per pulse by an
external attenuator.


All measurements were carried out with 6 cm�1 reso-
lution in a spectral range between 0 and 3160 cm�1,
resulting in an interferogram containing 1060 points.
The signal was averaged 20 times per sampling position.
In all experiments a time range of 20ms was recorded
with a resolution of 25 ns. After FT, the average of 20
successive spectra was calculated to achieve a better
signal-to-noise ratio, resulting in an effective time resolu-
tion of 500 ns. If necessary, this figure can be improved
by averaging a smaller number of spectra. The sample
was dissolved (between 1.0 and 1.5 g l�1, depending on
the layer thickness of the cell) in carbon tetrachloride
(Riedel-de Haën, spectroscopic grade) and purged with
argon for at least 45 min.


TREPR. The TREPR spectra were measured with a Bruker
Elexsys E500 spectrometer at 9.66 GHz microwave fre-
quency and 0.002 W microwave power. The ER4118 split
ring resonator was equipped with a 1 mm inner diameter
quartz tube connected to an Ismatec IPC dispensing
pump with PTFE tubing. An argon-purged 5 mM solution
of 1 in CCl4 was pumped through the quartz tube at a


flow-rate of 50 ml min�1 The photoreaction was initiated
by the third harmonic (355 nm) of an Nd:YAG laser
(Spectra-Physics Quanta-Ray LAB 130) with a repetition
rate of 10 Hz. The laser beam was widened by an
f¼ 50 mm Suprasil lens. Three hundred time traces
(10ms, 1000 points; averaged over 50 laser pulses)
between 3442 and 3442 G (0.1 G resolution) were re-
corded with a LeCroy 9450 digital oscilloscope triggered
by a Thorlabs DET210 photodetector (1 ns rise time,
200–1100 nm spectral range).


Calculations. Calculations were performed with the
Gaussian 98 suite of programs.18 Vibrational spectra
were calculated using the B3LYP19 functional or
MP4(SDQ)20,21 with 6–311þG(d,p) or 6–31þG(d,p)
basis sets. The calculated vibrational frequencies given
are unscaled.


9-Fluorenone oxime phenylglyoxylate (1). 9-Fluorenone
oxime (3.5 g, 17.9 mmol) was suspended in dry dichlor-
omethane (170 ml). A solution of phenylglyoxylyl chlor-
ide (3.9 g, 23.1 mmol) in dry dichloromethane (10 ml)
was added dropwise. After a few minutes, the colour of
the solution changed and after an additional 1 h of stirring
the solution became clear. The solution was stirred for a
further 12 h at room temperature. Removal of the solvent
yielded a residue, which was recrystallized from hexane
(�1500 ml). This yielded 5.1 g (87%) of pure 1. IR
(KBr): ~��C==O¼ 1753, 1676, 1597, 1579, 1453, 1320,
1228, 1204, 1150, 1105, 1002, 950, 880, 843, 816, 785,
750, 729, 687, 677, 646 cm�1 1H NMR (200 MHz,
DMSO-d6): � 7.35 (td, 1H), 7.41 (td, 1H), 7.62 (m, 5H),


Figure 4. Graphic representation of relevant stationary points on the C14H10O6 surface
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7.79 (d, 1H), 7.88 (t, 2H), 8.12 (d, 2H), 8.25 (d, 1H) ppm.
13C NMR (50 MHz, DMSO-d6): � 121.20, 122.75,
128.86, 128.91, 129.19, 129.32, 129.94, 130.46, 132.23,
132.77, 132.83, 133.85, 135.53, 141.05, 142.15, 159.37,
161.24, 185.03 ppm. EI MS: m/z 327, 179, 151, 105, 77,
51, 44, 28. C21H13NO3 (327.339): calcd C 77.06, H 4.00,
N 4.28; found C 76.17, H 4.22, N 4.08%.
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ABSTRACT: The solvent dependence of the 1H, 13C and 15N NMR spectra of (E)-fluoroacetoxime [(E)-FAO] and of
(E)-fluoroacetoxime O-methyl ether [(E)-FAOME], was examined and the HF, CF and NF couplings are reported.
Density functional theory (DFT) at the B3LYP/6–311þþg(2df,2p) level with ZPE (zero point energy) correction was
used to obtain the rotamer geometries. In both (E)-FAO and (E)-FAOME the DFT method gave two energy minima
corresponding to the cis (F—C—C——N, 0 �) and gauche (F—C—C——N, 124.1 �) rotamers. In contrast, in (Z)-FAO
the DFT method gave only one energy minimum corrsponding to the trans rotamer. The 4JHF and 1JCF couplings in
(E)-FAO were analyzed by solvation theory assuming the cis and gauche forms to give Ecis � Egauche ¼ 3:3 kcal mol�1


in the vapor phase, decreasing to 1.54 kcal mol�1 in CCl4 and �1.19 kcal mol�1 in DMSO (1 kcal¼ 4.184 kJ. In (E)-
FAOME the observed couplings, when analysed similarly by solvation theory, gave Ecis � Egauche ¼ 2:2 kcal mol�1 in
the vapor phase, 0.91 kcal mol�1 in CCl4 and �1.18 kcal mol�1 in DMSO. The 3JNF coupling was independent of the
molecular conformation, as it did not change with the solvent polarity. Copyright # 2003 John Wiley & Sons, Ltd.


KEYWORDS: 1H, 13C, 15N NMR; conformations; fluoroacetoximes; solvation theory; theoretical calculation


INTRODUCTION


Oximes constitute an important and very interesting class of
organic compounds owing to their ambifunctional nucleo-
philic character and their biological properties. They are
amongst the most useful and versatile synthetic intermedi-
ates in organic chemistry,1,2 as nicely exemplified by the
synthesis of several 5-substituted 2-acetylthiophenes.3


The introduction of a fluorine atom in oximes has led to
compounds of tremendous interest in biological chemis-
try. The last three decades have seen increasing interest in
fluorinated biological analogues in studies of metabolism
and biosynthetic pathways and also in the pharmacolo-
gical properties of fluoroximes.4 Thus, selectively �-
fluorinated �-amino acids have been extensively ex-
plored as surrogate substrates for decarboxylases, race-
mases and transaminases, and other fluorinated amino
acids which are assimilated biochemically into proteins.5


However, in contrast to fluoroacetone, its precursor, the
conformational analysis of fluoroacetoxime (FAO) and of


its O-methyl ether (FAOME) has been almost entirely
neglected. Microwave,6 IR, Raman and ab initio calcula-
tions7 and a recent NMR, IR and theoretical investiga-
tion8 have all shown that fluoroacetone has two stable
rotamers, the cis (F—C—C——O, 0 �) and trans (F—
C—C——O, 180 �). However, for the oxime (FAO) just
qualitative (or semiquantitative) investigations have been
reported9,10 and none for the oxime O-methyl ether. An
NMR and theoretical investigation11 has shown that the
conformational equilibrium of 2-methylcyclohexanone
oxime and of its O-methyl ether is between the equatorial
and axial conformers with �Eeq�ax ¼ 0:88 kcal mol�1


for the oxime and 0.75 kcal mol�1 (1 kcal¼ 4.184 kJ) for
the methyl ether, in both polar (acetone) and non-polar
(C2H2Cl4) solvents.


We present here the conformational isomerism of
fluoroacetoxime [Fig. 1(a)] and of its corresponding O-
methyl ether [Fig. 1(b] by a combined theoretical, NMR
and solvation technique, which has given good results for
other systems.8


Oximes show strong intermolecular hydrogen bonding
in non-polar solvents,9,12 which affects the 1H NMR
chemical shifts.13 The influence of this interaction on
the conformational equilibrium, and on some selected
coupling constants (4JHF,


1JCF and 2JCF) was evaluated.
The synthesis of FAO and FAOME gave the two geometric
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isomers, E and Z, with more than 80% of the E-isomer.
Sensitivity considerations meant that only the E-isomer
could be studied by the solvation technique in which
accurate values in the coupling constants are required.


Thus, the 1H and 13C NMR spectra, in different
solvents, were obtained. Both the 4JHF and 1JCF, cou-
plings are sensitive to the F—C—C——N orientation.
However, there are no reports regarding the use of the
3JNF coupling constant in conformation analysis, or if this
coupling is sensitive or not to the F—C—C——N orienta-
tion. The use of density functional theory (DFT) calcula-
tions plus solvation theory14 allowed us to define the
interconverting rotamers in (E)-FAO and (E)-FAOME
and hence to use the observed coupling constants to
obtain the conformer energy differences in the vapor
phase and in solution.


THEORY


The ab initio study (DFT/B3LYP level) was performed
through the Gaussian 98 program.15 The solvation theory
has been fully described elsewhere,14,16 hence only a
brief description is given here. The solvation energy of
any molecule in state A is the difference between the
energy in the vapor (EA


V) and in any solvent (EA
S) of


relative permittivity ". This is given in terms of the
dipolar (kA) and quadrupolar (qA) reaction field terms
plus a direct dipole–dipole term, to take into account the
breakdown of the Onsager reaction-field theory in very
polar media.14 The input for the program is simply the
dipole and quadrupole moments plus the solute radius
and refractive index, both calculated by the program. In
state B a similar equation is obtained, differing only in the
values of the dipole and quadrupole terms. Subtraction of
the two equations gives �ES (EA


S�EB
S), the energy


difference in any solvent of given relative permittivity in
terms of �EV and calculable parameters. An accurate
account of the solvent dependence of a variety of con-
formational equilibria is obtained.8,16–20


It should be noted that the calculated energies corre-
spond to potential energy differences whereas the experi-
mental results refer to free energies (�G). However, the
entropy value for the present system is negligible, hence
�G¼�E.


The calculations were performed with the MODELS
program,14 using as input the geometries from Gaussian.
The dipole and quadrupole moments of the molecules
were calculated directly from the partial atomic charges
in the molecule, obtained from the CHARGE routine.21


RESULTS


Theoretical calculations


The potential energy surface (PES) for the E-isomer of
fluoroacetoxime [(E)-FAO] (Fig. 2), at the B3LYP/6–
31g(d,p) level showed two stable rotamers, cis and
gauche (Fig. 3). The PES for the E-isomer of fluoroace-
toxime O-methyl ether [(E)-FAOME] presents the same
shape and the same stable rotamers. Their geometries and
energies were optimized at the B3LYP/6–311þ
þ g(2df,2p) level with ZPE (zero point energy) correc-
tion and are given in Table 1. In contrast, similar
calculations for the Z-isomer of FAO [(Z)-FAO] gave
only one minimum at the trans form (F—C—C——N,


Figure 1. Geometric isomers for (a) FAO and (b) FAOME


Figure 2. Potential energy surface for (E)-FAO


Figure 3. The cis and gauche rotamers for (a) (E)-FAO and
(b) (E)-FAOME
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180 �) (Fig. 4). The cis form is at an energy maximum and
is 8.2 kcal mol�1 higher in energy. There is no other
minimum, even when solvation effects are included in
the calculations.


The DFT calculated dipole moments are 1.63 D
(gauche) and 2.41 D (cis) for (E)-FAO and 1.84 D
(gauche) and 2.45 D (cis) for (E)-FAOME. Using the
DFT geometries, the CHARGE routine21 gave as dipole
moments 1.40 D (gauche) and 2.56 D (cis) for (E)-FAO
and 1.42 D (gauche) and 2.76 D (cis) for (E)-FAOME.
The DFT and CHARGE dipole moments are reasonably
consistent, hence the partial atomic charges calculated
through CHARGE may be used with confidence in the
solvation calculations. The values of the solvation para-


meters are given in Table 2. The refractive index and
molar volume were calculated by the program.


NMR data


The results from theoretical calculation can now be
combined with NMR data and solvation theory to deter-
mine the rotamer populations in solution. The 1H, 13C and
15N NMR data (chemical shifts and coupling constants)
for (E)-FAO and (E)-FAOME are given in Tables 3 and 4;
the data for the corresponding Z-isomers are not included,
owing to their low intensity. Although the use of 3JHH


coupling (Karplus equation) in conformational analysis is
well established,22 this is not the case for the 4JHF,


1JCF


and 2JCF couplings measured here. Hence it is necessary
to determine how much the observed changes in the
coupling values are due to changes in conformer popula-
tions and how much to an intrinsic solvent dependence.


Table 1. Calculated geometries [bond lengths (Å) and
angles (degrees)], energies and dipole moments for (E)-
FAO and (E)-FAOME at the B3LYP/6–311þþg(2df,2p) level


(E )-FAO (E )-FAOME


Parameter gauche cis gauche cis


r(C——N) 1.274 1.269 1.276 1.271
r(N—O) 1.401 1.406 1.391 1.397
r(C—C) 1.498 1.501 1.498 1.501
r(C—F) 1.400 1.377 1.402 1.377
r(O—H) 0.962 0.961
r(O—C) 1.424 1.423
r(C—H) 1.091 1.092 1.090 1.091
ff(C—C——N) 114.8 117.5 114.9 117.5
ff(C——N—O) 111.9 112.9 112.2 113.1
ff (N—O—H) 102.8 102.2
ff(N—O—C) 109.5 108.9
ff(F—C—C) 109.8 113.5 109.8 113.5
ff(H—C—C) 110.5 110.4 110.8 111.3
�(F—C—C——N) 124.1 0.00 124.1 0.00
�(C——N—O—H) 178.9 180.0
�(C——N—O—C) 178.9 180.0
Erel (kcal mol—1) 0.00 3.4 0.00 3.2
� (D) 1.63 2.41 1.84 2.45


Figure 4. Potential energy surface for (Z)-FAO


Table 2. Parameters for reaction-field calculations for (E)-FAO and (E)-FAOME


Isomer Rotamer Dipole moment (D) k (kcal mol�1) h (kcal mol�1) nD VM l


(E)-FAO gauche 1.40 0.9001 4.2003 1.3916 79.314 0.4758
cis 2.56 3.0028 11.4761 1.3916 79.314 0.4758


(E)-FAOME gauche 1.42 0.7430 2.6114 1.3945 98.100 0.4789
cis 2.76 2.8352 6.8643 1.3945 98.100 0.4789


Table 3. Chemical shifts (ppm) and couplings constants (Hz) for (E)-FAO


Solvent �H �H2 �H3 �C1 �C2 �C3 �N 2JHF
4JHF


1JCF
2JCF


3JCF
3JNF


CCl4 9.44 4.78 1.97 153.8 82.6 10.8 �27.3 47.16 0.86 169.5 20.4 1.1 7.8
CDCl3 9.00 4.84 1.99 154.6 83.8 11.1 46.90 0.90 168.2 19.4 1.3
CD2Cl2 9.00 4.84 1.97 154.8 83.8 11.0 46.90 0.95 167.2 18.8 1.4
Pure liquid 10.95 5.20 2.32 155.2 83.3 10.6 �23.5 47.91 0.76 166.2 18.7 1.4 7.9
Acetone-d6 10.24 4.83 1.91 153.4 85.1 10.9 �23.5 47.34 1.58 163.2 19.0 0.9 8.0
CD3CN 8.96 4.82 1.89 154.4 85.2 11.2 47.16 1.46 163.0 18.7 1.1
DMSO-d6 10.76 4.84 1.83 151.7 84.2 11.0 �16.6 47.25 1.70 161.9 18.5 0.7 8.1
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This can be answered by comparing the observed
changes with the solvent in (E)-FAO and (E)-FAOME
(Tables 3 and 4) with those of 1,1,1-trifluoroacetoxime
(TFAO) presented in Table 5, for which there is only one
conformer, as can be concluded from its calculated PES
and from the invariance of its coupling constants with the
solvent. Moreover, the TFAO was obtained as a single
configurational isomer (E-isomer). The 1JCF coupling in
(E)-TFAO is essentially independent of the solvent, thus
the large changes in these couplings for (E)-FAO (169.5
! 161.9 Hz) are appreciable but smaller changes for (E)-
FAOME (168.2! 163.2 Hz) may be attributed to
changes in rotamer populations. An alternative method
of testing whether the changes in the couplings are due to
population changes only is simply to plot one variable
against another. If the changes are due solely to popula-
tion changes, the plots are linear.8 This procedure showed
that, for both (E)-FAO and (E)-FAOME, the 1JCF vs 4JHF


plots are accurately linear (correlation coefficients 0.97),
but this is not the case for 2JCF. Therefore, we will
consider only the 1JCF and 4JHF couplings.


The results in Tables 3 and 4 show that any intermo-
lecular hydrogen bonding does not affect the coupling


constants, because the values of 1JCF for (E)-FAO are
very similar to those for (E)-FAOME, which cannot form
a hydrogen bond. To test this result further, 1H and 13C
NMR spectra in CCl4 and DMSO were recorded for (E)-
FAO, at different concentrations, and the results are
shown in Table 6. The coupling constants do not change
with concentration, hence no appreciable effect from a
possible intermolecular hydrogen bond is observed in the
(E)-FAO coupling constants.


It is also noted that the 3JNF couplings in (E)-FAO and
(E)-FAOME (Tables 3 and 4) are almost constant in all
solvents, indicating that this coupling is independent of
the molecular conformation.


(E )-Fluoroacetoxime


The theoretical calculations have shown that (E)-FAO
occurs as two stable rotamers in the vapor phase, cis and
gauche. The NMR data from Table 3 can now be
combined with the solvation calculations via Eqn. (1),
where ncis and ngauche are the mole fractions of the cis and
gauche rotamers:


Jobs ¼ ncisJcis þ ngaucheJgauche


ncis þ ngauche ¼ 1


ncis=ngauche ¼ 1=2eð��E=RTÞ


�E ¼ Ecis � Egauche ð1Þ


In Eqn. (1), the statistical weight of two for the gauche
rotamer is due to the occurrence of two mirror image


Table 4. Chemical shifts (ppm) and coupling constants (Hz) for (E)-FAOME


Solvent �H2 �H4 �H3 �C1 �C2 �C3 �C4 �N 2JHF
4JHF


6JHF
1JCF


2JCF
3JCF


3JNF


CCl4 4.72 3.83 1.88 151.6 82.7 61.9 11.1 0.9 47.34 1.10 0.73 168.2 20.6 1.1 7.7
CDCl3 4.81 3.89 1.93 152.7 83.5 61.8 11.5 �1.6 47.07 1.15 0.60 166.8 19.6 7.8
CD2Cl2 4.79 3.86 1.90 152.9 84.0 61.9 11.5 47.17 1.25 165.7 19.2 0.9
Pure liquid 4.89 3.91 2.02 152.9 83.9 61.5 10.9 47.11 1.23 0.60 165.4 19.8 0.9
Acetone-d6 4.83 3.83 1.88 153.3 84.4 61.9 11.5 1.2 47.17 1.40 0.66 164.0 19.0 1.1 7.8
CD3CN 4.81 3.84 1.88 153.5 84.4 61.9 11.4 0.2 47.05 1.38 0.70 163.6 18.7 8.0
DMSO-d6 4.86 3.82 1.85 152.6 83.3 61.4 11.5 �0.2 46.92 1.31 0.68 163.2 18.4 8.0


Table 5. Chemical shifts (ppm) and coupling constants for
(E)-TFAO


Solvent �H1 �H2 �C1 �C2 �C3
1JCF


2JCF


Acetone-d6 11.62 2.01 145.7 122.0 8.8 271.1 32.1
CD3CN 10.01 1.97 147.1 120.5 8.9 271.1 32.2
DMSO-d6 12.39 1.95 144.0 121.0 8.8 271.3 31.5


Table 6. Coupling constants (Hz) for (E)-FAO, in CCl4 and DMSO-d6, at different concentrations


CCl4 DMSO


Concentration (mol l�1) 2JHF
4JHF


1JCF
2JCF


3JCF Concentration (mol l�1) 2JHF
4JHF


1JCF
2JCF


3JCF


0.079 47.1 0.84 169.6 20.4 1.26 0.099 47.2 1.72 161.7 18.4 0.9
0.190 47.1 0.84 169.6 20.2 1.26 0.187 47.2 1.72 161.7 18.5 0.9
0.306 47.1 0.80 169.6 20.2 1.26 0.286 47.2 1.71 161.7 18.5 0.8
0.382 47.0 0.84 169.6 20.1 1.26 0.359 47.2 1.71 161.7 18.5 0.8
0.469 47.0 0.84 169.5 20.1 1.26 0.460 47.2 1.72 161.6 18.4 0.9
0.577 47.0 0.84 169.5 20.1 1.27 0.571 47.2 1.72 161.7 18.4 0.8
0.788 47.0 0.84 169.4 20.1 1.26 0.756 47.2 1.72 161.7 18.4 0.8
0.950 47.0 0.84 169.3 20.1 1.26 0.963 47.2 1.72 161.7 18.4 0.8


CONFORMATIONAL ANALYSIS OF FLUOROACETOXIME 45


Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2004; 17: 42–48







forms. The value of the 1JCF in the pure liquid (166.2 Hz)
gives, with the data from Table 3, an interpolated value of
11.8 for pure liquid relative permittivity.


The search for the best solution, for both the rotamer
energy differences and the values of 1JCFcis


and 1JCFgauche
’


was performed through the program BESTFIT,14 which
calculates the couplings in all solvents through Eqn. (1),
for any given value of �EV, using the solvation energy
obtained from MODELS, and then compares the ob-
served and calculated couplings. The best agreement
was obtained with �EV¼ 3.3 kcal mol�1, 1JCFcis


¼
159.7 Hz and 1JCFgauche


¼ 170.0 Hz, with an r.m.s. error
(observed—calculated couplings) of 0.5 Hz. The energy
differences for each solution (�ES) and the couplings are
given in Table 7. The value of the 4JHF coupling in the
two rotamers may be obtained directly from the linear
relationships noted earlier between the couplings in Table
3. This gives values of 4JHF of 1.94 Hz (cis) and 0.70 Hz
(trans).


(E )-Fluoroacetoxime O-methyl ether


The conformational analysis for this compound followed
the same procedure. The 1JCF coupling again changes
appreciably with solvent, owing to changes in the
percentage of the cis and gauche rotamers. The best
solution from BESTFIT for the rotamer energy difference
and values of the conformer couplings was �EV¼
2.20 kcal mol�1, 1JCFcis


¼ 161.6 Hz and 1JCFgauche
¼


168.9 Hz and using the linear relationships between the
couplings gives 4JHF values of 1.50 Hz (cis) and 1.02 Hz
(gauche). The error for the best solution is smaller than in
the oxime, with an r.m.s. error (observed—calculated
couplings) of 0.1 Hz. The energy differences in solution
(�ES) and couplings are given in Table 7.


DISCUSSION


The NMR data, combined with theoretical calculation
and solvation theory, provide a consistent analysis of the


conformational isomerism in (E)-FAO and (E)-FAOME
in solvents of different polarity.


In (E)-FAO the isomerism is between the cis and
gauche forms. The energy difference is 3.30 kcal mol�1


in the vapor phase, which compares very well with that
calculated (3.4 kcal mol�1) by DFT at the B3LYP/6–
311þþg(2df,2p) level. In (E)-FAOME the isomerism is
similar to that of (E)-FAO, and the observed energy
difference of 2.2 kcal mol�1 is also in fair agreement
with that calculated (3.2 kcal mol�1).


We noted earlier that hydrogen bonding usually affects
proton chemical shifts,13 and this is observed in the
spectra of pure liquid (E)-FAO, in comparison with the
data in solution (Table 3). However, it is noteworthy that
similar changes do not occur for the coupling constants
(Table 3), since no change was detected when the con-
centration was changed in non-polar and polar solvents
(Table 6), and when the OH was replaced by OCH3 to
prevent the formation of hydrogen bonds (Tables 3 and 4).


In �-fluoro ketones8,16,19 and methyl fluoroacetate,18


the stable rotamers are the cis and trans forms but for (E)-
FAO and (E)-FAOME the stable rotamers are cis and
gauche, which is analogous to the case of allyl fluoride.23


Thus the rotational profile about the C—C bond of the
F—C—C——O fragment differs markedly from that in
the F—C—C——N and F—C—C——C fragments. A
possible explanation is that it is due to a stereoelectronic
� interaction of the form Fþ —C—C—O� moiety,
which would be maximized in the planar cis and trans
isomers. This interaction is much less effective in the
nitrogen and carbon analogues as these atoms are less
electronegative than oxygen. However, it is clear from the
theoretical results for (Z)-FAO, in which the trans rota-
mer, but not the cis, is the stable form, that the rotational
profile around the F—C—C——N bond is very finely
balanced and depends crucially on both the orientation
and the substituents on the nitrogen atom. It is of interest
also that there is no evidence for intramolecular hydrogen
bonding in (Z)-FAO as the cis form is at an energy
maximum.


The 1JCF and 4JHF couplings for (E)-FAO are 159.7 and
1.94 Hz (cis) and 170.0 and 0.70 Hz (gauche) and for


Table 7. Conformer energy differences (kcalmol—1) and observed and calculated couplings for (E)-FAO and (E)-FAOME


(E)-FAO (E)-FAOME


1JCF (Hz) 1JCF (Hz)


Solvent Ecis�Egauche Calc. Obs. Ecis�Egauche Calc. Obs.


CCl4 1.54 169.6 169.5 0.91 168.2 168.2
CDCl3 0.58 168.4 168.2 0.15 166.8 166.8
CD2Cl2 0.02 166.6 167.2 0.08 166.7 166.8
Pure liquid �0.11 166.1 166.2 �0.28 165.6 165.7
Acetone-d6 �0.58 164.1 163.2 �0.73 164.3 164.0
CD3CN �1.01 162.4 163.0 �1.05 163.4 163.6
DMSO-d6 �1.19 161.8 161.9 �1.18 163.1 163.2
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(E)-FAOME 161.6 and 1.50 Hz (cis) and 168.9 and
1.02 Hz (gauche). In fluoroacetone, its precursor, 1JCF


and 4JHF are 179.6 and 3.4 Hz (cis) and 188.0 and 5.0 Hz
(trans). For the compounds studied here, the C——N group
leads to smaller couplings than C——O (fluoroacetone),
probably owing to a reduced interaction between the
coupled nuclei in (E)-FAO and (E)-FAOME.


Theoretical data for (Z)-FAO and (Z)-FAOME gave
only one minimum (Fig. 4) for the trans form (F—C—
C——N, 180 �). The 1H and 13C NMR spectra in CDCl3 for
(Z)-FAO and (Z)-FAOME with several scans gave us the
couplings for the Z-isomer. According to the theoretical
calculation, we have only one stable rotamer in the vapor
phase and in solution. Hence the observed couplings in
the Z-isomer for (Z)-FAO (1JCF¼ 169.7 Hz) and for (Z)-
FAOME (1JCF¼ 169.2 Hz) are due to the trans rotamer.
The 4JHF couplings were not measured owing to the
superimposition in the spectra with signals for the E-
isomer.


We note that for (E)-FAO and (E)-FAOME 4JHF and
1JCF are dependent on the molecular conformation, but
this is not the case with 3JNF, which is independent of the
conformation. It is well known that the internuclear
couplings are electron coupled interactions24 for which
there are three possible mechanisms: (1) the nuclear
moments interact with the electronic currents produced
by the orbiting electrons; (2) there is a dipolar interaction
between the nuclear and electronic magnetic moments;
(3) there is an interaction between the nuclear moments
and the electronic spins in s-orbitals, the so-called Fermi
contact term.24


For all couplings involving hydrogen, the Fermi con-
tact term is dominant, and the other terms may be
neglected. Hence this term is dependent on the molecular
conformation. Recent studies25–28 using ab initio and
DFT techniques to calculate the various contributions,
such as Fermi contact (FC), paramagnetic spin–orbit
(PSO), diamagnetic spin–orbit (DSO) and spin–dipolar
(SD) for JCH, JCF and JHF confirmed the predominance of
the Fermi contact contributions and agreed with experi-
ment8,16–20,29 that these couplings are dependent on the
molecular conformation. It is probable that for the 3JNF


coupling the other contributions (PSO, DSO and SD)
predominate and in this case the coupling is independent
of the molecular conformation.


It is noteworthy that there is an apparent contradiction
between our results and trends reported in the literature30


for 1JCF couplings corresponding to a C—F bond placed
� to a �-electronic system. Two competitive effects may
operate on 1JCF couplings in FAO and FAOME: (a) the
hyperconjugative interaction between the C—F bond and
the �-electronic system and (b) the proximity of the N
and F atoms.30


The absolute value of 1JCF is reduced when the inter-
action (a) is increased, wherear an increase of effect (b)
may lead to an increase or decrease of the 1JCF absolute
value, depending on the charge at the proximate atom (in


this case for the cis conformer it should correspond to a
decrease in the 1JCF absolute value). Apparently, for the
reported oximes effect (b) predominates and, therefore,
for the gauche conformer the absolute value of 1JCF


coupling is larger than for the cis conformer, where effect
(b) is relieved.


EXPERIMENTAL


The solvents were obtained commercially, stored over
molecular sieves and used without further purification.
1H, 13C and 15N NMR spectra were obtained on a Varian
Gemini spectrometer operating at 300.06 MHz for pro-
ton, 75.45 MHz for carbon and 30.41 MHz for nitrogen.
Proton and carbon spectra were of ca 20 mg ml�1 solu-
tions with a probe temperature of ca 25 �C. Benzene-d6


was used for the deuterium lock signal for the CCl4
solution and pure liquid. The 1H and 13C spectra were
all referenced to internal TMS. Typical conditions for
proton spectra were 48 transients, spectral width 4000 Hz,
with 32K data points and zero filled to 128K to give a
digital resolution of 0.06 Hz, and for proton-decoupled
carbon spectra 1024 transients, pulse 45 �, relaxation
delay 2.0 s, spectral width 25 000 Hz with 64K data points
and zero filled to 256K for 0.1 Hz digital resolution.


The proton-decoupled nitrogen-15 spectra were ob-
tained by applying a DEPT pulse sequence.31 All spectra
were acquired with a 10 mm tube, at natural abundance,
with ca 300 mg of sample. Nitromethane was used as an
external reference, in a capillary coaxial tube. Typical
conditions were 4000 transients, spectral width 12 000 Hz
with 64K data points and zero filled to 256K to give a
digital resolution of 0.1 Hz. The spectra were all first
order and the coupling constants and chemical shifts were
taken directly from the spectra. The NMR data are
presented in Tables 3–6.


Fluoroacetoxime (FAO). The synthesis was carried out in
a 125 ml three-necked flask equipped with a magnetic
stirrer and condenser. 1-Fluoroacetone (8.7 g, 0.114 mol),
hydroxylamine hydrochloride (7.9 g, 0.114 mol) and so-
dium carbonate (6.04 g, 0.057 mol) were dissolved in
methanol (20 ml) and water (40 ml) was added to the
flask. Acetic acid was then added to the mixture with
stirring to adjust the pH to 4.5 and the mixture was heated
in a water-bath at reflux temperature for 2 h. After cool-
ing, water (40 ml) and CHCl3 (80 ml) were added to the
solution. The organic phase was separated, washed with
water (2� 50 ml) and dried with magnesium sulfate. The
solvent was evaporated and the residue was vacuum
distilled through a Vigreux column to give pure
1-fluoroacetoxime (b.p. 68 �C/25 mmHg), yield 5.8 g
(56%).3 1H NMR (300 MHz, CDCl3, 25 �C, TMS): E-
isomer E, �9.0 (s, 1H, OH), 4.84 (d, 2H, 2JHF¼ 46.9,
CH2), 1.99 (d, 3H, 4JHF¼ 0.90, CH3); Z-isomer, � 9.0 (s,
1H, OH), 5.28 (d, 2H, 2JHF¼ 48.9, CH2).13C NMR
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(75 MHz, CDCl3, 25 �C, TMS): E-isomer, �154.6 (d,
2JCF¼ 19.4, C——N), 83.8 (d, 1JCF¼ 168.2, CH2), 11.1
(d, 3JCF¼ 1.3, CH3); Z-isomer, �157.3 (d, 2JCF¼ 23.2,
C——N), 78.8 (d, 1JCF¼ 169.7, CH2), 15.3 (d, 3JCF¼ 5.1,
CH3).


Fluoroacetoxime O-methyl ether (FAOME). This com-
pound was synthesized according to the procedure de-
scribed above, replacing hydroxylamine hydrochloride
by O-methoxylamine hydrochloride. The residue was
vacuum distilled through Vigreux column to give pure
fluoroacetoxime O-methyl ether [b.p. 84 �C; yield 4.4 g
(56%)].3 1H NMR (300 MHz, CDCl3, 25 �C, TMS): E-
isomer, � 4.81 (d, 2H, 2JHF¼ 47.0, CH2), 3.89 (d, 3H,
6JHF¼ 0.6, OCH3), 1.93 (d, 3H, 4JHF¼ 1.15, CH3); Z-
isomer, � 5.18 (d, 2H, 2JHF¼ 48.2, CH2), 3.8 (s, 3H,
OCH3). 13C NMR (75 MHz, CDCl3, 25 �C, TMS): E-
isomer, � 152.7 (d, 2JCF¼ 23.0, C——N), 83.5 (d,
1JCF¼ 168.0, CH2), 61.8 (OCH3), 11.5 (d, 3JCF¼ 5.5,
CH3); Z-isomer, � 155.6 (d, 2JCF¼ 23.0, C——N), 78.8 (d,
1JCF¼ 169.2, CH2), 61.7 (s, OCH3), 15.3 (d, 3JCF¼ 5.53,
CH3).
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ABSTRACT: A new polymer, Zn2þ–cyclen complex-conjugated polymer 4 (cyclen¼ 1,4,7,10-tetraazacyclododecane),
was synthesized by copolymerization of a Zn2þ–(4-vinyl)benzylcyclen complex (3, ZnL2) with ethylene glycol dime-
thacrylate (EGDMA). The contents of the zinc(II) ions in Zn2þ–cyclen polymer 4 were determined as 36–42mmol g�1,
utilizing a Zn2þ-selective fluorophore, dansylamidoethylcyclen 10 (L3). It was found that 31% of deoxyadenosine 50-
monophosphate (50-dAMP) (50mM) is adsorbed on 4 (corresponding to 50mM) in 20 mM HEPES (pH 7.0) with I¼ 0.1
(NaNO3) at 25 �C. The apparent complexation constants for the 1:1 complex of ZnL2 on 4 with 50-dAMP and 4-NPP,
logKapp(ZnL–S2�) (S2� denotes a phosphomonoester dianion), at pH 7.0 and 25 �C were determined as 4.1� 0.1, which
was larger than that (3.5) for the 1:1 complex of 3 (ZnL2) with 50-dAMP in homogeneous aqueous solution at pH 7.0 and
25 �C. Deoxyadenosine (dA) and adenosine 30,50-cyclic-monophosphate (30,50-cAMP), a cyclic phosphodiester mono-
anion, were negligibly adsorbed on Zn2þ–cyclen polymer4, implying that 4 interacts selectively with phosphomonoester
dianions. For reference, Zn2þ-free polymer 8 (prepared from 4) and control polymer 9 (prepared by copolymerization of
styrene with EGDMA) hardly adsorbed 50-dAMP, dA and 30,50-cAMP. High-performance liquid chromatography
(HPLC) of mononucleotides such as 50-dAMP, cytidine 50-monophosphate (50-CMP), guanosine 50-monophosphate (50-
GMP), and thymidine 50-monophosphate (50-dTMP) was achieved using 4 as a stationary phase and continuous gradient
elution with 10:90 MeOH–1 mM HEPES (pH 7.0) and 10:90 MeOH–1 mM HEPESþ 10 mM (NH4)2HPO4 (pH 7.0). As
expected, the retention times of mononucleotides were larger than those of the corresponding nucleosides, owing to the
Zn2þ-phosphate interactions. These results indicated that Zn2þ–cyclen-conjugated polymer 4 affords a strong
methodology to detect and separate biologically important phosphates. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: Zn2þ complexes; cyclen; synthetic polymer; phosphates; nucleotides; separation; high-performance liquid


chromatography; Zn2þ-selective fluorophore


INTRODUCTION


Phosphate esters exist ubiquitously in nature in the form
of nucleoside phosphates (nucleotides) as components of
nucleic acids, sugar nucleotides for glycosylation of
oligosaccharides or proteins, activated forms of proteins
responding to extracellular signals and chemical media-
tors playing central roles in intracellular signals.1 The
development of artificial phosphate receptors would af-
ford potent methodologies for the detection and separa-
tion of biologically important phosphates (for reviews of


chemical receptors and sensors for phosphates, see
Ref. 2). Most chemical receptors are soluble in solution
and sometimes suffer from incapability of separation of
specific compounds from a mixture. On the other hand,
an artificial host molecule conjugated on an insoluble
polymer affords a promising method to isolate only the
desired molecules. Several strategies, such as molecu-
larly imprinted polymers,3 based on template-mediated
synthesis and/or self-assembly systems utilizing metal-
ligand coordination bondings4 and hydrophobic interac-
tions and hydrogen bondings, have been developed for
the purpose of target-directed sensing and separation.
However, examples of phosphate-targeted synthetic poly-
mers are limited.5


It is well established that zinc(II) complexes of macro-
cyclic polyamines, such as Zn2þ–cyclen (1, ZnL1)
(cyclen¼ 1,4,7,10-tetraazacyclododecane), are good
models for zinc(II) enzymes, including carbonic anhy-
drase and carboxypeptidase A (Scheme 1).6 Based on the
fact that phosphate anions act as substrates and inhibi-
tors for zinc(II) enzymes,6 the Zn2þ–cyclen complexes
have been demonstrated to be good receptors for
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phosphomonoester dianions including 4-nitrophenyl
phosphate (4-NPP), phenyl phosphate (PP) and nucleo-
tides,7 and for other potential anions such as imides8,9 and
thiols10 in aqueous solution. The affinities of carboxylates
and sulfonates with Zn2þ–cyclen complexes are smaller
than those of phosphomonoester dianions, imides, and
thiols, because the basicities of the former functional
groups are weaker than those of the latter.


In general, Zn2þ–cyclen complexes are thermodyna-
mically and kinetically inert in aqueous solution at
neutral pH (e.g., the dissociation constant (Kd) for 1 is
ca 10�11


M). On the other hand, 1:1 ZnL1–phosphate
complex 2 is thermodynamically stable with dissociation
constants, Kd {¼ [1]free[phosphate]free/[complex 2] (M)},
of submillimolar order and kinetically rather labile
(Scheme 1).6i,7 We therefore postulated that a synthetic
solid-phase polymer conjugated with Zn2þ–cyclen com-
plexes would be a promising tool for the detection and
separation of phosphomonoester dianions under high-
performance liquid chromatographic (HPLC) conditions.
Here, we describe the synthesis of a Zn2þ–cyclen-con-
jugated polymer 4 by copolymerization of a Zn2þ–(4-
vinylbenzyl)cyclen (3) with a cross-linker and separation
of phosphates such as nucleoside phosphates (nucleo-
tides) by HPLC using 4 as a stationary phase (Scheme 2).


RESULTS AND DISCUSSION


Synthesis of Zn2þ--(4-vinyl)benzylcyclen complex
(ZnL2) (3) and Zn2þ--cyclen-conjugated polymer (4)


3Boc-cyclen 57f was reacted with 4-vinylbenzyl chloride
to yield 6, whose three Boc groups were deprotected with


TFA to afford L2 (7) as a TFA salt (Scheme 3). After
L2�(TFA)2 had been neutralized with aqueous NaOH, the
free ligand L2 was treated with Zn(NO3)2�6H2O in EtOH
to give Zn2þ–(4-vinyl)benzylcyclen complex 3 (ZnL2).
Copolymerization of 3 with ethylene glycol dimetha-
crylate (EGDMA)3a in the presence of azobis(4-
methoxy-2,4-dimethylvaleronitrile) (ABDV) yielded
Zn2þ–cyclen-conjugated polymer 4. The Zn2þ ions in 4
were removed in 0.1 M HCl to give Zn2þ-free polymer 8,
to which ZnSO4 was reloaded to give Zn2þ–cyclen-
conjugated polymer 4. Control polymer 9 was similar-
ly synthesized by copolymerization of styrene with
EGDMA in the presence of ABDV.


Complexation constants for the 1:1 complex of 3
with 4-nitrophenyl phosphate (4-NPP) and deox-
yadenosine 50-monophosphate (50-dAMP) in aq-
ueous solution at neutral pH


A typical potentiometric pH titration curve of 1 mM ZnL2


(3) against 0.1 M NaOH with I¼ 0.1 (NaNO3) at 25 �C is
shown in Fig. 1(a) and the titration data were analyzed for
according to Eqn (1), where aHþ is the activity of Hþ , by
using the program BEST.11 The deprotonation constant
of the Zn2þ-bound water of ZnL2 (3) (for
3a Ð 3bþ Hþ), pKa, defined by Eqn (1) was determined
as 7.62� 0.05. From the titration curves of 1 mM


4-NPP2�þ 2 mM HNO3 [Fig. 1(b)]. The pKa1 and pKa2


values for 4-NPP, defined by Eqns (2) and (3), are <2 and
5.09� 0.05, respectively, at 25 �C with I¼ 0.1 (Na-
NO3)7b and a mixture of 1 mM ZnL2 (3) and 1 mM


NPP2� [Fig. 1(c)] with I¼ 0.1 (NaNO3) at 25 �C, the
1:1 complexation constant of ZnL2 and 4-NPP2�,
logKs(ZnL–S2�), defined by Eqns (1)–(4), was deter-
mined as 3.7� 0.1, from which the 1:1 apparent com-
plexation constant, logKapp(ZnL–S2�), at pH 7.0 and
25 �C defined by Eqn (5)–(7) was calculated as
3.6� 0.1 [Kd(ZnL–S2�)¼ 0.25� 0.07 mM]. These values
are considerably larger than the logKs(ZnL–S2�) of
3.0� 0.1 and logKapp(ZnL–S2�) of 2.9� 0.1 at pH 7.0
for the 1:1 ZnL1–(4-NPP2�) complex,7b,e,f which might
be attributable to hydrophobic and/or �–� interactions
between styryl moiety of ZnL2 and 4-nitrophenyl group
of 4-NPP.8b,i The distribution diagram for the five species


Scheme 1


Scheme 2
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(4-NPP�, 4-NPP2�, ZnL2(H2O) (3a), ZnL2(HO–) (3b),
and the 1:1 ZnL2–(4-NPP2�) complex) for a mixture of
1 mM 3 and 1 mM 4-NPP is shown in Fig. 2, in which the
1:1 ZnL2–(4-NPP2�) complex is formed in 60–63% yield
at pH 6.0–7.0. Similarly, logKs(ZnL–S2�) for the 1:1
ZnL1–(50-dAMP2�) complex was determined as
3.5� 0.1 and hence Kd(ZnL–S2�) at pH 7.0 was
3.4� 0.1 [Kd(ZnL–S2�)¼ 0.40� 0.10 mM] (for the struc-
ture of 50-dAMP2�, see Scheme 4). The pKa1 and pKa2


values for 50-dAMP were determined as 3.96� 0.05 and
6.25� 0.05, respectively, at 25 �C with I¼ 0.1 (NaNO3).


3a Ð 3bþ Hþ


Ka ¼ ½3b�aHþ=½3a�
ð1Þ


SH2 Ð ðSHÞ� þ HþðSH2 ¼ ROPO3H2Þ
Ka1 ¼ ½ðSHÞ��aHþ=½SH2�


ð2Þ


ðSHÞ� Ð S2� þ Hþ½ðSHÞ� ¼ ROPO3H��
Ka2 ¼ ½S2��aHþ=½SH�


ð3Þ


ZnL þ S2� Ð ZnL � S2�complex


Ks½ZnL � S2�� ¼ ½ZnL � S2��=½ZnL�½S2��ðM�1Þ
ð4Þ


KappðZnL � S2�Þ ¼ ½ZnL � S2��=ð½ZnL�free


� ½uncomplexed S�freeÞ
¼ 1=KdðZnL � S2�Þ ðM�1Þ


ð5Þ


Scheme 3


Figure 1. Typical titration curves for (a) 1mM 4-NPPþ2mM


HNO3, (b) 1mM 3 and (c) a mixture of 1mM 3þ1mM 4-NPP
at 25 �C with I¼ 0.1 (NaNO3), where eq(OH�) indicates the
number of equivalents of base added


Figure 2. Speciation diagrams for a mixture of 1mM


3þ1mM 4-NPP as a function of pH at 25 �C with I¼0.1
(NaNO3). Other species which exist at <5% are omitted
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½ZnL�free ¼ ½ZnLðH2OÞ� þ ½ZnLðHO�Þ� ð6Þ


½uncomplexed S�free ¼ ½S� þ ½S�� þ ½S2�� ð7Þ


Determination of Zn2þ contents in Zn2þ--cyclen-
conjugated polymer 4 by a Zn2þ-selective fluor-
ophore, dansylamidoethylcyclen 10


The contents of Zn2þ in synthesized Zn2þ–cyclen-con-
jugated polymer 4 were determined. We previously
reported that dansylamidoethylcyclen 10 is a Zn2þ-se-
lective fluorophore (Scheme 5).12,13 The dansylamide
deprotonation in Zn2þ-complex 11 at neutral pH
increased the emission intensity 4.8- fold at 540 nm,
while the fluorescence emission intensity of the non-meta-
lated dansylamide deprotonation of L3 to H�1L


3 in the
absence of Zn2þ at high pH (>12) increased only 1.2-fold.
The Kd[Zn(H�1L


3)] value for the 1:1 Zn2þ–10 complex, 11
[Zn(H�1L


3)] is 0.14 nM at pH 7.0,12a–c implying that the
fluorescence emission of 10 increases linearly upon quan-


titative complexation with Zn2þ at micromolar order
concentration in aqueous solution at neutral pH.


Zn2þ-free polymer 8 was added to a solution of 0.3 mM


Zn2þ in 20 mM HEPES [pH 7.4 with I¼ 0.1 (NaNO3)].
The mixture was stirred for 1 h at 25 �C and an insoluble
polymer was filtered off. The concentrations of Zn2þ in
an aqueous solution before and after the addition of 4
were determined by using dansylamidoethylcyclen 10
(Scheme 6). From the decrease in Zn2þ concentrations,
the content of Zn2þ–cyclen in 4 was determined as 36–
42mmol g�1. For reference, the adsorption of Zn2þ in
control polymer 9 was negligible.


Complexation properties of Zn2þ--cyclen
polymer 4 with phosphates in aqueous solution


The adsorption of phosphates, such as 50-dAMP and
4-NPP, adenosine 30,50-cyclic-monophosphate (30,50-
cAMP), and the corresponding dephosphorylated com-
pounds, deoxyadenosine (dA) and 4-nitrophenol (4-NP),


Scheme 4


Scheme 5 Scheme 6
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on Zn2þ–cyclen polymer 4 was examined (for the struc-
tures of these nucleotides, see Scheme 4). A given
amount of a Zn2þ–cyclen polymer [corresponding to
50–100mM Zn2þ (¼ 1–2 equiv. against a guest, in a
sample solution] was added to a 50mM phosphate solution
in 20 mM HEPES (pH 7.0 with I¼ 0.1 (NaNO3)). After
the mixture had been stirred for 1 h at 25 �C, polymer was
filtered off. The efficiency of adsorption of a guest on 4
was determined by measuring the decrease in guest
concentrations by UV spectrophotometry. As shown in
Fig. 3, 50-dAMP was adsorbed on 4 (1 equiv. Zn2þ–cyclen
against phosphates) to the extent of 31%, whereas dA was
hardly adsorbed (<1%), implying that 4 has a selective
affinity with phosphomonoester dianions. From these
adsorption efficiencies, the logKapp(ZnL–S2�) values
for ZnL2 on 4 with 50-dAMP was calculated as 4.1�
0.1 [Kd(ZnL–S2�)¼ 1/Kapp(ZnL–S2�) ¼ 79� 20mM],
which is larger than the logKapp(ZnL–S2�) value for
the 1:1 ZnL2–(50-dAMP2�) complex of 3.5 [Kd(ZnL–
S2�)¼ 0.32 mM) in homogeneous aqueous solution ob-
tained by potentiometric pH titrations. These facts mean
that the ZnL–phosphate interaction on the polymer sur-
face is 4–5 times stronger than that in homogeneous
aqueous solution, which may be explained by the hydro-
phobic environments at the solid–liquid interface. The
concentration of 50-dAMP and 4-NPP did not decrease on
addition of control polymer 9 and Zn2þ-free polymer 8.
The fact that 36% of 4-NP was adsorbed not only on 4 but
also on 9 and 8 indicated that less polar compounds tend


to be adsorbed non-specifically on a styrene-based copo-
lymer.


Figure 2 indicates that the ZnL2–phosphate complex
dissociates at pH > 10. Indeed, adsorbed 4-NPP and 50-
dAMP were recovered almost quantitatively on addition
of 20 mM CAPS [pH 10.5 with I¼ 0.1 (NaNO3)] to
phosphate-bound 4. It was confirmed that no decomposi-
tion of 4-NPP or 50-dAMP occurred in the presence of
polymers 4, 8 and 9.


Separation of nucleotides by HPLC using a
Zn2þ--cyclen polymer as a stationary phase


HPLC of dA, 50-dAMP and 30,50-cAMP was achieved
using Zn2þ–cyclen polymer 4, Zn2þ-free polymer 8 and
the control polymer 9 as stationary phases. Typical
chromatographic separations are displayed in Fig. 4 and
retention times for the guests are sumMarized in Table 1.
Continuous gradient elution with 10:90 MeOH–1 mM


HEPES (pH 7.0) and 10:90 MeOH–1 mM HE-
PESþ 10 mM (NH4)2HPO4 (pH 7.0) was utilized (flow-
rate: 2.0 ml�1 min, UV detection at 254 nm). Inorganic
phosphate is necessary to obtain sharp elution of nucleo-
tides. As expected, the retention time for 50-AMP was
larger than those for dA and 30,50-cAMP. The retention
times for adenosine 50-monophosphate (50-AMP), adeno-
sine 30-monophosphate (30-AMP), cytidine 50-monopho-
sphate (50-CMP), guanosine 50-monophosphate (50-GMP)
and thymidine 50-monophosphate (50-dTMP) were found
to be larger than those for the corresponding nucleosides,
dA, A, cytidine (C), guanosine (G), deoxyadenosine (dA)
and 30,50-cAMP, whose retention times were less than 2–3
min (Table 1). Thymidine (dT) has the largest retention
time (11 min) among nucleosides, possibly owing to the
formation of ZnL–(dT� ) complex 12 on 4 (Scheme 7).8


For reference, HPLC using the control polymer 9
[Fig. 4(b)] and the Zn2þ-free polymer 8 exhibited
immediate (< 4 min) elution of dA, 50-dAMP and
30,50-cAMP [Fig. 4(c)].


The elution profile for 50-AMP, 50-GMP, 50-CMP and
50-dTMP on a column packed with 4 is depicted in
Fig. 4(d). It should be noted that 50-GMP and 50-CMP
are separated from 50-AMP, whereas the dissociation
constants for ZnL2–(50-GMP2�), ZnL2–(50-CMP2�) and
ZnL2–(50-AMP2�) are almost identical (0.5–0.6 mM) at
pH 7.0, as confirmed by potentiometric pH titrations.
Therefore, the interaction of nucleobase parts with a
polymer also affects the retention times of nucleotides.
Separation of adenosine-50-diphosphate (50-ADP) and
adenosine-50-triphosphate (50-ATP) was also attempted.
However, these two nucleotides were eluted with extreme
broadening under the same conditions for the elution of
50-dAMP or 50-AMP. This is possibly due to the kinetic
inertness of Zn2þ–di(tri)phosphate interaction under
HPLC conditions. Thymidine-50-monophosphate (50-
dTMP) has the largest retention time (20.3 min) among


Figure 3. Concentration of a guest (dA, 30,50-cAMP, 50-
dAMP, 4-NP and 4-NPP) before addition of a polymer
(dashed rectangles), after addition of control polymer 9
(white rectangles), after addition of Zn2þ-free polymer 8
(shaded rectangles) and after addition of Zn2þ--cyclen poly-
mer 4 (filled rectangles) at pH7.0 [20mM HEPES with I¼ 0.1
(NaNO3)] and 25 �C
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the mononucleotides tested, which is attributable to the
Zn2þ-ROPO3


2� and the Zn2þ-(dT� ) interactions, as
shown in 13 (Scheme 7).7g


For further evaluation of Zn2þ–cyclen polymer 4,
HPLC experiments using a commercially available re-
versed-phase column, Mightysil RP-4, were carried out.
Continuous gradient elution with 1 mM HEPES buffer
(pH 7.0) and 1:10 MeOH–1 mM HEPES buffer (pH 7.0)
was utilized (flow rate: 0.5 ml min�1, UV detection at
254 nm). As displayed in Fig. 4(e), more polar 50-dAMP
was eluted earlier than 30,50-dAMP and dA. Hence it is
concluded that the mechanism for phosphate separation
by 4 is completely different from that for conventional
reversed-phase column chromatography.


CONCLUSION


We have developed Zn2þ–cyclen-conjugated polymer 4
as a new tool for the detection and separation of mono-
nucleotides. The Zn2þ contents in 4 were determined by


Figure 4. Typical chromatographic separations of mononucleotides on a column packed with (a, d) Zn2þ--cyclen polymer 4, (b)
control polymer 9 and (c) Zn2þ-free polymer 8 and (e) a commercially available reversed-phase column, Mightysil RP-4. Elution
was achieved with continuous gradient elution (0--80% solvent B, 5--25min, linear) with solvent A [10:90 MeOH--1mM HEPES
(pH7.0)] and solvent B [10:90 MeOH--1mM HEPESþ10mM (NH4)2HPO4 (pH 7.0)] (flow-rate 2.0mlmin�1, UV detection at
254 nm) for (a)--(d). For (e), elution was carried out with continuous gradient elution (0--80% solvent C, 5--25min, linear) with
solvent C [1mM HEPES buffer (pH 7.0)] and solvent D [1:10 MeOH--1mM HEPES buffer (pH 7.0)] (flow-rate 0.5mlmin�1, UV
detection at 254 nm)


Table 1. Retention times (min) of nucleosides and nucleo-
tides in HPLC using control polymer 9, Zn2þ-free polymer 8
and Zn2þ--cyclen polymer 4a,b


Analyte Polymer 9 Polymer 8 Polymer 4


dA 3.6 3.0 1.9
A 2.6 n.dc 1.9
50-dAMP <1 <1 23.2
50-AMP <1 <1 19.8
30-AMP <1 <1 18.5
30,50-cAMP <1 <1 10.6
G 1.4 1.1 1.5
50-GMP <1 <1 17.6
C 1.0 n.dc <1
50-CMP <1 <1 10.9
dT �1 n.dc 11.7
50-dTMP <1 <1 20.3


a Elution was achieved with continuous gradient elution (0–80% solvent B,
5–25 min, linear) with solvent A [10:90 MeOH–1 mM HEPES (pH 7.0)] and
solvent B [10:90 MeOH–1 mM HEPES buffer with 10 mM (NH4)2HPO4


(pH 7.0)] (flow-rate 2.0 ml min�1, UV detection at 254 nm).
b Errors in retention times are within� 0.2 min.
c Not determined.
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our Zn2þ fluorophore 10. The interactions of 4 with
nucleotides were found to be stronger than ZnL2–nucleo-
tides interactions in homogeneous aqueous solution,
suggesting additional hydrophobic interactions on the
polymer surface. In HPLC using 4 as a stationary phase,
the retention times of mononucleotides were larger than
those of the corresponding nucleosides, as expected. This
work is a reasonable extension of our Zn2þ chemistry in
homogeneous aqueous solution to a new chemistry at the
solid–liquid interface.


Recently, much attention has been paid to the phos-
phorylation of proteins and sugars as an intracellular
signaling.1b,1c Further development of artificial polymers,
which discriminate phosphate moieties and other func-
tional groups, will contribute to the development of
analytical chemistry, bio-organic chemistry, biochemis-
try, and medicinal chemistry.


EXPERIMENTAL


General. All reagents and solvents were purchased at the
highest commercial quality and used without further
purification. Anhydrous acetonitrile (CH3CN) was ob-
tained by distillation from calcium hydride. All aqueous
solutions were prepared using deionized, distilled water.
Good’s buffer reagents (Dojindo) were commercially
available: HEPES [2-[4-(2-hydroxyethyl)-1-piperazinyl]
ethanesulfonic acid, pKa¼ 7.5] and CAPS [3-(cyclo-
hexylamino)propanesulfonic acid, pKa¼ 10.4]. Melting-
points were measured on a Yanaco melting-point
apparatus and are listed without correlation. UV spectra
were recorded on a Hitachi U-3500 spectrophotometer
and a Hitachi F-4500 spectrofluorimeter at 25� 0.1 �C.
IR spectra were recorded on a Horiba FTIR-710 spectro-
photometer at room temperature. 1H (400 MHz) and 13C
(100 MHz) NMR spectra at 35� 0.1 �C were recorded on
a JEOL Alpha 400 spectrometer. 3-(Trimethylsilyl)pro-
pionic-2,2,3,3-d4 acid (TSP) sodium salt in D2O and
tetramethylsilane in CHCl3 and CD3CN were used as
internal references for 1H and 13C NMR measurements.
Elemental analyses were performed on a Perkin-Elmer
CHN 2400 analyzer. Thin-layer (TLC) and silica gel
column chromatography were performed using a Merck
5554 (silica gel) TLC plate and a Fuji Silysia Chemical


FL-100D column, respectively. HPLC experiments were
performed on a JASCO Gulliver PU-480 system.


1-(4-Vinylbenzyl)-1,4,7,10-tetraazacyclododecane 2TFA
salt (7�2TFA). A mixture of 3Boc-cyclen (5)7f (1.5 g,
3.2 mMol) and 4-vinylbenzyl chloride (0.72 g,
4.7 mMol) in CH3CN (50 mL) was stirred at 70 �C for
3 h in the presence of K2CO3 (0.66 g, 4.78 mMol) and NaI
(0.48 g, 3.1 mMol). Insoluble inorganic salts were filtered
off and the filtrate was concentrated under reduced
pressure. The remaining residue was purified by silica
gel chromatography to afford 1-(4-vinylbenzyl)-4,7,10-
tris(tert -butyloxycarbonyl)-1,4,7,10- tetraazacyclodode-
cane (6) as a colorless amorphous solid (1.4 g). Trifluor-
oacetic acid (10 ml, 0.13 mol) was added dropwise to a
solution of 6 (1.4 g, 2.4 mMol) in CH2Cl2 (90 ml) at 0 �C
and the mixture was stirred overnight at room tempera-
ture, then concentrated under reduced pressure. Toluene
(10 ml) was added to the remaining residue and evapo-
rated under reduced pressure. The remaining powders
were recrystallized from Et2O–EtOH to give 7�2TFA as a
colorless powder (1.2 g, 73%). M.p.>200 �C; IR (KBr),
3292, 3019, 2854, 2828, 1689, 1556, 1454 1415, 1201,
1124, 825, 798, 717 cm�1; 1H NMR (D2O–TSP): � 2.9–
3.0 (m, 8H, CH2 of cyclen), 3.1–3.4 (m, 8H, CH2 of
cyclen), 3.88 (s, 2H, ArCH2), 5.38 (d, 1H, J¼ 11.2 Hz,
ArCH——CH2), 5.94 (d, 1H, J¼ 20 Hz, ArCH——CH2),
6.85 (dd, 1H, J¼ 11.2, 20 Hz, ArCH——CH2), 7.40 (d,
1H, J¼ 10.5 Hz, ArH), 7.59 (d, 1H, J¼ 10.5, 20 Hz,
ArH); 13C NMR (CD3CN–D2O), � 42.61, 42.73, 45.02,
48.62, 57.10, 115.75, 127.50, 131.12, 135.64, 136.89,
138.34, 163.59. Anal. Calcd for C21H30F6N4O4: C, 48.84;
H, 5.85; N, 10.85. Found: C, 48.69; H, 5.80; N, 10.87%.


1-(4-Vinylbenzyl)-1,4,7,10-tetraazacyclododecane Zn-
(NO3)2 salt, [ZnL2(NO3)2] (3). An aqueous solution of
7�2TFA (934 mg, 1.8 mMol) was added to 1 M NaOH
solution and the solution was extracted with CHCl3
(50 ml,� 5). After the combined organic layers had
been dried over anhydrous Na2SO4, the solvent was
concentrated under reduced pressure to obtain the free
ligand 7 as a colorless oil. A solution of Zn(NO3)2�6H2O
(592 mg, 2.0 mmol) in EtOH (10 ml) was added to
an EtOH (10 ml) solution of acid-free 7 at 60 �C and
the mixture was stirred for 1 h. After the solvent had
been cooled and evaporated, the remaining solid was


Scheme 7
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crystallized from EtOH–H2O to obtain ZnL2�(NO3)2 (3)
(602 mg, 69% yield) as colorless powder. M.p.> 200 �C;
IR (KBr), 3430, 3256, 3239, 2928, 1628, 1510, 1385,
1296, 1092, 976, 855, 826, 750 cm�1. 1H NMR (CD3CN),
� 2.67–2.73 (m, 2H, CH2 of cyclen), 2.77–2.90 (m, 8H,
CH2 of cyclen), 2.97–3.03 (m, 4H, CH2 of cyclen), 3.19–
3.27 (m, 2H, CH2 of cyclen), 4.00 (s, 2H, ArCH2), 5.38
(d, 1H, J¼ 11.0 Hz, ArCH——CH2), 5.90 (d, 1H,
J¼ 17.7 Hz, ArCH——CH2), 6.83 (dd, 1H, J¼ 11.0,
17.7 Hz, ArCH——CH2), 7.37 (d, 1H, J¼ 8.2 Hz, ArH),
7.56 (d, 1H, J¼ 8.2 Hz, ArH); 13C NMR (D2O–CD3CN),
� 44.93, 45.05, 46.47, 46.49, 47.29, 51.98, 118.02,
129.11, 133.83, 134.39, 138.87, 140.74. Anal. Calcd for
C17H28N6O6Zn: C, 42.73; H, 5.91; N, 17.59. Found: C,
42.39; H, 5.92; N, 17.55%.


Zn2þ--cyclen polymer (4), Zn2þ-free polymer (8), and
control polymer (9). A solution of ZnL2�(NO3)2 (3)
(176 mg, 0.37 mMol), EGDMA (6.4 g, 32 mMol, distilled
under reduced pressure imMediately before use) and
ABDV (0.24 g, 0.96 mMol) in CH3CN was heated at
50 �C for 12 h in a test-tube, which was put in a shaker
bath. The resulting colorless polymer mass was released
by breaking the test-tube, ground to a fine powder, passed
through a testing sieve (Nonaka Rikaki, Japan) collecting
particles of 36–63 mm in diameter, washed with CH3CN
and dried at room temperature in vacuo. The obtained
polymers were treated with 0.1 M HCl to remove Zn2þ,
filtered, washed with water and dried under reduced
pressure. Zn2þ-free polymer 8 was reloaded with
10 mM ZnSO4 (20 ml) for 1 day, washed with water,
and dried at room temperature in vacuo. The obtained
powder of Zn2þ–cyclen polymer 4 was suspended in
CH3CN and packed in a stainless-steel column
(100� 4.6 mm i.d.) (purchased from GL Science, Japan).
The 4-loaded column was washed with CH3CN and used
for HPLC experiments. Control polymer 9 was obtained
by copolymerization of styrene (19 mg, 0.19 mmol),
EGDMA (3.2 g, 16 mmol), and ABDV (120 mg,
0.48 mmol) under identical conditions.


Potentiometric pH titrations. The preparation of the test
solutions and the calibration method for the electrode
system (Potentiometric Automatic Titrator AT-400 and
Auto Piston Buret APB-410, Kyoto Electronics Manu-
facturing, with Orion Research Ross Combination pH
Electrode 8102BN) were described earlier.7 All the test
solutions (50 ml) were kept under an argon (> 99.999%
purity) atmosphere. The potentiometric pH titrations
were carried out with I¼ 0.10 (NaNO3) at 25.0� 0.1 �C
and at least two independent titrations were performed
(0.1 M NaOH was used as the base). The deprotonation
constants of Zn2þ-bound water K0


2 (¼ [HO�-bound
species][Hþ ]/[H2O-bound species]) were determined
by means of the program BEST.11 All the sigma fit
values defined in the program were < 0.05. The KW


(¼ aHþ�aOH�), K0
W(¼ [Hþ ][OH–]) and fHþ values used at


25 �C were 10�14.00, 10�13.79 and 0.825 respectively. The
corresponding mixed constants, K2 (¼ [HO�-bound
species]aHþ /[H2O-bound species]), were derived using
[Hþ ]¼ aHþ /fHþ . The species distribution values (%)
against pH (¼�log[Hþ ] þ 0.084) were obtained using
the program SPE.11


Determination of Zn2þ contents of Zn2þ--cyclen-conju-
gated polymer 4 by fluorescent Zn2þ sensor 10. Fluores-
cence spectra were recorded on a JASCO FP-6500
spectrofluorimeter at 25.0� 0.1 �C. A given aliquot of
Zn2þ-free polymer 8 was added to 0.3 mM ZnSO4 in
50 mM HEPES [pH 7.4 with I¼ 0.1 (NaNO3)]. The reac-
tion mixture was stirred at 35 �C overnight and insoluble
polymer was filtered off. A 50ml volume of the filtrate
was added to 2.5 ml of 10mM 1012a,c in 20 mM HEPES
[pH 7.4 with I¼ 0.1 (NaNO3)] in a cuvette and fluores-
cent emission spectra were recorded (excitation at
330 nm). Based on the linear calibration curves for the
[Zn2þ] fluorescence (emission at 540 nm) profile, the
contents of the Zn2þ ions per gram of 4 were determined.


UV spectra. UV spectra were recorded on a Hitachi U-
3500 spectrophotometer at 25.0� 0.1 �C. The molar
absorption coefficients (") (M


�1�cm�1) of the guest mo-
lecules in aqueous HEPES buffer solutions at pH 7.4 with
I¼ 0.1 (NaNO3) were as follows: 4-NP, (7.3� 103 at
310 nm; 4-NPP, 1.0� 104 at 310 nm; dA, 1.46� 104 at
258 nm; 50-dAMP, 1.2� 104 at 258 nm; and 30,50-cAMP,
1.3� 104 at 258 nm.


HPLC. The HPLC system consisted of two PU-980
intelligent HPLC pumps (JASCO, Japan), a UV-970
intelligent UV–visible detector (JASCO), a Rheodine
injector (Model No. 7125) and a Chromatopak C-R6A
(Shimadzu, Japan). The separations were carried out at
room temperature using a flow-rate of 0.5 ml min. A 2.5–
5 ml volume from each sample (5 mg ml�1) was injected
into the HPLC system for analysis. The eluent was
monitored with a UV-970 UV–visible detector at
254 nm. The column packed with Zn2þ–cyclen polymer
4 can be reused after washing with 10 mM HEPES
(pH 7.0). For reference, a reversed-phase packed column,
Mightysil RP-4 GP 250-4.6 (5 mm) (250� 4.6 mm i.d.)
(Kanto Chemical, Japan), was used.
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ABSTRACT: Plots of logarithms of relative reaction rates of chromyl chloride oxidation and of chromic acid
oxidation of alkenes (log krel values) versus alkene ionization potentials (IPs) and versus their highest occupied
molecular orbital energy levels (HOMOs) demonstrate excellent correlations. Each plot has a similar appearance and
shows a single line with a positive slope. The results indicate that the rate-determining step of each title reaction
involves an electrophilic attack on the alkene �-bond without significant steric effects; this supports a proposed 2þ 3
cycloaddition mechanism and disfavors a proposed stepwise 2þ 2 cycloaddition mechanism. Comparison is made
with other d0 transition metal complexes that oxidize alkenes. Copyright # 2004 John Wiley & Sons, Ltd.


KEYWORDS: chromyl chloride; chromic acid; alkene oxidation; relative reaction rates; ionization potentials (IPs);


electrophilic addition; cycloadditon of alkenes; electronic effects versus steric effects


INTRODUCTION


We reported a method to differentiate the relative im-
portance of electronic and steric effects in addition
reactions of alkenes by correlating logarithms of relative
reaction rates (log krel values) versus the alkene ionization
potentials (IPs) and versus their highest occupied mole-
cular orbital energy levels (HOMOs) and applied this
method to a variety of important addition reactions of
alkenes.1a–i This technique offers synthetically valuable
information about addition reactions to one alkene in the
presence of another differently functionalized alkene and
sometimes enables selection from among the proposed
mechanisms.1h–i Therefore, it seems desirable to investi-
gate reactions with great mechanistic and synthetic
importance, in order to gather additional information
about that reaction.


Oxidation of alkenes by transition metal oxo com-
pounds has been an important topic in organic and
organometallic chemistry for a long time.2a–c Intensive
mechanistic studies have been carried out both theoreti-
cally2d–t and experimentally2u–y during the past decade.
Among them, chromium(VI) compounds, such as
CrO2Cl2 and H2CrO4, have been shown to be versatile


oxidizing agents, and their reactions with alkenes yield
epoxides commonly and other products depending on the
reaction conditions.2a–c,3–6 In this study, we use the above
technique to explore chromyl chloride oxidation and
chromic acid oxidation of alkenes, partly because of their
importance in organic synthesis2a–c,3,4 and partly because
of interest in their mechanisms.2a–c,5,6


BACKGROUND


Interesting similarities and differences among reactions
of alkenes with complexes of chromium(VI) versus those
of other d0 transition metals have been noted recen-
tly.2k,p,5j,l In oxidizing alkenes, complexes of Re(VII)
(when L¼Me),2k Ti(IV),7 V(V),8 Cr(VI)5e and Mo(VI)9


each yields epoxides preferentially, while those of
Re(VII) when L¼Cp* (¼C5Me5),10 Mn(VII),2a
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Ru(VIII),11 Os(VIII)12 and Tc(VII)13 each preferentially
yields cis-dihydroxyalkanes.2k


The point has been made2k,p that in some epoxidations,
LnMet0O3 does not react directly with the alkene, but with
an additional oxygen source, which may be necessary to
effect the reaction; in these cases, the addition proceeds
by an indirect pathway.


Some of the above metals do not fit completely into
either group Met0 or Met00. For example, it was noted2p,w


that MeReO3 compounds do not react directly with
olefins,2k as do oxidizing compounds of Ti,7 V8 and
Mo.9 However, Cp*ReO3 is proposed to react with
alkenes to give a 2þ 3 addition product,2w,10 as are the
compounds of Mn,2a Ru,11 Os12 and Tc13, but the former
does not yield diols as the final product,2w,10 as the later
compounds do.2a,11,12,13


Another misfit is chromium. Chromyl chloride has
been likened2p to other oxidizing metal complexes
LMO3, such as Os, Ru and Mn. Chromium fits Met0 in
that it yields epoxides2a–c,5e as the others do; but it does
not fit Met0 in that it does not require a peroxide to react
with alkenes,2a–c,5e as the Os, Ru and Mn do.2k,7,8,9


Chromium is like Met00 because its compounds react
directly with the olefin2a–c in a proposed5a–d 2þ 3 addi-
tion as do Os, Ru and Mn; but it is unlike Met00 because
it does not give a diol as a product,2a–c as the others
do.2a,11,12,13


The above observations have spawned comparisons
and contrasts of oxidation with chromium compounds
versus those with compounds of Met00 (Re, Mn, Ru, Os
and Tc).2k,5e,j,l As a result, proposals that these oxidations
of alkenes proceed via 2þ 3 reactions have been shared
by many of these compounds, Cr,5j,l Os,14 Re(L¼Cp),2j,k


Mn,2p Tc.13


There have been many experimental reports,2q,u,v the-
oretical reports,2e,g–j,m–r,5j,l and analyses2s,v favoring the
2þ 3 mechanism over the 2þ 2. Among these, density
functional theory (DFT) calculations2g–j,n–r,5j,l predicted
that the 2þ 2 mechanism has a much higher activation
energy than that of the 2þ 3 mechanism in reactions of
many such compounds, which led to the conclusion that
the latter is more likely. In many2g–j,n–r,5j,l of the DFT
calculations, the most stable point on the energy surface
was the 2þ 3 adduct,2g–j,n–r,5j,l which might be expected
to hydrolyze to diols.2n,5o Owing to comparisons and
concerns such as those noted above, questions linger as to
(1) whether the 2þ 3 mechanism or the 2þ 2 mechanism
is responsible for the products and (2) if the 2þ 3
mechanism operates with chromium complexes, why
the metalladioxylate intermediate would not yield diols
as do complexes of the other metal Met00.


Oxidation using CrO2Cl2


The mechanism of chromyl chloride oxidation of
alkenes has been investigated for decades.2a–c,5 At least


four2a–c,5a–e,m,n different mechanisms have been
suggested for this reaction. The first suggestion was a
‘direct addition’ mechanism (Scheme 1),2a–c which was
criticized due to its failure to explain all stereochemical
aspects (such as the formation of the cis-chlorohydrin and
the cis-dichloride) of chromyl chloride oxidation.5e,i Two
other different mechanisms were then proposed: (1) the
2þ 2 cycloaddition mechanism (Scheme 2)2c,5e,i and (2)
the 2þ 3 cycloaddition mechanism (Scheme 3).5a–d Re-
cently, an ESR signal was observed in the oxidation of
aryl substituted alkenes,5m,n and a diradical was proposed
as the intermediate giving rise to this result. However, the
stereospecificity of these reactions has been used to argue
against radical intermediates in the C—O bond forming
steps. In addition, the alkenes considered in this paper do
not possess radical-stabilizing Ph substitutions. There-
fore, in this study, we focus on the application of our
results to the rate-determining steps of the mechanisms
shown in Schemes 2 and 3.


The main difference between the two proposed
mechanisms shown in Schemes 2 and 3 is in their rate-
determining steps and characteristics of their transition-
state structures. In the 2þ 2 mechanism (Scheme 2), the


Scheme 1. The direct addition mechanism for CrO2Cl2
oxidation of alkenes2a–c,5l


Scheme 2. The 2þ2 cycloaddition mechanism for CrO2Cl2
oxidation of alkenes2c,5e,i,l


Scheme 3. The 2þ3 cycloaddition mechanism for CrO2Cl2
oxidation of alkenes5a–d,l
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decompositions of intermediates 3 and 4 are proposed as
rate-determining steps.5l None of these transformations
involves alkene �-electrons. In contrast, the 2þ 3 me-
chanism (Scheme 3) requires a five-membered ring
transition-state structure in the rate-determining forma-
tion of the intermediates and all involve breaking the
alkene �-bond.


Oxidation using H2CrO4


Chromic acid (H2CrO4) oxidation of alkenes produces
epoxides or their higher oxidation level products.2a,6b A
kinetic study of this reaction fostered a mechanism
involving a three-membered transition-state structure
(Scheme 4),6b similar to the ‘direct addition mechanism’
that was previously discarded for CrO2Cl2 oxidation of
alkenes. Another proposed mechanism2a,6b for the
H2CrO4 oxidation invoked a five-membered intermediate
(Scheme 5). It is analogous to the 2þ 3 mechanism
for the chromyl chloride oxidation shown (1! 9) in
Scheme 3 (path B). A major difference between these
two proposed mechanisms for chromic acid oxidation of
alkenes is that the former suggests a direct single-step
formation of an epoxide (Scheme 4), while the latter
requires formation of a five-membered intermediate be-
tween the reactants and the epoxide product (Scheme 5).
In this study, we shall discuss its mechanisms through
comparison with those of chromyl chloride oxidation of
alkenes.


RESULTS AND DISCUSSION


Relative rates5c of chromyl chloride oxidation of alkenes,
alkene IPs15 and alkene HOMOs are shown in Table 1.
Relative rates6b of chromic acid oxidation of alkenes,
alkene IPs15 and alkene HOMOs are shown in Table 2.
Both reaction rates were determined by following the
disappearance of the Cr(VI) oxidation reagents under
pseudo-first-order conditions (large excess of
alkene).5c,6b As in our previous studies,1 cyclic alkenes
and aryl alkenes are omitted in order to avoid complica-


tions due to ring strain or conjugation with the aryl group.
Because the IP for compound 13 in Table 1 was not
available in the literature, we calculated HOMOs for all
alkenes to enable a check to be made using data for all
compounds. The alkene HOMOs were calculated in the
same manner as reported previously.1a Figures 1 and 2
show the similar correlations of log krel values versus
alkene IPs for chromyl chloride oxidation of alkenes and
for chromic acid oxidation of alkenes, respectively. Each
shows a single line with a positive slope and an excel-
lent16 correlation coefficient (rall¼ 0.93 in Fig. 1,
rall¼ 0.97 in Fig. 2). The plots (not shown) of log krel


versus alkene HOMOs for both reactions are essentially
analogous to Figs 1 and 2. They also have single lines
with positive slopes and show excellent correlations
(rall¼ 0.94 for the chromyl chloride oxidation and
rall¼ 0.95 for the chromic acid oxidation). Correlation
coefficients for all alkenes (rall values) are calculated
from individual values for the alkenes.


Scheme 4. The direct addition mechanism for H2CrO4


oxidation of alkenes6b


Scheme 5. The 2þ 3 cycloaddition mechanism for H2CrO4


oxidation of alkenes6b


Table 1. IPs, HOMOs and relative rates of chromyl chloride
(CrO2Cl2) oxidation of alkenes


No. Alkene IP (eV)a HOMO (eV) krel
b


1 9.52 �9.94 1.22� 102


2 9.51c �9.95 88.0


3 9.48 �9.97 1.00� 102


4 9.45 �9.96 5.36� 102


5 9.43c �9.95 77.0


6 9.12 �9.79 1.51� 103


7 9.12 �9.78 1.38� 103


8 9.08 �9.79 8.00� 102


9 9.04 �9.77 1.48� 103


10 9.04 �9.76 1.51� 103


11 9.02 �9.75 1.05� 103


12 8.91 �9.71 2.36� 103


13 �9.78 7.54� 102


14 8.83d �9.64 1.38� 105


15 8.68 �9.63 2.02� 104


16 8.27 �9.49 3.91� 105


a Ref. 15a, unless otherwise noted.
b Ref. 5c.
c Ref. 15b.
d Ref. 15c.
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Steric effects and electronic effects


The excellent16 correlation of log krel values versus
alkene IPs and versus alkene HOMOs in each plot
indicates that the rate-determining step of each reaction
involves the alkene �-electrons. Each plot has a single
line of correlation, regardless of the degree of alkene
substitution, so there is no natural separation due to steric
requirements of the alkenes, which has sometimes been
observed in other additions to alkenes.1a,b,d,g,h This
provides evidence that both chromyl chloride oxidation
and chromic acid oxidation of alkenes are dependent
more upon electronic effects than steric effects in their
rate-determining steps.


All correlation lines in Figs 1 and 2 have positive
slopes; in each reaction a lower IP (or a higher HOMO)
corresponds to a greater reaction rate. Therefore, the rate-
determining step, in chromyl chloride oxidation of al-
kenes and in chromic acid oxidation of alkenes, involves
electrophilic attack upon the �-bond of the alkene.
Electron-donating substituents in the alkene increase
the rate of reaction using either reagent, and electron-
withdrawing ones decrease it.


Differentiating between the proposed
mechanisms


Many studies have attempted to differentiate between the
2þ 2 mechanism versus the 2þ 3 mechanism for chro-
myl chloride oxidation of alkenes.5f,g,h,j,l Some have
favored the former mechanism,5f,g,h and have some
favored the latter.5j,l The results of our current study
indicate that the rate-determining step in the oxidation of
alkenes, by using chromyl chloride or chromic acid, is an
electrophilic attack upon the alkene �-bond. This dis-
favors the 2þ 2 mechanism for chromyl chloride oxida-
tion of alkenes, because in this mechanism (Scheme 2)
the only electrophilic step is the formation of the
chromyl chloride alkene complex (1! 2), which is


Table 2. IPs, HOMOs and relative rates of chromic acid
(H2CrO4) oxidation of alkenes


No. Alkene IP (eV)a HOMO (eV) krel
b


1 9.74 �9.97 32.3


2 9.63 �9.94 52.0


3 9.52 �9.94 75.5


4 9.48 �9.97 1.00� 102


5 9.45 �9.96 68.7


6 9.44 �9.94 94.2


7 9.24 �9.80 2.48� 102


8 9.12 �9.79 2.86� 102


9 9.12 �9.78 1.89� 102


10 9.04 �9.76 2.46� 102


11 8.97 �9.75 2.78� 102


12 8.91 �9.71 3.44� 102


13 8.83c �9.64 1.10� 103


14 8.68 �9.63 3.13� 103


15 8.27 �9.49 1.60� 104


a Ref. 15a, unless otherwise noted.
b Ref. 6b.
c Ref. 15c.


Figure 1. The plot of the log krel values for chromyl chloride
oxidation of alkenes versus correspondent alkene IPs. Data
are given in Table 1. Correlation coefficients (r values) are
given in the legend for monosubstituted alkenes, for disub-
stituted alkenes and for all alkenes regardless of the degree
of substitution about the double bond. The y-axis IP data are
plotted in inverse order to facilitate comparison with the
HOMO plots and previous studies


Figure 2. The plot of the log krel values for chromic acid
oxidation of alkenes versus correspondent alkene IPs. Data
are from Table 2
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generally agreed2c,5i not to be the rate-determining step,
but a fast equilibrium. Neither of the two proposed5l sets
of rate-determining steps in the 2þ 2 mechanism are
viable possibilities, because they are not electrophilic
processes involving the alkene �-bond; the formation of
intermediates 3 and 4 from 2 (2! 3 and 2! 4 in
Scheme 2) are nucleophilic processes. The decomposi-
tion of these intermediates (3! 5, 3! 6, 4! 6 and
4! 8 in Scheme 2) has no direct relationship to the
alkene �-bond IPs and any mechanism with these as the
rate-determining steps can be excluded. Ziegler’s calcu-
lations5l predicting that these are indeed the rate-
determining steps excludes the 2þ 2 mechanism
(Scheme 2) in this reaction, in analog with calcula-
tions2g–j,n–r for other metal complex oxidations of
alkenes using similar computational methods.


Our analysis that the rate-determining step is an
electrophilic process involving attack upon the alkene
�-bond supports the 2þ 3 mechanism (Scheme 3). Elec-
trophilic attack by the reactant CrO2Cl2 could be visua-
lized by using one of its resonance structures in which an
oxygen atom carries a positive charge.5e


Our investigations similarly indicate that the chromic
acid oxidation of alkenes is also an electrophilic addition
with a rate-determining step which involves the alkene �-
electrons. The plot of log krel values versus alkene IPs for
oxidation with H2CrO4 (Fig. 2) is essentially analogous to
that of CrO2Cl2 (Fig. 1) with correlation coefficient
rall¼ 0.97. Our results are accommodated by either of
the mechanisms in Scheme 4 or Scheme 5. One might
argue to exclude the mechanism in Scheme 4 for the
following reasons: (1) H2CrO4 is structurally similar to
CrO2Cl2; (2) the two similar reagents might be expected
to react in a similar manner; (3) an analogous mechanism
for the CrO2Cl2 reagent was discarded and (4) a mechan-
ism similar to that in Scheme 5 also agrees with the
results obtained by using the reagent CrO2Cl2.


What explanations can be offered for the production of
products other than diols? One possibility is that in the
2þ 2 mechanism, the first step is actually the rate-
determining step, although the results of Ziegler’s study
work against this. Another possibility is that the 2þ 3
adduct reacts via a pathway other than hydrolysis to diols.
This second possibility has been the subject of recent
studies.5m,n,o The observation of an ESR signal in the
reaction of the Cr(V) intermediate complex with
CrO2Cl2: alkene¼ 2:15m,n,o suggests that, for the 2þ 3
adducts of CrO2Cl2 and of H2CrO4, instead of hydrolysis,
perhaps an alternate reaction pathway involving diradi-
cals is favored.


CONCLUSION


A single line in each correlation plot of log krel values
versus alkene IPs (Figs 1 and 2) and versus alkene
HOMOs (rall¼ 0.94 and 0.95) for the oxidation of
alkenes by using CrO2Cl2 and H2CrO4 demonstrates
that (1) the rate-determining step of each reaction in-
volves the alkene �-electrons and (2) these reactions are
more dependent upon electronic effects than upon steric
effects. Their positive slopes indicate that the rate-deter-
mining step in each reaction is an electrophilic addition.
Our study supports the 2þ 3 mechanism and disproves
the 2þ 2 mechanism with the rate-determining step that
has been proposed for it.
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Regioselective synthesis of 1,2,4-triazin-5-one via
gas-phase pyrolysis of 4-arylidenimino-3(2H )-
thioxo-1,2,4-triazin-5(4H )-one. Kinetic and
mechanistic study


Alya Al-Etaibi, Mariam Abdallah, Nouria Al-Awadi,* Yehia Ibrahim and Mohammad Hasan


Chemistry Department, Kuwait University, P.O. Box 5969, Safat 13060, Kuwait


Received 21 March 2003; revised 15 June 2003; accepted 17 June 2003


ABSTRACT: 4-Arylidenimino-3(2H)-thioxo-1,2,4-triazin-5(4H)-ones (1a–e) and 4-arylidenimino-3-methylthio-
1,2,4-triazin-5(4H)-ones (2a–e) were synthesized. Pyrolytic deprotection of these substrates were carried out. The
kinetic results, product analysis and theoretical studies lend support to a reaction pathway involving a six-membered
transition state in which the carbonyl and not thione bond attacks the hydrogen atom of the arylidenimino group. This
reaction represents an efficient, clean and general synthetic procedure for the protection and selective synthesis of
potential biologically active triazines and their derivatives. Copyright # 2003 John Wiley & Sons, Ltd.


KEYWORDS: 4-arylidenimino-3(2H)-thioxo-1,2,4-triazin-5(4H)-one; gas-phase pyrolysis


INTRODUCTION


Recently, we have presented the results of kinetic studies
and thermal analysis of selective pyrolytic deprotection
of 4-arylidenimino-1,2,4-triazol-3(2H)-one and their
3(2H)-thione derivatives in the gas phase.1,2 These were
shown to give arylnitriles and triazole derivatives
(Scheme 1).


In the present investigation, we envisaged the possible
utility of the triazines 1a–e (Fig. 1) and 2a–e as potential
starting materials for the protection of N-4 in the tria-
zines, hoping to assist in regioselective substitution at
other nitrogen sites in the triazine ring. A preliminary
publication described the utility of this methodology for
the synthesis of the biologically important 2-glucosyl
derivatives.3


RESULTS AND DISCUSSION


The required substrates 1a–e and 2a–e were prepared and
fully characterized by NMR and mass spectrometry
(MS), as described in the Experimental section. Com-
pounds 1a–e were prepared by refluxing 4-amino-3(2H)-


thioxo-1,2,4-triazin-5(4H)-one with the appropriate aro-
matic aldehyde for several hours in acetic acid. The S-
methyl derivatives 2a–e were prepared by methylation of
1a–e with methyl iodide in N,N-dimethylformamide
(DMF) and triethylamine at room temperature.


The products of pyrolysis of each substrate were
analysed; the constituents of all pyrolysates were ascer-
tained to be arylnitrile together with the 1,2,4-triazine
fragment.


For each substrate, first-order rate coefficients were
obtained at regular temperature intervals. Each rate con-
stant is the average of at least three independent measure-
ments, in agreement to within � 2%. The reactions for
which the kinetic data were obtained have been ascer-
tained to be homogeneous, unimolecular, non-catalytic
and non-radical processes.4,5 Arrhenius plots of the data
using the first-order rate equation:


log kðs�1Þ ¼ logA� Ea kJ mol�1
� �


ð2:303RTÞ�1


were strictly linear over�95% reaction with correlation
coefficients in the range 0.99� 0.005. The log A and Ea


values and the first order-rate constants of the 10 com-
pounds under investigation are given in Tables 1 and 2.
Together with the cis-stereochemistry of the elimination,
this was taken to indicate a cyclic mechanism involving
either transition state (A) or (B) for 1a–e (Scheme 2).


The reaction involves elimination of arylnitriles from
the substrates 1a–e and 2a–e, but this does not indicate
whether this proceeds via the attack of the thione or the
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carbonyl group on the hydrogen atom of the arylideni-
mino group.


To make the choice between (A) and (B) we measured
the kinetic effect of replacing C——S in 1a–e by C—SMe
in 2a–e, in order to engage the �-bond of the thione group
in an attempt to force the reaction to proceed via transi-
tion state [C] (Fig. 2).


The results of our investigation of the relative
reactivity of the thermal elimination of nitriles from
4-arylideneimino-1,2,4-triazol-3(2H)ones 3a–e and their
3(2H)-thione analogues 4a–e and from 4-arylidenimino-
2-cyanoethyl-1,2,4-triazol-3(2H)-ones 5a–e and their
thione analogues 6a–e are summarized in Table 3. Sub-
strates 4a–e are 582–2517 times more reactive than their
corresponding oxygen analogues 3a–e, and 6a–e are
498–2943 times more reactive than their oxygen analo-
gues 5a–e. We attribute the reactivity of the thione
compounds over their oxygen analogues to the greater
protophilicity and lability together with the relative
thermodynamic stability and �-bond energy difference
of the C——S and C——O bonds.1,2


If the same reasoning for this relative rate factor were
applied to the triazine system, one would expect that 1a–e
to be much more reactive than 2a–e. The kinetic data for
the pyrolytic reaction of the triazine compounds show
that this is not the case. The relative rate factor of


Scheme 1


Figure 1. Substrates studied


Table 1. Kinetic data for pyrolysis of 1a–e


Compound Ar T(K) 104k(s�1) Log [A (s�1)] Ea(kJ mol�1)


1a C6H5 444.10 0.682 9.16 112.8
454.70 1.792
466.40 3.790
490.00 14.690
501.90 24.04


1b p-NO2C6H4 438.60 3.986 9.91 111.8
447.70 7.102
457.70 13.800
467.40 26.50
476.50 44.58


1c p-ClC6H4 425.60 1.209 8.48 100.8
435.20 2.492
454.70 9.028
465.10 14.23
474.50 22.77


1d p-CH3C6H4 447.90 2.159 8.51 104.3
467.20 7.277
477.40 14.04
490.00 21.19
497.30 34.75


1e p-CH3OC6H4 452.50 0.798 13.7 153.7
462.30 2.383
482.50 11.480
492.10 24.46
502.90 50.28
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elimination of 1a–e and 2a–e at 500 K is 2–99 (Table 4),
which is much lower than those obtained for pyrolysis of
the corresponding triazoles.


In the absence of theoretical studies and with the aim of
further examining and characterizing in detail both me-
chanistic pathways suggested (Scheme 2), we report in
this paper our theoretical study on 1a–e and 2a–e.


Method of calculation


The total molecular energy as a function of internal
rotation around the N(sp2)—N(sp3) bond, referred to as
the N—N bond, in the 1a molecule was calculated at the
ab initio MO SCF level with the Titan molecular model-
ing program6 and the Gaussian package.7


All the ab initio calculations were performed with the
3–21G* basis set and full molecular relaxation at fixed
values of the rotational coordinates �.


First, the structure of the molecule was built using the
Titan molecular modeling program, and RHF calcula-
tions were performed to the optimize the molecular
geometry with the polarization 3–21G* basis set. The geo-
metry of the molecule was re-optimized using Gaussian


Table 2. Kinetic data for pyrolysis of 2a–e


Compound Ar T(K) 104k(s�1) Log [A (s�1)] Ea (kJ mol�1)


2a C6H5 529.50 3.758 10.7 143.1
539.30 6.768
552.40 14.400
558.80 19.180
563.60 27.550
569.40 37.04


2b p-NO2C6H4 489.00 4.505 5.72 84.84
498.70 7.006
508.80 10.010
519.60 16.26
530.90 23.16


2c p-ClC6H4 524.30 3.707 8.87 123.6
534.50 6.103
548.40 13.130
557.30 18.28
568.00 33.41


2d p-CH3C6H4 523.60 4.182 8.54 119.4
533.80 7.263
544.30 12.480
555.20 20.49
566.90 33.95


2e p-CH3OC6H4 524.20 2.692 10.2 137
534.40 4.336
544.70 9.403
554.60 14.74
565.90 26.27


Scheme 2


Figure 2. Transaction state [C]
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98 under the assumption of C1 symmetry with the 3–
21G* basis set. A complete set of 6–31G* calculations
were also carried out for comparison purposes. The most
significant bond lengths (Å), bond angles ( �) and dihedral
angles ( �) for the compound referring to relaxed geo-
metries at the 3–21G* and 6–31G* levels are listed in
Table 5. Among the listed geometric parameters, the
dihedral angle C12—N11—N8—C4 shows a strong
dependence on the level of calculations.


Additional energy values were calculated using 3–
21G* for the molecule by freezing the coordinate for
internal rotation � (dihedral angle C12—N11—N8—C4)
and relaxing all the other structural variables in order to
define potential energy profiles. These energy values
were calculated in the � interval between 0 and 360.0 �.
Table 6 and Fig. 3 summarize the results obtained. It
appears that minimum energy is obtained when
�¼ 60.0�.


The calculations shows that the molecular energy of
the molecule changes with change in �. Calculations also
shows symmetrical results on going from �¼ 0.0 to
360.0�. This means that the energy of the molecule
changes on going from �¼ 0.0 to 180.0�, then on going
to, for example, �¼ 210.0� we obtained the same result
as for �¼ 150.0�, and so on. The minimum energy


is obtained with �¼ 60.0�. This result should be used
to confirm that the bonding to form the transition state
will be by the formation of O � � �H-bond, H-bonds which
is highly favored by the geometry obtained that gives the
minimum energy with �¼ 60.0� (Fig. 4).


CONCLUSIONS


Product analysis together with the kinetic results are in
accord with a reaction pathway involving a cyclic six-
membered transition state (A) or (B) (Scheme 2).


Table 3. Rate constants at 500 K and krel for triazoles 3–6


3 4 krel 5 6 krel


Ar 106k(s�1) 103k(s�1) (4/3) 106k(s�1) 103k(s�1) (6/5)


(a) C6H5 2.35 4.83 2055 5.08 5.44 1070
(b) 4-NO2C6H4 — — — 4.29 2.14 498
(c) 4-ClC6H4 2.19 5.2 2374 1.26 3.33 2643
(d) 4-CH3C6H4 2.8 7.05 2517 2.29 5.68 2480
(e) 4-CH3OC6H4 8.15 4.75 582 1.75 5.15 2943


Table 4. Rate constants at 500 K and relative krel for
triazines 1a–e and 2a–e


1 2 krel


Ar 103k(s�1) 103k(s�1) (1/2)


(a) C6H5 2.41 0.05 48
(b) 4-NO2C6H4 16.84 7.21 2
(c) 4-ClC6H4 8.93 0.09 99
(d) 4-CH3C6H4 4.12 0.17 24
(e) 4-CH3OC6H4 4.29 0.06 71


Table 5. Significant bond lengths, bond angles and dihedral
angles referring to relaxed geometries in molecule 1a,
calculated at the HF/3–21G* and HF/6–31G* levels


Parameter HF/3–21G* HF/6–31G*


Bond length (Å)
C4—C3 1.467 1.475
C5—N2 1.363 1.352
N8—C4 1.397 1.392
S9—C5 1.649 1.657
O10— C4 1.207 1.189
N11—N8 1.441 1.400
C12—N11 1.266 1.259
H13—C12 1.072 1.079
Bond angle ( �)
C4—C3—N1 123.8 123.2
C5—N2—N1 126.6 127.5
N8—C4—C3 113.7 113.8
S9—C5—N2 120.5 120.3
O10—C4—N8 123.4 123.0
N11—N8—C4 119.1 118.0
C12—N11—N8 115.7 114.3
H13—C12—N11 123.2 121.6
Dihedral angles ( �)
C4—C3—N1—N2 0.0 0.0
C5—N2—N1—C3 1.521 �1.291
N8—C4—C3—N1 �0.954 0.068
S9—C5—N2—N1 179.4 �179.2
O10—C4—C3—N8 179.4 �179.1
N11—N8—C4—C3 �167.0 168.1
C12—N11—N8—C4 �59.17 72.03
H13—C12—N11—N8 �0.620 1.420
Total energy (hartree) �1067.8041121 �1073.44718
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Theoretical study of the gas-phase elimination of
arylnitrile from 1a–e confirms that the reaction pathway
involves transition state (B), which means that it involves
the attack of the C——O bond and not the C——S bond on
the hydrogen atom.


The relative reactivities of 2–99 for 1a–e over those of
2a–e could be attributed to the fact that the lone pair of
electrons on the nitrogen atom in 1a–e is effectively
delocalized by cross-conjugation on to the carbonyl
oxygen and thione sulfur whereas in 2a–e this delocaliza-
tion is limited to the carbonyl oxygen only (Fig. 5), which
will result in a greater polarity of the N—N bond (a)
involved in the transition state for 1a–e over those of 2a–
e. Consequently, this would facilitate cleavage of this
particular bond and hence accelerate the reaction rate.


EXPERIMENTAL


Kinetic measurements


Procedures for the kinetic measurements have been
detailed in earlier papers.1,5


Syntheses


Preparation of 4-arylidenamino-3(2H)-thioxo-1,2,
4-triazin-5(4H)-ones (1a–e). A solution of 4-amino-
3(2H)-thioxo-1,2,4-triazin-5(4H)-one (1 g, 7.8 mmol),
the appropriate aromatic aldehyde (7.8 mmol) and
anhydrous sodium acetate (1 g) in acetic acid (10 ml)
was heated under reflux: for benzaldehyde 8 h, p-nitro-
benzaldehyde 24 h, p-chlorobenzaldehyde 18 h, p-
methylbenzaldehyde 6 h and p-methoxylbenzaldehyde
(4 h).


4-Benzylidenamino-3(2H)-thioxo-1,2,4-triazin-5(4H)-one
(1a). Yellow crystals, yield 66%, m.p. 194–195 �C. MS:
m/z 232 (Mþ, 40%). IR: 3439, 3132, 3054, 2959,
1690 cm�1. 1H NMR (DMSO-d6): � 7.58 (t, 2H,
J¼ 7.5 Hz, ArH), 7.67 (t, 1H, J¼ 7.5 Hz, ArH), 7.91 (d,
2H, J¼ 7.5 Hz, ArH), 7.93 (s, 1H, triazine H), 8.68 (s,
1H, CH——N), 13.95 (s, 1H, NH). 13C NMR: � 128.9,
129.4, 131.1, 131.9, 148.9, 162.9, 171.3, 172.2. Anal.
Calcd for C10H8N4OS (232.27): C, 51.71; H, 3.47; N,
24.12; S, 13.80. Found: C, 51.97; H, 3.50; N, 23.78; S,
13.82%.


4-p-Nitrobenzylidenamino-3(2H)-thioxo-1,2,4-triazin-
5(4H)-one (1b). Yellow crystals, yield 80%, m.p. 205–
206 �C. MS: m/z 277 (Mþ, 45%). IR: 3438, 3275, 3072,
1681 cm�1. 1H NMR (DMSO-d6): � 8.12 (d, 2H,
J¼ 8.8 Hz, ArH), 8.34 (d, 2H, J¼ 8.8 Hz, ArH) 7.90


Table 6. Rotational angle � versus the calculated molecular
energy using the 3–21G* basis set, with parameters ob-
tained from full optimization of molecule 1a, with freezing
of the C12—N11—N8—C4 dihedral angle


�( �) Energy (hartree)


0.0 �1067.8040202
30.0 �1067.8038029
60.0 �1067.8041109
90.0 �1067.8033463
105.0 �1067.8029976
120.0 �1067.802591
150.0 �1067.7992056
180.0 �1067.7967985
210.0 �1067.7992055
240.0 �1067.802591
255.0 �1067.8029976
270.0 �1067.8033463
300.0 �1067.8041112
330.0 �1067.8038029
360.0 �1067.8040202


Figure 3. Graph of the calculated molecular energy as a
function of the rotational angle � for molecule 1a, calcu-
lated by using Gaussian 98 at the 3–21G* level with freezing
of the C12—N11—N8—C4 dihedral angle


Figure 4. Schematic representation of the structure of
molecule 1a, obtained using the 3–21G* basis set with a
C12—N11—N8—C4 dihedral angle¼ 60.0�


Figure 5. The delocalization of the lone pair of electrons on
the nitrogen atom in 1a–e and 2a–e
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(s, 1H, triazine H), 8.83 (s, 1H, CH——N), 13.95 (s, 1H,
NH). 13C NMR: � 125.2, 130.9, 138.1, 139.8, 149.8,
150.8, 171.7, 172.1. Anal. Calcd for C10H7N5O3S
(277.26): C, 43.32; H, 2.54; N, 25.26; S, 11.56. Found:
C, 42.95; H, 2.69; N, 24.79; S, 12.51%.


4-p-Chlorobenzylidenamino-3(2H)-thioxo-1,2,4-triazin-
5(4H)-one (1c). Yellow crystals, yield 90%, m.p. 188 �C.
MS: m/z 266 (Mþ, 20%), 268 (Mþ 2, 7%). IR: 3437,
3220, 3077, 1690 cm�1. 1H NMR (CDCl3): � 7.02 (d, 2H,
J¼ 8.4 Hz, ArH), 7.85 (d, 2H, J¼ 8.4 Hz, ArH), 8.37 (s,
1H, triazine H), 9.20 (s, 1H, CH——N), 10.66 (s, 1H, NH).
13C NMR: � 129.3, 129.6, 130.4, 130.6, 139.7, 148.9,
170.7, 171.2. Anal. Calcd for C10H7N4OSCl (266.7): C,
45.03; H, 2.65; N, 21.01; S, 12.02. Found: C, 45.13; H,
2.85; N, 21.06; S, 12.00%.


4-p-Methylbenzylidenamino-3(2H)-thioxo-1,2,4-triazin-
5(4H)-one (1d). Yellow crystals, yield 60%, m.p. 197 �C.
MS: m/z 246 (Mþ, 45%). IR: 3439, 3085, 3054,
2959,1712 cm�1. 1H NMR (CDCl3): � 2.46 (s, 3H,
CH3), 7.32 (d, 2H, J¼ 8.0 Hz, ArH), 7.83 (d, 2H,
J¼ 8.0 Hz, ArH), 7.69 (s,1H, triazine H), 8.43 (s, 1H,
CH——N), 10.87 (s, 1H, NH). 13C NMR: � 21.8, 128.5,
129.5, 129.7, 138.0, 144.53, 149.2, 171.5, 172.2. Anal.
Calcd for C11H10N4OS (246.29): C, 53.65; H, 4.09; N,
22.75; S, 13.02. Found: C, 53.44; H, 4.09; N, 22.70; S,
13.15%.


4-p-Methoxybenzylidenamino-3(2H)-thioxo-1,2,4-tria-
zin-5(4H)-one (1e). Yellow crystals, yield 67%, m.p.
165–167 �C. MS: m/z 262 (Mþ, 80%). IR: 3157, 3051,
2971, 1712 cm�1. 1H NMR (CDCl3): � 3.92 (s, 3H,
OCH3), 7.01 (d, 2H, J¼ 8.8 Hz, ArH), 7.90 (d, 2H,
J¼ 8.8 Hz, ArH), 7.68 (s, 1H, triazine H), 8.38 (s, 1H,
CH——N), 10.60 (s, 1H, NH). 13C NMR: � 55.6, 114.5,
123.9, 131.6, 137.9, 149.3, 163.9, 171.5, 171.7. Anal.
Calcd for C11H10N4O2S (262.2): C, 50.37; H, 3.84; N,
21.36; S, 12.23. Found: C, 50.63; H, 3.84; N, 21.28; S,
12.75%.


Preparation of 4-arylidenamino-3-methylthio-1,
2,4-triazin-5(4H)- ones (2a–e). A mixture of each of
1a–e (10 mmol) and methyl iodide (10 mmol) in DMF
(5 ml) and triethylamine (10 mmol) was stirred at room
temperature overnight. After dilution with water, the
precipitate was collected, washed with water several
times and recrystallized from ethanol to give crystals of
compounds 2a–e.


4-Benzylidenamino-3-methylthio-1,2,4-triazin-5(4H)-one
(2a). Yellow crystals, yield 75%, m.p. 111–112 �C. MS:
m/z 246 (Mþ, 45%). IR: 3157, 3051, 2971, 1712 cm�1. 1H
NMR (CDCl3): � 2.58 (s, 3H, SCH3), 7.46 (t, 2H,
J¼ 7.6 Hz, ArH), 7.54 (t, 1H, J¼ 7.6 Hz, ArH), 7.83 (d,
2H, J¼ 7.6 Hz, ArH), 8.31 (s, 1H, triazine H), 9.33 (s,
1H, CH——N). 13C NMR: � 15.1, 129.3, 129.5, 132.3,


133.6, 147.6, 149.9, 161.3, 166.0. Anal. Calcd for
C11H10N4OS (246.29): C, 53.65; H, 4.09; N, 22.75; S,
13.02. Found: C, 53.95; H, 4.20; N, 22.79; S, 13.37%.


4-p-Nitrobenzylidenamino-3-methylthio-1,2,4-triazin-
5(4H)-one (2b). Yellow crystals, yield 75%, m.p. 212–
213 �C. MS: m/z 291 (Mþ, 72%). IR: 3436, 3116, 2363,
1689 cm�1. 1H NMR (CDCl3): � 2.68 (s, 3H, SCH3), 8.08
(d, 2H, J¼ 8.8 Hz, ArH), 8.38 (d, 2H, J¼ 8.8 Hz, ArH)
8.40 (s, 1H, triazine H), 9.80 (s, 1H, CH——N). 13C NMR:
� 15.2, 124.5, 130.1, 138.2, 147.9, 150.2, 150.5, 161.3,
161.4. Anal. Calcd. for C11H9N5O3S (291.28): C, 45.36;
H, 3.11; N, 24.04; S, 11.01. Found: C, 45.33; H, 3.21; N,
23.96; S, 11.11%.


4-p-Chlorobenzylidenamino-3-methylthio-1,2,4-triazin-
5(4H)-one (2c). Yellow crystals, yield 72%, m.p. 155–
156�C. MS: m/z 280 (Mþ, 8%), 282 (Mþ 2, 22%). IR:
3436, 1680, 1605, 1592 cm�1. 1H NMR (CDCl3): � 2.59
(s, 3H, SCH3), 7.44 (d, 2H, J¼ 8.5 Hz, ArH), 7.76 (d, 2H,
J¼ 8.5 Hz, ArH) 8.31 (s, 1H, triazine H), 9.38 (s, 1H,
CH——N). 13C NMR: � 15.1, 129.8, 130.6, 130.9, 139.8,
147.6, 150.0, 161.2, 164.1. Anal. Calcd. for
C11H9N4OSCl (280.73): C, 47.06; H, 3.23; N, 19.96; S,
11.42. Found: C, 47.03; H, 3.36; N, 19.80; S, 11.43%.


4-p-Methylbenzylidenamino-3-methylthio-1,2,4-triazin-
5(4H)-one (2d). Yellow crystals, yield 83%, m.p. 129 �C.
MS: m/z 260 (Mþ, 80%). IR: 3354, 3057, 3015, 2928,
1682 cm�1. 1H NMR (CDCl3): � 2.38 (s, 3H, CH3), 2.57
(s, 3H, SCH3), 7.22 (d, 2H, J¼ 8 Hz, ArH), 7.70 (d, 2H,
J¼ 8 Hz, ArH) 8.29 (s, 1H, triazine H), 9.22 (s, 1H,
CH——N). 13C NMR: � 14.8, 21.8, 129.3, 129.4, 129.8,
144.3, 147.3, 149.7, 161.0, 166.0. Anal. Calcd for
C12H12N4OS (260.31): C, 55.37; H, 4.65; N, 21.52; S,
12.32. Found: C, 55.76; H, 4.66; N, 21.52; S, 12.52%.


4-p-Methoxylbenzylidenamino-3-methylthio-1,2,4-tria-
zin-5(4H)-one (2e). White crystals, yield 65%, m.p.
168 �C. MS: m/z 276 (Mþ). IR: 3440, 3056, 3011,
2932, 1683 cm�1. 1H NMR (CDCl3): � 2.57 (s, 3H,
SCH3), 3.84 (s, 3H, OCH3), 6.95 (d, 2H, J¼ 8.8 Hz,
ArH), 7.78 (d, 2H, J¼ 8.8 Hz, ArH), 8.30 (s, 1H, triazine
H), 9.12 (s, 1H, CH——N). 13C NMR: � 14.8, 55.5, 114.5
124.4, 131.3, 147.1, 149.6, 160.8, 163.8, 165.7. Anal.
Calcd. for C12H12N4O2S (276.31): C, 52.16; H, 4.38; N,
20.28; S, 11.60. Found: C, 52.35; H, 4.33; N, 20.41; S,
12.09%.
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epoc ABSTRACT: Variations in reactivity of substituted salicylic acid derivatives are appraised in the light of the work of
Jencks on transition-state structures, variations in transition-state structure and variations in reaction mechanism. The
transition states for the intramolecular general acid-catalysed hydrolyses of a variety of compounds derived from
salicylic acid are shown to be closely related to those for the corresponding spontaneous hydrolysis reactions of
compounds derived from substituted phenols. Free energy relationships are used to estimate the potential benefits of
improving intramolecular hydrogen bond geometry in an aqueous environment. Copyright # 2004 John Wiley &
Sons, Ltd.
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INTRODUCTION


The energetic coupling of proton transfers between
heteroatoms and heavy atom rearrangements is one of
the most widely used mechanisms by which enzymes
achieve their remarkable rate accelerations. At pHs near
neutrality, general acid- and general base-catalysed pro-
cesses can provide competing reaction pathways of lower
activation energy than spontaneous (water-catalysed),
specific acid- or specific base-catalysed pathways for
hydrolysis and other reactions. The quantitative descrip-
tion of transition-state structures and variations in
structure for intermolecular general acid- and general
base-catalysed reactions using free-energy relationships
is well understood, thanks largely to the studies of Jencks
and co-workers.1,2 However, the systematic application
of free energy relationship analysis to systems displaying
intramolecular general acid or base catalysis has been
relatively neglected. This is due in part to synthetic
difficulties, and reflects also the problems that can arise
when substituent effects do not act independently on
reacting functionalities.3–8 However, it represents a sig-
nificant limitation in our understanding of intramolecular
reactions, which seek to replicate the proximity in which
reactive functionalities are held in enzyme Michaelis
complexes, and provide a starting point for linking the
studies of small molecule model reactions of bioorganic


relevance and the reactivity of macromolecular enzyme
mimics.9,10


Compounds derived from salicylic acid have long been
used as enzyme models. Capon11 and Piszkiewicz and
Bruice12 reported a significantly accelerated pH-indepen-
dent rate of spontaneous hydrolysis in the cleavage of
arylglycoside 1 (Scheme 1) at pH values below the pKa


value of the carboxyl group; however, their mechanistic
interpretations of this behaviour differed. In principle the
ortho-carboxyl/carboxylate group may act as an intra-
molecular general acid, general base or nucleophile, or as
a source of electrostatic stabilization of an adjacent
positively charged group. Analysis of the pH–rate profiles
for the reactions of unsubstituted salicylic acid derivatives
provides a clue to the role of the carboxyl group in
catalysing the reaction of adjacent groups, but cannot
distinguish between kinetically equivalent mechanisms,
such as hydrogen bond-stabilized specific acid catalysis
[in hydrogen bond-stabilized specific acid catalysis, pro-
ton transfer from the catalytic acid to the substrate (here the
leaving group) is formally complete in the rate-determining
transition state and the substrate conjugate acid is stabilized
by hydrogen bonding to the conjugate base of the catalytic
acid; for catalysis to be significant, the resultant increase in
concentration of the conjugate acid must outweigh its
stabilization] and general acid catalysis. Kirby, Williams
and their co-workers have synthesized a range of substituted
salicylic acid derived compounds 2–5 (Scheme 1) and
analysed variations in their rates of hydrolysis to probe
transition-state structure.4,5,7,8


Reactivity was varied by introducing substituents X
into the two positions indicated in Scheme 1. These are
meta and para to the catalytic carboxyl, but para and
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meta to the phenolic oxygen. Thus a substituent X will
alter both the leaving group ability of the phenolic
oxygen and the acidity of the adjacent carboxylic acid.
Following Jencks,1 we define the two reaction coordi-
nates as y0 and x, respectively.1 The reactivity of these
compounds was originally analysed in terms of Jaffé’s
extended Hammett equation.13 In this approach, the
single substituent exerts (independent) influences on
both carboxylic acid and phenolic centers according to
the free-energy relationship given by


log kxy0 ¼ �x�x þ �y0�y0 þ C ð1Þ


This equation represents the simplest extension that may
be made to the Hammett equation in an attempt to
correlate structural perturbations that influence more
than one reacting center. Just as the Hammett equa-
tion corresponds to a Taylor series expansion of the
equation


log kx ¼ f ð�xÞ ð2Þ


truncated at the first derivative terms, so Jaffé’s extended
Hammett equation truncates the Taylor series expansion
of Eqn (3) at its first-derivative terms.


log kxy0 ¼ f ð�x; �y0 Þ ð3Þ


A major contribution of Jencks and co-workers over a
number of years has been the development and applica-
tion of the higher order derivative terms in the Taylor
series expansion of equations such as Eqn (3) in probing
variations in transition-state structures and reaction
mechanisms. The theoretical basis of this approach was
established by Jencks and Jencks14 and the principles
later collated in the so-called ‘BeMa HaPoThLe’.1 Jencks
and Jencks used the mathematical form of the potential
energy surface given in Eqn (4) to analyse variations in
transition-state structure.


�G


2:303RT
¼ ax2 þ by02 þ cxy0 þ dxþ ey0 þ f ð4Þ


First-derivative terms in free energy relationships (such
as �x and �y0) are related to coefficients d and e in Eqn (4);
and define the position of a transition-state structure on a
two-dimensional More O’Ferrall15–Jencks16 diagram
(see Fig. 1). The ‘cross’ second-derivative term
ð�xy0 ¼ @2kxy0=@�x@�y0 Þ is related to coefficient c in
Eqn (4) and may be used to explain variations in transi-
tion-state structure along the reaction coordinate (i.e. the
curvature along the reaction coordinate). ‘Direct’ second-
derivative terms (for example, �xx ¼ @2kxy0=@�


2
x) are


related to coefficients a and b in Eqn (4) and represent
variations in transition-state position (curvatures of the
potential energy surface) parallel to the ordinates of the
More O’Ferrall–Jencks diagram. The significance of
quadratic terms in free-energy relationships has been
the subject of comment and analysis by O’Brien and
More O’Ferrall17 and Dubois et al.18 In recent times, Lee
and co-workers have made extensive use of ‘cross’
second-derivative terms in analysing transition-state
structures, noting that they often contribute more signifi-
cantly to variations in reactivity than do the ‘direct’
second-derivative terms.19,20


Scheme 1. Salicylic acid derivatives showing general acid
catalysis of hydrolysis


Figure 1. More O’Ferrall–Jencks diagram showing varia-
tions in transition-state structure
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It the light of these findings, it has been noted that the
extended Hammett equation of Jaffé cannot account for
variations in the reactivity of a two-component (e.g.
general acid and leaving group) system whose variation
in transition-state position is governed by the reactivity–
selectivity principle (RSP).18 In the context of catalysis
of hydrolysis in salicylic acid-derived compounds, a
stronger general acid might be expected to elicit a lower
sensitivity to leaving group ability. Indeed, just as the
minimum Taylor series expansion of Eqn (2) is found to
be sufficient in many cases for explaining the reactivity of
one-component systems (in the absence of a change in
mechanism or rate-determining step significant curvature
in Brønsted plots is rarely observed), so the minimum
Taylor series expansion of Eqn (3) capable of providing
an RSP-consistent analysis of two component systems is
that given in Eqn (5), in which the second-derivative
cross-interaction term is included. This modification was
originally introduced by Miller21 and applied by Cordes
and Jencks to the general acid-catalysed formation of
semicarbazones.22


log kxy0 ¼
@kx0


@�x


� �
y0
�x þ


@k0y0


@�y0


� �
x


�y0


þ @2kxy0


@�x@�y0


� �
�x�y0 þ C


ð5Þ


In the spirit of the work of Jencks and his co-workers,
we have re-examined the behaviour of the salicylic acid
derived model compounds 2–5 to include an analysis
of variations in transition-state structure and reaction
mechanism.


METHODOLOGY


Kinetic data (see Supplementary material available in
Wiley Interscience) from the original journal
sources4,5,7,8 were fitted to Eqns (6)–(9) using a least-
squares analysis.23 Standard � values (�� for the 5-NO2


substituent) were used24 except for van Bekkum et al.’s
recommended values of �p ¼ �0:111 for the 5-MeO
substituent.25


log kxy0 ¼ �x�x þ �y0�y0 þ C ð6Þ


log kxy0 ¼ �x�x þ �y0�y0 þ �xy0�x�y0 þ C ð7Þ


log kxy0 ¼ �x�x þ �y0�y0 þ �xx�
2
x þ C ð8Þ


log kxy0 ¼ �x�x þ �y0�y0 þ �y0y0�
2
y0 þ C ð9Þ


In each of these cases the value of log kxy0 is fitted to the
expression shown rather than the value of logðkxy0=k00Þ to
the equivalent expression less the constant C. This
ensures that each of the data points corresponding to a
single compound (including that of the compounds
X¼H, reacting with a rate k00) is given equal weight
during the fitting procedure.


The extended Hammett equation originally used to
describe the kinetic data and establish transition-state
positions performed well in correlating rate data with
substituent constants in many cases (the exceptions being
the benzyl-ether derived compounds 5). It was therefore
important to establish the significance of the second-
derivative terms as they will make only small contribu-
tions to observed variations in reactivity. This was
achieved by applying the guidelines provided by
Shorter.26 Standard deviations associated with all param-
eters provide the most straightforward indication of the
reliability of the reaction parameters calculated; in partic-
ular, relatively large errors may be expected in second-
derivative parameters that are not significant in explain-
ing observed variations in transition-state structure (i.e.
deviations from behaviour as determined by Jaffé’s ex-
tended Hammett equation). The significance of second-
derivative terms in explaining deviations from behaviour
according to Jaffé’s extended Hammett equation may be
quantified using partial correlation coefficients, r14:23


2


[Eqn (10)], which quantify the additional fraction of the
variance of the observed data from the model of Eqn (6)
explained by the introduction of an additional parameter
according to Eqns (7)–(9); F values for each fit provide
similar information, with a significant increase in the F
value associated with the fitted equation (i.e. beyond that
of the extended Hammett equation), indicating that the
additional parameter introduced has improved the sig-
nificance of the fitted equation.


r14:23
2 ¼ R1:234


2 � R1:23
2


1 � R1:23
2


ð10Þ


(R1:234
2 is the correlation coefficient for observed data


points 1, when explained using explanatory parameters 2,
3 and 4 (e.g. �x; �y0 and �xy0), whereas R1:23


2 is the
correlation coefficient for observed data points 1 when
explained using only the explanatory parameters 2 and 3
(e.g.�x and �y0).


A final method of testing the plausibility of the results
obtained is pragmatic and chemical rather than statistical.
Where similar intermolecular reactions have been stud-
ied, comparisons of the signs of second-derivative para-
meters determined for the intramolecular and the
intermolecular reactions is important. Similar chemistries
may be expected to display the same signs of both first
and second derivative terms in the Taylor series expan-
sion of Eqn (3).
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RESULTS AND DISCUSSION


Table 1 provides the Hammett-type sensitivity param-
eters for acetal 2, phosphate dianion 3 and sulfate 4
derived using the fitting procedures described above.


The mechanisms of hydrolysis of 2–4 are expected to
be qualitatively similar. The methoxycarbenium ion de-
rived from formaldehyde,27,28 the metaphosphate mono-
anion29 and sulfur trioxide30,31 have all been shown to
have lifetimes less than the dielectric relaxation time (�1)
of the water molecule in water. Thus enforced SN2
mechanisms are indicated, in which nucleophilic water
is bound to the electrophilic carbon, phosphorus or sulfur
at the transition state at least to some extent.32,33 The
tightness of the transition state (see later) will depend on
the nature of the central atom.


The results presented in Table 1 support and reinforce
the conclusions drawn in the original papers concerning
the position of the transition state for intramolecular
catalysis in these reactions. The transition states are
characterized by appreciable charge build-up on the
phenolic oxygen atom of the leaving group coupled to
relatively small extents of proton transfer from the
carboxylic acid group.4,5,7 For 2–4 the inclusion of a
term representing curvature (�xx) at the transition state
parallel to the �x dimension (proton transfer) is uniformly
insignificant in explaining variations in transition-state
position. This is related to the small extents of proton
transfer observed in all cases, the extent of proton transfer
being zero in the case of sulfate 4, �0.1 in the case of
acetal 2 and �0.2 for phosphate dianion 3 [taking the
values obtained from the most significant fit obtained
using Eqns (7)–(9)]. (The ground-state form of the
phosphate dianion 3 contains a negatively charged car-
boxylate group and a phosphate group also bearing a
single negative charge. The hydrolysis reaction has been
shown to occur via a general acid-catalysed mechanism
which requires a pre-equilibrium transfer of a proton
from the phosphate group to the carboxylate group prior
to the rate-determining proton transfer from the resulting


COOH group to the leaving group oxygen atom. The
extent of negative charge build-up on the carboxylic acid
group in the rate-determining step with respect to the
preceding intermediate is therefore equal to �x þ 1.)


The addition of second-derivative terms �xy0 and �y0y0
(rows in bold in Table 1) proves better at describing
variance from behaviour according to the extended Ham-
mett equation than the term �xx. Although in the case of
acetal 2 the �xy0 and �y0y0 terms do not significantly
improve the correlation with the observed rate data, the
terms do prove useful in explaining variations in transi-
tion state positions for the phosphate dianion 3 and the
sulfate 4. The cross-interaction coefficient �xy0 is shown
to be negative in all cases (though significantly so only in
the cases of phosphate dianion 3 and sulfate 4). This
indicates that variations in transition state position are in
accordance with the RSP, with better leaving groups
tending to elicit less assistance (i.e. less proton transfer
in the transition state) from the general acid catalyst
(Hammond behaviour). It is unfortunate that there are
no reports of significant intermolecular catalysis in the
hydrolysis of phosphate dianion monoesters and sulfate
monoesters for comparison. Capon and Nimmo have,
however, reported the general acid-catalysed hydrolysis
of substituted phenyl methyl acetals derived from ben-
zaldehyde34 and their data may be analysed to yield
an interaction coefficient, �xy0 , with a value of
�0.447� 0.034.19 The negative value obtained from the
data of Capon and Nimmo34 is consistent with the sign
and magnitude of the values of �xy0 obtained for the
hydrolysis of 2–4.


The hydrolyses of the ethers 5 could not all be followed
at the same temperature (rates of hydrolysis of benzylic
ethers are exceptionally sensitive to the stability of the
resulting carbocation). The Hammett sensitivity para-
meter, �y, is found to be �6.1 based on literature �þ


values. If, however, the � values are corrected for im-
balanced polar and resonance effects according to the
Yukawa–Tsuno equation,35,36 using the value of �þ ¼ 2:1
determined by Richard and Jencks for similar reverse


Table 1. Parameters describing transition-state structures and variations in transition-state structures for 2--4a


Compound �x �y0 �xy0 �xx �y0y0 F r14:23
2


Acetal 2 0.09� 0.06 0.84� 0.04 582
0.11� 0.06 0.91� 0.07 �0.12� 0.11 406 0.20
0.09� 0.07 0.84� 0.08 0.02� 0.21 324 0.00
0.09� 0.06 0.93� 0.07 �0.07� 0.05 455 0.29


Phosphate dianion 3 �0.95� 0.17 1.36� 0.13 62
�0.77� 0.10 1.77� 0.11 �0.79� 0.17 152 0.75
�0.79� 0.20 1.45� 0.14 �0.43� 0.32 45 0.20
�1.01� 0.11 1.80� 0.15 �0.37� 0.10 107 0.65


Sulfate 4 �0.01� 0.05 1.43� 0.04 1963
�0.01� 0.04 1.55� 0.06 �0.18� 0.08 2315 0.58
�0.00� 0.05 1.48� 0.08 �0.17� 0.21 1230 0.15
�0.04� 0.04 1.55� 0.06 �0.09� 0.04 2381 0.56


a Parameters were obtained using the extended Hammett equation [Eqn (6), first row in each case], or including (separately) second derivative terms [Eqns (7)–
(9), rows 2–4]. Rows for correlations involving �xy0 and �y0y0 are in bold. These descriptive terms produce similar �x and �y0 terms. For a detailed discussion, see
the text.
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reactions, a value of �y ¼ 4:1 is obtained.37) The rates of
hydrolysis of the ethers with substituents Y¼ 3-Br and
Y¼ 4-Me were followed over a range of temperatures for
different X substituents and extrapolated to 39 �C (the
temperature at which the hydrolysis of the unsubstituted
benzylic, i.e. Y¼H, series of compounds was followed).8


The relative unreliability of this extrapolation procedure
when used in the context of a small number of experi-
mental points is illustrated for the substituted ethers with
Y¼ 3-Br, using the rates extrapolated to 39 �C. In this
case the best fits to Eqns (6)–(9) produce negative (and
hence chemically meaningless) values of �x. For small
sample sizes any procedure including extrapolations
made over a large range of temperatures therefore seem
unreliable. As a result, the data for a given substituent Y
for the three different benzylic carbocations were fitted at
a temperature common to all X substituents. The param-
eters determined in this fashion were less accurate than
those obtained for acetal 2, phosphate dianion 3 and
sulfate 4 (owing to the smaller number of data points
obtained), yet an avoidable source of error was elimi-
nated and useful values of sensitivity parameters and
interaction coefficients obtained.


The data in Table 2 are largely consistent with those
found in Table 1. The most reliable values of �x obtained
are small (although with large degrees of experimental
uncertainty), suggesting relatively insignificant charge
build-up on the carboxylic acid group at the transition
state. Furthermore, the original paper indicated that the
kinetically determined pKa values of the carboxylic acid
groups were correlated with the associated �x values with
gradients that were in some cases substantially greater
than 1, suggesting that the associated Brønsted � values
might be substantially smaller than the values of �x
reported here.8 As for 2–4, addition of a parameter �xx


in �x
2 does not improve the correlations obtained to a


significant extent. The introduction of the interaction
coefficient �xy0 or a term in �y0y0 does seem to improve
correlation with the experimental data. The negative
values of �xy0 obtained are consistent with Hammond-
type variations in transition state position.


Of the reaction sensitivities obtained at the common
temperature of 39 �C, we may have the greatest confi-
dence in the results obtained for the substituents Y¼H
and 4-Me. Furthermore, these two series of data illustrate
the potential importance of the inclusion of interaction
coefficients in describing the reactivity of the systems
involving multiple interacting components. [The signs of
the cross-interaction parameters �xyy0 , �xy and �xy0 based
on the data for Y¼H and Y¼ 4-Me at 39 �C, are not well
defined (Table 2). They are, however, consistent with
the signs determined by Jencks and co-workers for the
corresponding intermolecular reactions, for which the
data are more reliable, since all three components x; y
and y0 could be varied independently.] The values of �x,
�y0 and �xy0 obtained from Eqn (7) may be used as a basis
for an analysis of how these parameters vary with chan-
ging carbocation structure. Increasing the stability of the
carbocation produced on hydrolysis of the ether by 4-
methyl substitution (�þ for the 4-Me group is �0.250) is
associated with an increase in �x and a decrease in �y0 and
�xy0 . These changes in transition-state position may be
expressed in terms of an additional axis in a three-
dimensional description of the transition state structure
(the additional dimension being that described by the
ordinate �y relating to the stability of the carbocation).
The positive value of �yy0 ð¼ @�y0=@�yÞ indicates a varia-
tion in transition-state position according to Hammond-
type behaviour: the greater the stability of the carbocation
generated the lower the sensitivity of the reaction to the


Table 2. Results describing transition-state structures and their variation for ethers 5, using Eqns (6)--(9) (format as for Table 1)


Compound �x �y0 �xy0 �xx �y0y0 F r2
14:23


Ether (Y¼H, 39 �C) 0.28� 0.25 0.62� 0.17 39
0.38� 0.11 1.09� 0.17 �0.77� 0.25 137 0.90
0.27� 0.38 0.58� 1.04 0.12� 3.00 13 0.00
0.26� 0.10 1.10� 0.16 �0.39� 0.12 161 0.92


Ether (Y¼ 3-Br, 39 �C)a �0.70� 0.53 1.33� 0.36 13
�0.48� 0.19 2.35� 0.29 �1.68� 0.42 75 0.94
�0.55� 0.69 2.41� 1.92 �3.19� 5.53 6 0.25
�0.73� 0.20 2.36� 0.32 �0.83� 0.23 62 0.93


Ether (Y¼ 3-Br, 65 �C) 0.16� 0.37 0.67� 0.25 17
0.30� 0.25 1.32� 0.38 �1.07� 0.56 27 0.79
0.12� 0.55 0.36� 1.51 0.90� 4.36 6 0.04
0.14� 0.23 1.34� 0.36 �0.54� 0.27 30 0.81


Ether (Y¼ 4-Me, 39 �C)a 0.50� 0.32 0.37� 0.22 18
0.63� 0.02 1.01� 0.03 �1.05� 0.04 5065 1.00
0.54� 0.47 0.69� 1.30 �0.92� 3.75 6 0.06
0.47� 0.01 1.03� 0.01 �0.52� 0.01 62598 1.00


Ether (Y¼ 4-Me, 25 �C) 0.20� 0.27 0.40� 0.19 14
0.32� 0.03 0.94� 0.05 �0.89� 0.07 905 0.99
0.23� 0.41 0.62� 1.12 �0.66� 3.23 5 0.04
0.18� 0.02 0.95� 0.03 �0.45� 0.02 2077 1.00


a These data are from an extrapolation (see the text). The remainder are experimental.
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ability of the leaving group. The negative value of
�xyð¼ @�x=@�yÞ indicates anti-Hammond behaviour in
the position of the transition state with more stabilized
carbocations eliciting more assistance from the general
acid catalyst. A positive value of �xyy0 ð¼ @�xy0=@�yÞ
indicates that the energetic coupling (or the magnitude
of �xy0) between the leaving group and the general acid
decreases for less stable carbocations.


Variations in transition-state positions for the general
base-catalysed addition of alcohols to 1-phenylethyl
carbocations by Jencks and co-workers constitute the
key body of works in understanding transition-state
structures, variations in transition-state structures and
variations in reaction mechanism in such systems.37–41


The reaction studied is effectively the intermolecular
reverse reaction of the intramolecular general acid-cata-
lysed cleavage of benzylic ethers described by Kirby
et al.,8 so the nature of the transition states described is
expected to display similar sensitivities to variations in
structure. This is indeed found to be the case. Cordes–
Jencks interaction coefficients express variations in tran-
sition-state structure in terms of changes in � (the
Brønsted parameter associated with a general base),
pKnuc (the pKa value of nucleophile) and � (the Hammett
reaction constant associated with the benzylic carboca-
tion) according to Eqns (11)–(13):


pxy0 ¼
@�


�@pKnuc


¼ �a�xy0 ð11Þ


pxy ¼
@�


�@�cation


¼ �b�xy ð12Þ


pyy0 ¼
@�nuc


�@�cation


¼ þc�yy0 ð13Þ


where a, b and c are positive constants.
Ta-Shma and Jencks41 have reported a positive value of


p�xyy0 [Eqn (14), where d is a positive constant] for the
general base-catalysed addition of alcohols to benzylic
carbocations, which is consistent with the positive value
of �xyy0 reported here for the salicylic acid-derived benzyl
ether hydrolysis.


p�xyy0 ¼
@pxy0


�@�y
þ d�xyy0 ð14Þ


Ta-Shma and Jencks41 also carried out a systematic
analysis of the significance of all possible third-derivative
terms describing variations in transition state in the 1-
phenylethyl carbocation system. A positive value of �xyy0
is significant as it describes a mechanistic change that
produces an uncoupling of the interaction between leav-
ing group and general acid necessitated as decreasing
carbocation stability drives the mechanism from one of
general acid catalysis (pathway I, Fig. 1) to uncatalysed
hydrolysis (pathway II, Fig. 1).


Across the range of compounds 2–5, the salicylic acid
group can be been seen to act in a consistent fashion in
catalysing the departure of a phenolic leaving group:
small extents of negative charge build-up on the car-
boxylic acid group are observed, indicating predomi-
nantly vertical reaction pathways at the transition state
as expressed on the More O’Ferrall–Jencks diagram
(Fig. 1). These predominantly vertical pathways are
consistent with negligible contributions of �xx terms to
reactivity (implying that the level line14 A in Fig. 1 is
close to horizontal) and significant contributions of �xy0
terms and of �yy0 terms (implying that level line B in Fig.
1 falls close in orientation to that of line A). The uniform
behaviour of the salicylic acid leaving groups in 2–5 is
reflected in the relationships of these general acid-cata-
lysed reactions with the corresponding spontaneous (or
water-catalysed) hydrolyses of acetals, sulfates, phos-
phates and ethers with phenolic leaving groups. Table 3
summarizes Brønsted parameters (�leaving group) for the
spontaneous hydrolyses of 6–9 (corresponding to 2–5
without the carboxyl group) and for the general acid-
catalysed hydrolyses of 2–5 (based on the values of the
�y0 terms in Tables 1 and 2, obtained using equations
including a term in �xy0). [These Brønsted parameters are
obtained from the corresponding Hammett parameters by
dividing by the sensitivity parameter for phenol ioniza-
tion (�2.23).42] In cases where appropriate effective
charges (derived from the Brønsted sensitivities of
the equilibrium hydrolysis reaction) are available, the
Brønsted coefficients thus obtained may be converted to
Leffler parameters, or �y0 terms. These describe, on a
scale from zero to one, the extent of negative charge
build-up on the phenolic oxygen of the leaving group


Table 3. Bro/ nsted and Leffler coefficients for the phenolic leaving groups in intramolecular general acid-catalysed (GAC) and
spontaneous hydrolyses of acetals, phosphate monoester dianions, sulfates and ethers of salicylic acid


Effective charge �y0 (H2O)
Compound type on phenolic O �y0 (GAC) �y0 (GAC) �y0 (H2O) �y0 (H2O) ��y0 (GAC)


Acetals 2, 6 (þ0.3, see text) 0.41 (0.32, see text) 0.8243 (0.63, see text) (0.31, see text)
Phosphate dianions 3, 7 þ0.3644 0.79 0.58 1.2345 0.90 0.32
Sulfates 4, 8 þ0.746 0.70 0.41 1.2547 0.71 0.30
Ethers 5, 9 (Y¼ 4-Me) þ0.247,48 0.45 0.38 0.958 0.79 0.31
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(which will be a function of both carbon—oxygen bond
cleavage and the extent of proton transfer from the
general acid).


Table 3 shows that for phosphate dianions 3, sulfates 4
and ethers 5 the effect of the addition of the o-COOH of
the salicylic acid leaving group on the transition-state
position, with respect to the spontaneous reaction, is to
bring the transition state forward (make it earlier) by
around 0.3 Leffler units. No values of effective charge
(derived from Brønsted �eq values) for phenolic acetal
oxygen atoms have been determined empirically to date,
but we can estimate a value as follows. If we assume that
the Leffler reaction parameters for the spontaneous and
intramolecularly catalysed hydrolyses of acetals differ by
0.31 units (the mean and almost constant value deter-
mined for 3, 4 and 5), we can estimate the effective
charge on the phenolic oxygen atom of O-methoxy-
methylphenols as þ0.3 (equivalent to a Brønsted �eq


value of 1.3 for the hydrolysis of the O-methoxymethyl-
phenols). This is consistent with the expectation that the
effective charge will be larger than that found for phe-
nolic ethers.47


INTRAMOLECULAR HYDROGEN BOND
GEOMETRY AND REACTIVITY


The influence of hydrogen bond geometry on the rates of
general acid-catalysed processes in constrained systems
is of great interest, as it has a direct bearing on the
question of whether enzymes achieve high catalytic
efficiencies by the accurate positioning of acidic func-
tionalities. Although salicylic acid-derived scaffolds pro-
vided the first means of placing a general acid near a
leaving group heteroatom, other scaffolds based on
benzofuran, benzisoxazole and naphthalene have been
developed more recently.49,50 The benzofuran scaffold
(10, Scheme 2) is designed so that the intramolecular
hydrogen bond obtained is close to linear. This optimized
geometry is thought to contribute to preferential transi-
tion-state stabilization in the general acid-catalysed hy-
drolysis reaction.


The free energy relationships derived for acetal
2 may be used to estimate the extra transition-state
stabilization derived from the benzofuran scaffold
compared with the salicylic acid system, for the same
reaction taking place under the same conditions. Differ-
ences in the pKa values of the leaving group phenols
and the carboxylic acids of benzofuran 10 and acetal
2 (X¼H) can be used to predict the rate of reaction
(kpredicted) for a compound with the salicylic acid
framework of acetal 2 but the leaving group ability and
catalyst acidity of benzofuran 6. The ratio of this rate
relative to rate for the hydrolysis of 2-methoxymethoxy-
benzoic acid 2, is given by Eqn (15) {the cross term
[�0.054��pKa(COOH)��pKa(phenol)] makes a neg-
ligible contribution (see above) and has therefore been


omitted from Eqn (15)} (the coefficients are derived from
the data for 2 in Table 1, line 2).


�ðlog kpredictedÞ ¼ �0:11 ��pKaðCOOHÞ
� 0:408 ��pKaðphenolÞ


ð15Þ


The value of �pKa(COOH)¼ 0.07 is obtained from the
observed pH–rate profiles of 2 and 10.49,50 Our best
estimate for �pKa(phenol) is 0.43. [We have estimated
previously a value of 8.52 for the effective pKa of the
salicylate leaving group.50 Based on this figure, and a
transmission coefficient of 0.451 to take account of the
extra carbon atom in 10, the replacement of the 3-methyl
group of 11 (pKa¼ 9.65 at 20 �C52) by COOH could
lower the effective pKa of the phenolic OH group by up to
0.7 units, to 8.95.] These differences substituted into
Eqn (15) give a value of kpredicted at 39 �C which is
lower by a factor of 3.8 than the observed rate constant
for the general acid-catalysed hydrolysis of 10
[(3.55� 0.15)� 10�3 s�1 at 39 �C]. This difference be-
tween observed and predicted rates of reaction of benzo-
furan 10 corresponds to an energy difference of up to
3.4 kJmol�1 at 39 �C.


Scheme 2. Compounds used for comparisons of intermo-
lecular and intramolecular reactivity
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This figure is a measure of the stabilization of the
transition state for the general acid-catalysed hydrolysis
reaction by the benzofuran scaffold, relative to the salicyl
framework. It includes changes in both through-ring and
through-hydrogen bond interactions between the phenol
and carboxylic acid groups in the transition state of both
frameworks. It suggests that intramolecular general acid-
catalysed processes involving phenolic leaving groups in
an aqueous environment are relatively insensitive to
geometric constraints, once the conditions for the forma-
tion of a strong intramolecular hydrogen bond are
fulfilled. (Catalysis disappears when the rigid framework
of 10 is removed, as in 12.53)


This low sensitivity is not surprising, in view of the
relatively small extents of proton transfer from the
carboxylic acid group and the substantial charge build-
up of negative charge on the departing phenolic oxygen in
the transition state. The effects of optimizing the geo-
metry, and thus maximizing the strength of the develop-
ing hydrogen bond, will be more significant for the
(relatively) earlier transition states involved in the reac-
tions of typical biological acetals, with aliphatic oxygen
leaving groups. So far only two such model systems have
been identified54,55 and further, detailed studies are
needed to establish the potential magnitude of such
effects. Of course medium effects (specifically those
prevailing in the complicated microenvironment of an
enzyme active site) will also be of major importance in
determining the significance of constrained hydrogen
bond geometry in general acid-catalysed processes
(lower dielectric permittivities producing stronger hydro-
gen bonds and hence further scope for variations of
strength with geometry).


Within certain limitations, our analysis suggests that
the positioning of an effective catalytic general acid or
base within an enzyme active site may tolerate a certain
amount of flexibility. Mutagenesis studies carried out on
general acids found within enzyme active sites [invol-
ving, for example, the interconversion of glutamic acid,
aspartic acid and S-(carboxymethyl)cysteine residues]
show a range of sensitivities to the positioning of general
acids: in one case aryl glycoside hydrolysis was shown to
be relatively insensitive to general acid position (3–23-
fold decreases in the values of kcat/KM being observed)56


whereas in the case of triose phosphate isomerase altera-
tion of the length of the side-chain carrying the general
base resulted in a 500-fold decrease in the value of
kcat/KM.57


CONCLUSIONS


The structure-reactivity relationships developed by
Jencks and co-workers are shown to be applicable to
intramolecular general acid catalysis of the hydrolysis of
a variety of substrates derived from salicylic acid. The
correlations show the behaviour of salicylic acid as a


leaving group to be consistent over a range of substrates
with widely different reactivities, and provide some in-
sight into the influence of hydrogen bond geometry in
determining activation free energies for intramolecular
general acid-catalysed hydrolyses.


Supplementary material


Kinetic data from the original journal sources4,5,7,8 are
available in Wiley Interscience.
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epoc ABSTRACT: A computational study of 13C NMR chemical shifts of a series of �-vinyl substituted vinyl cations (1,3-
dienyl-2-cations) 1–6 is presented. The sensitivity of the predicted isotropic shifts to electron correlation, basis set and
geometry effects is explored. Comparison with experimental 13C NMR chemical shifts shows that second-order
Møller–Plesset perturbation theory calculations [GIAO-MP2/tzp//MP2/6–31G(d,p)] perform adequately (deviation �
3–4 ppm) for all carbons of cations 1–6, except for carbons in 6 involved in cyclopropyl hyperconjugation, which give
some larger deviations (� 6–9 ppm). The Hartree–Fock self-consistent field (GIAO-HF/tzp) approximation as well as
GIAO-DFT-methods together with hybrid functionals (B3LYP) give unsatisfactory results and cannot be relied upon to
predict the sequence of signals in the 13C NMR spectra of these type of carbocations. Copyright # 2004 John Wiley
& Sons, Ltd.
Additional material for this paper is available in Wiley Interscience


KEYWORDS: carbocations; vinyl cations; 13C NMR chemical shift; quantum chemical calculations; GIAO-HF;


GIAO-DFT; GIAO-MP2


INTRODUCTION


Vinyl cations (I) are well-established reactive intermedi-
ates.1–3 A number of stabilized vinyl cations are accessible
as long-lived species in solution and have been studied by
13C NMR spectroscopy.4–15 Vinyl cations (I) have a for-
mally vacant p-orbital at the Cþ-carbon C�which is ortho-
gonal to a non-interacting C�–C� double bond. 1-Vinyl
substituted vinyl cations (1,3-dienyl-2-cations, II) are
stabilized by 2p-�-conjugation between the formally va-
cant 2pz-orbital at C2 and the C3–C4 allylic double bond.
In the parlance of valence bond theory dienyl cations II can
be described as a hybrid of resonance limiting structures,
the �-vinyl vinylcation (1,3-dienyl-2-cation, IIa) and the
allenylmethyl cation (1,2-dienyl-4-cation, IIb).


Calculations of NMR chemical shifts have become rou-
tine only recently.16–23 The successful prediction of ex-
perimental NMR chemical shifts of carbocations was an
important contribution to the recognition of NMR com-
putations as a significant and potential structural tool.24–27


The combined approach of experiments and computa-
tions has evolved into a standard tool in carbocation
chemistry and related fields.


Despite the successful prediction of chemical shifts for
a great structural variety of carbocations some difficulties
have been encountered for vinyl cations.13,28 The effect
of electron correlation, basis sets and geometry on
calculated NMR spectra of vinyl cations has been studied
in some detail.29 Comparative experimental and compu-
tational studies, however, have been reported for only two
vinyl cation structures.13,15 These studies have shown a
congruence of CCSD(T)/tzp/dz calculated and observed
13C NMR chemical shifts (� � 1–2 ppm), which sug-
gests that the geometry of vinyl cations in superacid
solution is similar to the gas phase and that the 13C
NMR chemical shifts are more or less unperturbed by
interaction with the medium. This is in accord with the
fact that weakly coordinating anions30 such as SbF5X� ,
Sb2F10X� (X¼Cl) and higher oligomeric anions, which
are present in superacid solutions containing a large
excess of SbF5, exhibit a very low nucleophilicity and
thus no site specific solvation.


In this paper we compare computational and experi-
mental 13C NMR spectra of a range of substituted vinyl
cations in the investigation of the effect of substituents on
structure and chemical shift in more detail. For the
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substituted dienyl cations 1–6 we show that the combined
ab initio GIAO-MP2 NMR31,32 approach leads to good
agreement with experiment, provided that electron cor-
relation is included in the geometry optimization and the
chemical shift calculation.


RESULTS AND DISCUSSION


The vinyl cations 1–6 (Scheme 1) have been character-
ized experimentally by 1H and 13C NMR spectroscopy in
superacid solution.6,8,15,33,34


For the smaller systems, the Z-penta-1,3-dienyl-2-
cation (1) and the E-penta-1,3-dienyl-2-cation (2) very
high level quantum chemical calculations of the NMR
chemical shifts up to the CCSD and CCSD(T) level 35,36,37


with a tzp basis for carbon and a dz basis for hydrogen
have been reported.15 These data demonstrated the
importance of electron correlation effects for NMR
chemical shift calculations of vinyl cations. In this
study we extend the comparison of calculated and
experimental NMR chemical shifts including 1 and 2
to higher substituted vinyl cations, the 4-methylpenta-
1,3-dienyl-2-cation (3), the 5-methylhexa-2,4-dienyl-3-
cation (4), the 2,5-dimethyl-2,4-dienyl-3-cation (5)
and the1-(20-methyl)propenyl-cyclo-propylidenemethyl
cation (6). Owing to the larger size of these molecules,
the high computational cost and the somewhat limited
availability of CC-NMR–methods for this comparative
study we consider only the less expensive second-order
Møller–Plesset perturbation theory (GIAO-MP2) ap-
proach for electron correlation.


Geometries


The geometries for cations 1–6 were optimized using
the Hartree–Fock self-consistent field approximation


[HF/6–31G(d,p)], the DFT method together with the
hybrid functional [B3LYP/6–31G(d,p)], and a second-
order perturbation theory treatment [MP2/6-31G(d,p)].
All structures were confirmed to be minima. Some model
calculation were performed for 1, 5 and 6 with MP2
electron correlation including diffuse functions and larger
basis sets such as 6–31þG(d,p), tzp, 6–311G(d,p) and
6–311þG(d,p) (see Tables S1–S3 in the Supplementary
Material). For a description of the MP2 method and the
Gaussian basis sets, see for example Ref. 38, and Ref. 39
for a description of the tpz basis set. The differences in
bond distances observed are generally small (< 0.01 Å).
For the carbon framework of 1, for example, marginally
shorter bond distances were calculated at MP2/tzp level as
compared with MP2/6–31G(d,p) [�r(C1–C2)¼ 0.009
Å, �r(C2–C3)¼ 0.007 Å, �r(C3–C4)¼ 0.005 Å,
�r(C4–CH3)¼ 0.005 Å]. We therefore concluded that
the MP2/6–31G(d,p) geometries are sufficiently accu-
rate for our comparative study of 1–6. The sufficient
convergence of the MP2/6–31G(d,p) geometries with
respect to the wave function model was confirmed by
GIAO-MP2/tzp NMR calculation of 1, 5 and 6 for MP2
geometries with 6–31þG(d,p), tzp, 6–311G(d,p) and
6–311þG(d,p) basis sets. The absolute 13C NMR shield-
ings for all carbons of 1, 5 and 6 vary usually by <1 ppm,
except C2 in 6, which varies by <3 ppm.


The MP2/6–31G(d,p) geometries of the carbocations
1–6 (Table 1) reveal the structural consequences of the �-
conjugative and �-hyperconjugative stabilization of the
positive charge.


In all structures 1–6 the central carbons C1, C2, C3 and
C4 of the dienyl cation unit are coplanar. The C3—
hydrogen and the C4—R (R¼H, CH3) substituents are
approximately in the same C1—C2—C3—C4 plane
(Plate 1).


This planar conformation provides maximum �-reso-
nance stabilization by overlap of the vacant C2(2pz)
orbital and the C3(2pz)—C4(2pz) �-bond which are
both perpendicular to the C1—C2—C3—C4 plane.
This allylic-type resonance (IIa$ IIb) leads to equal-
ization of the C2—C3 and C3—C4 bond lengths in 1–6:
{av. r(C2—C3) and r(C3—C4) for 1–6: 1.38� 0.03 Å; cf.
parent allyl cation r(C—C)¼ 1.38 Å, [MP2/6–31G(d,p)]}.
The additional hyperconjugative stabilization of the po-
sitive charge in 1–6 by interaction of the electron defi-
cient 2pz-orbitals at C2 and C4 with the �-� bonds of
substituents at C1 and C4, respectively, changes the
relative contributions of the resonance structures IIa$
IIb. In 3 the C3—C4 bond is noticeable longer (r¼ 0.05
Å) than the C2—C3 bond. The allenylmethyl cation
resonance structure (IIb) contributes more than the vinyl
cation resonance structure IIa because of additional
stabilization of the positive charge at C4 by hyperconju-
gative overlap of the C4(2pz)-orbital with �–�-C—H
bonds of the C4—methyl groups. The bond length
equalization effect gradually changes according to
the substitution pattern monitoring the balancing ofScheme 1. Buta-1,3-dienyl cations 1–6
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Plate 1. Structure of cation 5 (MP2/6–31G(d,p) geometry) showing the C1—C2—C3—C4 backbone plane
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competing �-conjugative charge delocalization and �-
hyperconjugative stabilization of the positive charge by
the substituents at C4 and C1 [(�r(C3—C4/C2—C3)


(Å)¼ 0.048 (3); 0.043 (4); 0.039 (5); 0.027 (1); 0.023
(2)]. The allylic bonds C3—C4 (1.382 Å) and C2—C3
(1.375 Å) of the �-cyclopropylidene substituted vinyl
cation 6 are essentially equidistant, indicating equal
contributions of the limiting resonance structures IIa
and IIb and thus comparable stability of the sp2-hybri-
dized tertiary carbocation structure of type 6b and the sp-
hybridized cyclopropylidene substituted vinyl cation
structure of type 6a.


The hyperconjugative interactions of the C4—methyl
C—H �-bonds are reflected by the different bond
lengths of the three C—H bonds. Two C—H bonds
with small torsion angles relative to the formally vacant
p-orbital at C4 (which is perpendicular to the C1—
C2—C3—C4 plane) are reasonably aligned for �–�
hyperconjugative overlap with the C4(2pz) orbital thus
are elongated (1.095 Å, 1.091 Å) compared with the
in-plane C—H bonds (1.084–1.086 Å) which do not
hyperconjugate. As expected the �–�-C—H hypercon-
jugation leads to shortening of the C4—CH3 bond
[r (Å)¼ 1.483 (5);1.480 (3); 1.481 (4); 1.466 (2); 1.468
(1); 1.487 (6), cf. propene sp2-C—CH3 bond, r¼ 1.50 Å
(MP2/6–31G(d,p)].


Substituents at carbon C1 are sterically fixed perpen-
dicular to the C1—C2—C3—C4 plane, thus in plane
with the formally vacant 2pz orbital at the vinyl cation
carbon C2 and therefore ideally arranged for �-C—C
hyperconjugative interaction across the vinyl cation
C1—C2 double bond. This leads to elongation of the
C1—CH3 �-bonds in 4 and 5 [r¼ 1.52 Å, cf. propene
sp2-C—CH3 bond, r¼ 1.50 Å (MP2/6–31G(d,p)].


In 6 the positive charge at C2 is stabilized in addition
to the allyl resonance 6a$ 6b by hyperconjugative
interaction between the antisymmetric Walsh orbital
of the cyclopropylidene substituent and the formally
empty 2pz-orbital at C2. In valence bond theory hyper-
conjugation of the cyclopropylidene substituent in 6 is
described by contribution of ‘no-bond’ resonance limit-
ing structures, the homopropargyl resonance structures


6c and 6d and the Dewar-type resonance structure 6e
(Scheme 2).


The hyperconjugative interaction of the cyc-
lopropyl ring leads to elongation of the lateral C—C
bonds [r¼ 1.52 Å, cf. cyclopropane 1.50 Å (MP2/6–
31G(d,p)]. The basal C—C bond is shortened (r¼
1.47 Å) because hyperconjugative stabilization of the
positive charge reduces the electron density in the cyclo-
propyl ring and thus the antibonding character of the
basal C—C bond. The vinyl cation C1—C2 double bond
in 6 is significantly shortened (6, r(C1—C2)¼ 1.26 Å; cf. 3,
r(C1—C2)¼ 1.30 Å).


Chemical shifts


Quantum chemical calculations of 13C NMR shieldings
were performed using the GIAO-HF-SCF method,40 the


Table 1. Calculated C—C bond lengths (in Å) of carbocations 1–6 optimized at MP2/6–31G(d,p) levela


C1—C2 C2—C3 C3—C4 C4—C5 C4—C6 C1—C7 C1—C8 C7—C8


1 1.292 1.362 1.389 1.468
2 1.292 1.362 1.385 1.466
3 1.295 1.354 1.402 1.480 1.480
4 1.297 1.356 1.399 1.481 1.481 1.512
5 1.297 1.359 1.397 1.483 1.482 1.515 1.515
6 1.255 1.375 1.382 1.488 1.487 1.522 1.522 1.473


a For easy comparison a unified non-standard numbering scheme is used for the carbon atoms in 1–6.


Scheme 2. Conjugative and hyperconjugative resonance
structures of cation 6
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GIAO-DFT-hybrid41 method with the B3LYP functional
and the GIAO-MP2 approach and different basis sets. The
influence of geometry on the calculated chemical shifts
has been explored for 1, 5 and 6 by GIAO-MP2 NMR
chemical shift calculations for structures optimized with
different methods and basis sets (see above). The results
indicated that MP2/6–31G(d,p) geometries are suffi-
ciently accurate for the comparative study of cations 1–6.


The influence of the basis set used for the NMR
calculation was also investigated. In accord with earlier
results28,29 a polarized triple zeta basis (tzp)39 for carbon
atoms was found to be essential for the accurate determi-
nation of 13C chemical shifts. In earlier 13C NMR
chemical shift calculations, which included highly corre-
lated coupled–cluster methods, we used the more
economical dz basis for hydrogen atoms. GIAO-MP2
NMR calculations for cations 1–6 with tzp basis at all
atoms (MP2/tzp) compared with calculations with tzp
basis at carbon and dz basis at hydrogen (MP2/tzp/dz)


showed about 3 ppm smaller deviations for the MP2/tzp
calculated data to the experimentally observed chemical
shifts.


The overall best agreement between experimentally
observed and calculated NMR chemical shifts for 1–6,
within the methods and basis sets used in this study, were
obtained with GIAO-MP2/tzp NMR calculations for
MP2/6–31G(d,p) optimized geometries. The relative
chemical shifts (absolute shielding TMS; Td symmetry,
geometry optimized at MP2/6–31G(d,p)¼ 198.19 (GIAO-
MP2/tzp); 185.59 (GIAO-B3LYP/tzp); 192.24 (GIAO-HF/
tzp) are given in Table 2.


A comparison of chemical shifts calculated for the
MP2/6–31G(d,p) optimized structures of cations 1–6
with different methods is illuminating.


Large deviations between GIAO-HF-SCF calculated
and experimentally observed chemical shifts demonstrate
that electron correlation effects on chemical shifts are
very important for carbocation structures such as 1–6.


Table 2. Calculated a and experimentally measured 13C chemical shifts � (ppm, vs TMSb) for carbocations 1–6d


C1 C2 C3 C4 C5 C6 C7 C8


1 exp.15 78.70 251.20 115.63 238.08 30.60
MP2 79.4 252.9 117.9 241.0 32.8
DFT 86.0 271.2 119.5 249.3 36.1
HF 88.4 293.4 107.8 252.5 27.5


2 exp.15 74.91 256.30 117.90 239.80 32.83
MP2 75.6 258.9 120.4 243.7 35.2
DFT 82.0 277.1 121.9 251.5 38.7
HF 85.3 299.1 110.9 255.3 29.6


3 exp.c 79.01 241.88 113.68 261.58 32.81 36.91
MP2 79.9 245.8 117.1 266.6 34.9 39.5
DFT 86.2 263.7 118.4 271.5 35.8 41.0
HF 89.0 280.7 106.5 276.4 30.1 34.1


4 exp.c 90.34 243.97 114.43 259.16 32.64 36.63 9.46
MP2 93.2 245.8 117.5 261.7 33.9 38.5 11.9
DFT 102.0 267.5 118.7 266.3 34.6 39.7 12.4
HF 102.7 286.2 106.1 271.2 29.3 33.2 9.0


5 exp.c 101.55 245.39 113.97 257.64 32.43 36.44 16.29 16.29
MP2 105.2 244.0 116.8 257.6 33.1 37.6 18.4 18.7
DFT 115.9 268.9 117.7 262.0 33.5 38.6 19.1 19.3
HF 115.2 289.3 105.0 266.9 28.6 32.4 14.5 14.7


6 exp.8 63.66 202.66 111.72 228.92 27.18 30.62 39.63 39.63
MP2 62.3 190.8 115.8 234.3 30.3 34.5 46.1 46.2
DFT 73.2 218.4 117.9 246.4 31.5 36.2 45.2 45.2
HF 66.1 239.6 106.0 249.7 26.8 30.3 29.9 30.1


a 13C NMR chemical shifts were calculated for MP2/6–31G(d,p) optimized geometries, using the GIAO approach at the HF, DFT (B3LYP) and MP2 level and a
tzp basis set for all atoms.
b Chemical shifts calculated relative to absolute shielding of TMS¼ 198.19 (GIAO-MP2/tzp); 185.59 (GIAO-B3LYP/tzp); 192.24 (GIAO-HF/tzp), Td
symmetry, geometry optimized at MP2/6–31G(d,p).
c In Ref. 6 we reported for cation 3; 4 and 5 some early quantum chemical calculations on structure and charge with the STO-3G basis set using the Gaussian 76
program package.
d For easy comparison a unified non-standard numbering scheme is used for the carbon atoms in 1–6.
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The chemical shift for carbon C2 and C4 of the allyl
cation resonance system is calculated as being much too
deshielded with the HF-SCF method. The deviation for
the vinyl cation carbon C2 is between 44 ppm in 5 and
37 ppm in 6 (HF/tzp). C4 is calculated as being too
deshielded between 21 ppm in 6 and 9 ppm in 5. These
data support the earlier conclusions,13,28,29 that the cor-
relation error (i.e. the difference between the HF-SCF and
MP2 chemical shifts) is very large for the sp-hybridized
carbon of a vinyl cation.


As a consequence of the large correlation error the HF-
SCF/tzp calculated NMR chemical shifts for cations 3, 4
and 5 predict a reverse relative assignment of the
terminal carbons C2/C4 of the allyl resonance structural
unit [�(C2/C4), 3 Exp.: 241.88/261.58. Calc: 280.73/
276.37. 4 Exp.: 243.97/259.16. Calc: 286.20/271.18. 5
Exp.: 245.39/257.64. Calc: 289.33/266.89]. For 1–5, the
shift for C1, the sp2-hybridized �-carbon of the vinyl
cation, is calculated to be about 14–9 ppm too deshielded
(HF/tzp). The chemical shift for the central sp2-hybri-
dized carbon C3 of the allyl subunit is calculated to be
about 9–6 ppm too shielded for all cations 1–6 (HF/
tzp). For cation 5 a reverse assignment for the signals
of C1 and C3 is calculated [� (C1/C3), Exp.: 101.55/
113.97. Calc: 115.23/105.01]. This shows that the HF-
SCF method does not provide an adequate treatment of
the electronic effects responsible for the chemical shift in
these types of carbocations.


The GIAO-DFT approach has evolved as a standard
tool in the calculation of NMR chemical shifts, because
of reasonable accuracy and cost efficiency. DFT methods
lack, however, possibilities for systematic improvements
compared with traditional methods for treating electron
correlation. The DFT calculated NMR chemical shifts
(B3LYP/tzp//MP2/6–31G(d,p)) for carbocations 1–6
show deviations (deshielding) from the experimental
values, which are smaller than with the basic HF-SCF
approach but still very significant. The deviations are:
23–15 ppm for the vinyl cation carbon C2, 17–10 ppm for
the allylic carbon C4 (but 4 ppm for 5) and 14–10 ppm for
the �-carbon C1. For cations 5 and 6 some deviations
calculated with the B3LYP/tzp method are even larger
than those calculated at HF/tzp. The B3LYP/tzp calcu-
lated shift for the central allyl carbon C3 in 1–6 deviates
by 6–4 ppm.


The B3LYP/tzp calculated chemical shifts predict the
wrong order for the shift of the carbons C2/C4 in cation
structures 4 [�(C2/C4), Exp.: 243.97/259.16. Calc:
267.50/266.32] and 5 [�(C2/C4), Exp: 245.39/257.64.
Calc: 268.95/261.96]. It is known that GIAO-DFT meth-
ods, owing to an overestimation of the paramagnetic
contribution to the chemical shift, predict overly de-
shielded chemical shifts.42 The non-systematic devia-
tions obtained for the B3LYP calculated chemical shifts
in the resonance delocalized allyl-type cations 1–6 pre-
vent reliable extrapolation schemes and scaling methods,
such as have been used for simple alkyl cations.43


The results show that the chemical shifts predicted by
GIAO-HF-SCF and GIAO-DFT calculations cannot be
relied upon for unequivocal assignment of NMR signals
in these types of dienyl cations.


The second-order Møller–Plesset perturbation theory
approach for taking into account electron correlation in
chemical shift calculations (the GIAO-MP2 method) was
found to give much more reliable results. GIAO-MP2/
tzp//MP2/6–31G(d,p) calculations for all structures 1–6
predicted the sequence of the signals in the 13C NMR
spectrum correctly (Table 2). In the methyl-substituted
dienyl cations 1–5 the deviation of the calculated shift for
the C2/C4 carbons from the experimentally observed
shift is generally smaller than 5 ppm [�� C2(calc� exp.),
C4(calc� exp.) (ppm): 1.7, 2.9 (1); 2.6, 3.9 (2), 3.9, 5.0 (3);
1.8, 2.5 (4); �1.4, �0.1 (5)]. The deviations for the other
sp2-hybridized carbons C1 and C3 for 1–5 are between
0.7 and 3.6 ppm. The calculated shifts for the methyl
groups in 1–5 agree with experiment within 2.6 ppm. The
mean deviation (� 3–4 ppm) between experimental and
GIAO-MP2/tzp calculated chemical shifts for all carbons
in 1–5 is only somewhat larger than that reported for the
GIAO-CCSD(T) calculations for 1 and 2 (� 2 ppm).15


The GIAO-MP2/tzp approach is therefore a suitable
method to describe the electronic properties of vinyl
cations, which are simultaneously stabilized by �-reso-
nance and �-C—C hyperconjugation of �-methyl
groups. The GIAO-MP2/tzp scheme for cations 1–5, is
only � 2 ppm less accurate than coupled-cluster methods
and is only a small fraction of the cost.


The MP2/tzp calculated 13C NMR chemical shifts of
the cyclopropylidene substituted dienyl cation 6 show for
all but the C1 position larger deviations from the experi-
mental shifts than the cations 1–5. Provided that the MP2/
6–31G(d,p) model used for the geometry optimization
describes the geometrical distortions, accomplished by
the hyperconjugative interactions of a cyclopropyl ring
with a vacant p-orbital, with sufficient accuracy, as is
generally assumed, it can be concluded that the GIAO-
MP2/tzp approach overestimates the influence of �-de-
localization of the positive charge into the cyclopropane
subunit on the chemical shifts. Carbon C2 is calculated as
being 11.9 ppm too shielded, whereas C4 is calculated
5.4 ppm too deshielded. The difference between the HF-
SCF and MP2 calculated chemical shifts is �49 ppm for
C2 and �15 ppm for C4. The methylene groups of the
cyclopropane ring that are more involved in hyperconju-
gative charge delocalization than the C4—CH3 groups
show a larger deviation from experiment (6–7 ppm de-
shielding) compared with the C4—CH3 groups (3–4 ppm
deshielding). Accordingly the electron correlation effect
for the C7/C8—CH2 groups (16 ppm) is much larger than
for the C5/C6—CH3 groups (3–4 ppm). It has been
demonstrated that the correlation correction for the 1-
cyclopropylcyclopropylidenemethyl cation 7 is too large
to be described adequately by the GIAO-MP2 method
and that higher orders of perturbation theory such as
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coupled-cluster methods are required to rectify the
problem.28


The correlation corrections for carbon C2 in 7 are
66 ppm shielding from HF to MP2 and 23 ppm deshield-
ing from MP2 to CCSD(T). This is accompanied by a
16 ppm deshielding HF to MP2 correction and a shielding
4 ppm MP2 to CCSD(T) correlation correction for the
shift of the cyclopropylidene methylene groups C7 and
C8. These electron correlation corrections for 7 are in the
same direction as for cation 6 calculated deviations of the
MP2/tzp shifts from the experimentally measured che-
mical shifts for C2 and C7/C8. Therefore it can be
anticipated that CCSD(T) calculations would give much
closer agreement to the experimentally observed shifts
for cation 6.


Quantum chemical calculations were performed with
the Turbomole program44 on a Linux Athlon cluster
assembled by Dr. Koch, Transtec AG, Tübingen, and
the Gaussian 98 program45 on SUN Ultrasparc and Linux
Athlon cluster hardware.


CONCLUSION


A comparison of experimentally measured and calculated
13C NMR chemical shifts for a closely related series of
various substituted vinyl cations is presented. The MP2/
6–31G(d,p) optimized structures support the interpreta-
tion of the experimental NMR data. The quantum che-
mically calculated structural data reveal the geometrical
consequences of �-conjugation and �-C—H and �-C—
C hyperconjugation and their interplay and dependence
in a series of various substituted carbocations.


The calculations of 13C NMR chemical shifts show
large deviation between the HF-SCF calculated and the
experimentally observed shifts, particular for the carbons
bearing the positive charge (up to 44 ppm for C2 in 5).
GIAO-HF and likewise GIAO-DFT (B3LYP) calcula-
tions predict the wrong order of 13C NMR signals in
the low-field region of the spectra of cations 3 (GIAO-
HF), 4 and 5. At the GIAO-DFT (B3LYP) level the errors
are smaller than with the GIAO-HF method, but still large
(>23 ppm for C2 in 4).


The second-order Møller–Plesset perturbation ap-
proach for electron correlation implemented in the
GIAO-MP2 method with a tzp basis for all atoms gives
the correct sequence of 13C NMR signals and performs
satisfactorily (mean deviation � 3–4 ppm) for all carbons
of cations 1–5. Owing to the special hyperconjugative
abilities of cyclopropyl substituents, GIAO-MP2/tzp


calculations for cation 6 give some larger deviations
(� 6–9 ppm). The GIAO-MP2/tzp calculated NMR data
strongly support the validity of all calculated structures
1–6 and the interpretation of the experimental results and
allow conclusive and unequivocal assignment of the 13C
NMR signals.


Taking the data presented here for cation 6 and the
earlier results for 7,28 it appears that coupled cluster
methods, such as the GIAO-CCSD(T) approach, which
minimize the electron correlation error, are required to
achieve � 3 ppm agreement with experiment for cyclo-
propyl substituted vinyl cations,29 which exhibit some
‘unusual’ electron distribution due to the special electro-
nic properties of the cyclopropane substituent.


In summary, we have found that GIAO-HF and GIAO-
DFT calculations of chemical shifts for vinyl cations
cannot be relied upon. The GIAO-MP2/tzp scheme,
however, gives satisfactory results, except in special
cases where electron correlation errors are large.


Supplementary material


Additional material is available in Wiley Interscience.
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35. Gauss J. In Encyclopedia of Computational Chemistry,


Schleyer PvR, Allinger NL, Clark T, Gasteiger J, Kollmann PA,
Schaefer HF, Schreiner PR (eds). Wiley: Chichester, 1998;
615–636.


36. Gauss J, Stanton JF. J. Chem. Phys. 1995; 103: 3561–3577.
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